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Abstract

We analyze a stochastic process resulting from the normalization of states in the zeroth-order optimization
method CMA-ES. On a specific class of minimization problems where the objective function is scaling-invariant,
this process defines a time-homogeneous Markov chain whose convergence at a geometric rate can imply the
linear convergence of CMA-ES. However, the analysis of the intricate updates for this process constitute a great
mathematical challenge. We establish that this Markov chain is an irreducible and aperiodic T-chain. These
contributions represent a first major step for the convergence analysis towards a stationary distribution. We rely
for this analysis on conditions for the irreducibility of nonsmooth state-space models on manifolds. To obtain
our results, we extend these conditions to address the irreducibility in different hyperparameter settings that
define different Markov chains, and to include nonsmooth state spaces.
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1 Introduction
The convergence of stochastic processes is at the core of many algorithms in various domains. Well-known examples
include Markov chain Monte-Carlo (MCMC) algorithms [11] like the Metropolis-Hastings algorithm [33, 28] that
aim to sample a target distribution π by generating a Markov chain with stationary probability measure π. Fast
convergence of the Markov chain towards π is one important property for the underlying algorithms. It can
be described qualitatively as the geometric ergodicity of the Markov chain, i.e., convergence at a geometric rate
towards π, a question that has been widely studied [17, 38]. We focus here on an application of stochastic processes
to the domain of numerical stochastic optimization which is closely connected to MCMC. We analyze indeed
a Markov chain underlying the so-called covariance matrix adaptation evolution strategy (CMA-ES) [26, 23], a
widely used stochastic derivative-free optimization algorithm [39, 14, 9, 16, 2, 32, 41, 1]1 that can tackle difficult
optimization problems which are notably nonconvex, multimodal and ill-conditioned. The algorithm minimizes a
function f : Rn → R by sampling Gaussian vectors whose mean and covariance matrix are adapted iteratively.
The adaptation of the parameters of the Gaussian distribution has been carefully designed, combining several
independent principles [25, 26, 24, 37]. Ample empirical evidence shows that the algorithm converges geometrically
fast [26, 24, 22, 20]—in optimization referred to as linear convergence—towards the optimum on large classes
of functions and the covariance matrix learns the inverse Hessian [21] up to a scalar factor on strictly convex
quadratic problems. Yet, establishing a convergence proof of CMA-ES that reflects its working principle (i.e.,
without modifying the algorithm to enforce convergence) is still an open and difficult theoretical question.

In this context, we extend a methodology that was already successful to analyze stepsize adaptive algorithms [5,
7, 10, 8, 42] to prove the convergence of CMA-ES by exploiting its mechanisms and reflecting its working principle,
including the learning of second-order information. The methodology is based on the definition of a normalized
Markov chain that models the algorithm when minimizing a scaling-invariant function, a function class that includes
non quasi-convex functions [43]. As we will explain, if this Markov chain is stable—in the sense that it converges to
a stationary distribution geometrically fast and satisfies a Law of Large Numbers—then the linear convergence of
the algorithm follows. With more work, the learning of the inverse Hessian on strictly convex-quadratic functions
should follow as well. In order to obtain such stability properties, the irreducibility of the process (the definitions
will be recalled in the paper) is a necessary condition. On top of establishing the irreducibility of this Markov chain,
we prove that it is an aperiodic T-chain, paving the way to a convergence analysis by means of a geometric drift
condition.

Because of the intricacy of the algorithm, the irreducibility cannot be easily established by simply investigating
the transition kernel of the Markov chain. Instead, we rely on recent results connecting the irreducibility of a
Markov chain defined on a smooth manifold to the stability of an underlying control model. More precisely, we
view the Markov chain as a nonlinear state-space model

φt+1 = F (φt, α(φt, Ut+1)) (1.1)

where {Ut+1}t∈N is an independent and identically distributed (i.i.d.) process valued in a measured space U,
F : X × V → X is a locally Lipschitz update function between smooth manifolds X,V and α : X × U → V is a
measurable, possibly discontinuous function. When F is nonsmooth, we call (1.1) a nonsmooth state-space model.
The connections that we rely on between the irreducibility, aperiodicity and T-chain property of the Markov chain
and an underlying deterministic control model have been recently established [19], relaxing the assumptions in
previous work [12] that the state space of the chain is an open subset of an Euclidean space and F is continuously
differentiable. This latter work was already a generalization of the case where α(φt, Ut+1) = Ut+1 and F is smooth,
i.e., infinitely differentiable [34].

While part of the methodology we follow relies on the results presented in [19], we introduce here two other
generic and central techniques for the analysis.

Like in many practically used algorithms (in contrast to toy algorithms), different update mechanisms can be
turned on and off in CMA-ES by some specific hyperparameter settings (like learning rates) resulting in different
algorithm variants with varying number of state variables. Our aim is to analyze all algorithm variants without
repeating the similar mathematical analysis for each of them. Hence, in order to have a single proof, we introduce
the notions of projected and redundant Markov chains. Specifically, we consider a Markov chain {(φt, ξt)}t∈N valued
in the manifold X× Y with

(φt+1, ξt+1) = F̃ ((φt, ξt), α̃((φt, ξt), Ut+1)) (1.2)

where {φt}t∈N obeys (1.1), and F̃ : X×Y×V → X×Y and α̃ : X×Y×U → X×Y satisfy the same assumptions as
1As of March 2024, two Python implementations of CMA-ES received together more than 60 millions downloads.
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F and α, respectively. We suppose then that

ΠX ◦ F̃ ((φ, ξ), α̃((φ, ξ), u)) = F (φ, α(φ, u)) (1.3)

for every (φ, ξ, u) ∈ X×Y×U, where ΠX : X×Y → X is the canonical projection of X×Y on X. The Markov chain
{(φt, ξt)}t∈N is said to be redundant, whereas {φt}t∈N is said to be projected. We derive similar tools as in [19] to
analyze the projected Markov chain {φt}t∈N by investigating the redundant control model (1.2).

Contributions Overall the contributions of this paper are twofold.
On the one hand, we provide two generic tools to analyze the irreducibility, aperiodicity and topological

properties of complex nonsmooth state-space models. First, we extend the methodology to investigate Markov
chains following (1.1) with locally Lipschitz updates on smooth manifolds in order to be able to deduce irreducibility,
aperiodicity and T-chain property from a redundant chain to a projected chain. Second, we show how to transfer
the analysis of nonsmooth state-space models following (1.1) from smooth manifolds to nonsmooth manifolds, as
long as they can be continuously transformed into smooth manifolds.

On the other hand, using the developed tools, we establish the irreducibility, aperiodicity, and T-chain property
of a Markov chain defined by the normalization of states of CMA-ES when minimizing a scaling-invariant function.
Our results include most of the relevant hyperparameter settings, some of them described by separate Markov
chains. The proven properties constitute an essential step for a proof of linear convergence of CMA-ES.

Organization In Section 2, we present the update equations behind CMA-ES and define a class of normalized
Markov chains associated to the algorithm when minimizing scaling-invariant functions. In Section 3, we state our
first main result that these Markov chains are irreducible, aperiodic T-chains. In Section 4, we state and prove
results on the irreducibility, aperiodicity and topological properties of nonlinear state-space models. In Section 5,
we apply the results exposed in Section 4 to the normalized Markov chain defined earlier ant prove the main result
of Section 3. For the sake of readability, some proofs are delayed and presented in Appendix A and Appendix B.

Notations Throughout this paper, we use the following notations: N, N∗, R, R+, R++ for the sets of nonnegative
integers, positive integers, real numbers, nonnegative real numbers, and positive real numbers, respectively. Unless
stated otherwise, for n ∈ N∗ and any vector x ∈ Rn, ‖x‖ denotes the Euclidean norm of x. The set of real
symmetric matrices of size d × d is denoted Sd, and its subsets of positive semi-definite matrices and of positive
definite matrices are denoted Sd

+ and Sd
++, respectively. Given a positive integer n, Sn represents the set of

permutations of {1, . . . , n}, and its cardinality is denoted n!. The differential application of a function F at a point
x is denoted DF (x), and the Clarke derivative of F at x is denoted ∂F (x). We use the notations Argmin f and
Argmax f for the sets of global minima and global maxima of f , respectively. When unique global minimum and
maximum exist, we denote them as argmin f and argmax f , respectively. For any sequence {vk}k∈N∗ and any
k ∈ N∗, we set v1:k = (v1, . . . , vk). For a topological space X, we denote B(X) the Borel σ-field of X, which makes X
a measured space. If µ is a measure on B(X) and ν is a measure on B(Y), we denote µ⊗ ν the product measure of
µ and ν, which is a measure on B(X× Y). Likewise, for k ∈ N∗, we denote µ⊗k the measure product of µ by itself
k times, as a measure on B(Xk).

2 Definition of Markov chains arising from a normalization of CMA-ES
We present in this section the CMA-ES algorithm and define normalized Markov chains—candidates to be stable—
associated to the algorithm. We explain the connection between the stability of these Markov chains and the
convergence of the algorithm, motivating thus why the irreducibility, aperiodicity and topological properties of the
Markov chains that we study in the paper are an important part for obtaining a convergence proof of CMA-ES.

2.1 Presentation of CMA-ES
The covariance matrix adaptation evolution strategy (CMA-ES) is an iterative algorithm which aims to approximate
a problem solution

x∗ ∈ Argmin
x∈Rd

f(x) (P)

where d ∈ N∗ is the dimension of the problem, and f : Rd → R is the objective function. A vector x∗ ∈ Rd,
solution to (P), is called a global minimum of f . The CMA-ES attempts to approach x∗ by successively sampling,
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for iterations t ∈ N, new candidate solutions from a multivariate normal probability distribution N (mt, σ
2
tCt).

The vector mt ∈ Rd is the current mean of the distribution and we specifically desire that f(mt) converges to the
essential infimum of f . The positive real number σt > 0 is the current stepsize, and the symmetric positive definite
matrix Ct ∈ Sd

++ is referred to as the current covariance matrix. For our analysis, we generalize the assumption
that the distribution of the candidate solutions is multivariate normal.

The parameters of the sampling distribution are updated using two cumulation paths pσt , p
c
t ∈ Rd, which

implement a weighted moving average of the steps followed by the mean.
More precisely, the algorithm works as follows. At iteration t ∈ N, given mt ∈ Rd, σt > 0, Ct ∈ Sd

++, and
pσt , p

c
t ∈ Rd, we generate independent identically distributed (i.i.d.) samples U1

t+1, . . . , U
λ
t+1 following a sampling

distribution νdU in Rd and independently of (mt, σt,Ct, p
σ
t , p

c
t). Usually, the distribution νdU is the standard normal

distribution in Rd. However, throughout the paper we will refer to CMA-ES as the algorithm presented in this
section with a general and abstract sampling distribution νdU . We compute then λ candidate solutions

xit+1 := mt + σt
√

CtU
i
t+1 for i = 1, . . . , λ , (2.1)

and rank them with respect to their f -values. Formally, we define a permutation st+1 ∈ Sλ satisfying

f
(
x
st+1(1)
t+1

)
6 · · · 6 f

(
x
st+1(λ)
t+1

)
. (2.2)

When f
(
xit+1

)
= f

(
xjt+1

)
, we impose for uniqueness s−1

t+1(i) < s−1
t+1(j) if i < j. We say that we have neutral

selection when, instead of (2.2), the permutation st+1 is independent of the samples U i
t+1 for all t ∈ N. This is

the case, for example, when the permutation is fixed for all t, or when f(xit+1) is independent of its argument or
independent of U i

t+1.
The mean is moved towards the best solutions, and is updated by applying the function Fm

cm defined as

Fm
cm : (m, v) ∈ Rd × Rd 7→ m+ cmv , (2.3)

given a fixed learning rate cm > 0 (by default cm = 1). Precisely, the mean obeys

mt+1 = Fm
cm

(
mt, σt

√
Ct

µ∑
i=1

wm
i U

st+1(i)
t+1

)
= mt + cmσt

√
Ct

µ∑
i=1

wm
i U

st+1(i)
t+1 , (2.4)

where wm
1 > · · · > wm

µ > 0 are weights such that
∑µ

i=1 w
m
i = 1, and

√
Ct is the symmetric positive definite square

root of Ct.
We introduce the function to update the paths pσt , pct ∈ Rd. Given a decay factor c ∈ (0, 1], F p

c is defined as

F p
c : (p, v) ∈ Rd × Rd 7→ (1− c)p+

√
c(2− c)µeffv (2.5)

where µeff = 1/‖wm‖2, with wm = (wm
1 , . . . , w

m
µ )>. The closer the decay factor c is to zero, the more the updated

path depends on the previous path due to the term (1− c)p. Conversely, when c = 1, the updated path is collinear
to and only depends on v. We set two decay factors, cσ, cc ∈ (0, 1], and use (2.5) to update two cumulation paths,
one for updating the stepsize and the other for the rank-one update of the covariance matrix (see below). We
update

pσt+1 = (1− cσ)p
σ
t +

√
cσ(2− cσ)µeff

µ∑
i=1

wm
i U

st+1(i)
t+1 = F p

cσ

(
pσt ,

µ∑
i=1

wm
i U

st+1(i)
t+1

)
, (2.6)

and

pct+1 = (1− cc)p
c
t +

√
cc(2− cc)µeff

√
Ct

µ∑
i=1

wm
i U

st+1(i)
t+1 = F p

cc

(
pct ,
√
Ct

µ∑
i=1

wm
i U

st+1(i)
t+1

)
. (2.7)

The second argument in the RHS of (2.7) is the same as in (2.4) disregarding stepsize σt. Eq. (2.6) additionally drops√
Ct. Consequently, when pσ0 and U i

t+1 are standard Gaussian, then, under neutral selection, pσt+1 is a standard
Gaussian vector too and, in particular, the length of pσt+1 does not depend on its direction. The path pct+1 from
(2.7) maintains under neutral selection the covariance matrix Ct when pct has covariance matrix Ct. The path is
commensurable with updating Ct and its expected length can strongly depend on its direction.

The stepsize is updated using the path pσt+1. Considering an abstract measurable function Γ: Rd → R++ that
we call stepsize change, the update reads

σt+1 = σt × Γ
(
pσt+1

)
. (2.8)
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A standard stepsize change used in CMA-ES is the cumulative stepsize adaptation (CSA) where Γ equals

Γ1
CSA(p) = exp

(
cσ
dσ

(
‖p‖

E‖νdU‖
− 1

))
, (2.9)

where E‖νdU‖ := E‖ξ‖ for a random variable ξ distributed under νdU . When νdU is the standard normal distribution,
(2.9) increases the stepsize when ‖pσt ‖ is larger than to be expected under neutral selection (assuming that pσ0 ∼ νdU )
and decreases the stepsize when ‖pσt ‖ is smaller. When consecutive steps are taken in a similar direction, the expected
path is long while the same progress could be made in fewer iterations with larger steps. When consecutive steps
are negatively correlated, the expected path is short and a smaller stepsize is advisable. A smooth alternative to
(2.9) implementing the same idea is [4]

Γ2
CSA(p) = exp

(
cσ
2dσ

(
‖p‖2

E‖νdU‖2
− 1

))
. (2.10)

These two stepsize changes rely on the choice of damping parameter dσ > 0, which is chosen ≈ 1+ 2
√
µeff/d in the

first case and ≈ 1 + 2µeff/d in the second case. Empirically, Γ1
CSA and Γ2

CSA show similar performance when used
with CMA-ES [18]. While the function Γ1

CSA is the default stepsize change, previous theoretical works on ES also
have investigated Γ2

CSA [4, 42].
Last, we introduce the update function for the covariance matrix, which depends on the choice of learning rates

c1, cµ > 0 such that c1 + cµ ∈ [0, 1]:

FC
c1,cµ : S

d
++ × Rd × Sd

+ → Sd
++

(C, p,M) 7→ (1− c1 − cµ)C+ c1pp
> + cµM ,

(2.11)

and the covariance matrix is updated via

Ct+1 = (1− c1 − cµ)Ct + c1p
c
t+1[p

c
t+1]

> + cµ
√
Ct

µ∑
i=1

wc
i

[
U

st+1(i)
t+1

] [
U

st+1(i)
t+1

]>√
Ct

= FC
c1,cµ

(
Ct, p

c
t+1,

√
Ct

µ∑
i=1

wc
i

[
U

st+1(i)
t+1

] [
U

st+1(i)
t+1

]>√
Ct

)
, (2.12)

where we define weights wc
1 > · · · > wc

µ > 0 such that
∑µ

i=1 w
c
i = 1. Moreover, we assume throughout the paper that

0 < c1 + cµ < 1. This assumption will be essential in the proofs of Lemma 5.6, Corollary 5.1 and Proposition 5.7.
The setting c1+cµ = 1 is however used in practice when µ is large and we believe that with further work our results
could be proven for this case as well.

The term c1pp
> is called the rank-one update, whereas the term cµM is the rank-mu update since in (2.12) we

replace M by a matrix of rank min(µ, d) almost surely which satisfies a maximum likelihood condition for the best
samples of the last iteration [22, Proposition 7]. In practice, also negative weights are used for the rank-mu update
of the covariance matrix [30, 27]. However, since the updated covariance matrix must be positive definite, the norm
of the vectors corresponding to negative weights must be controlled. We do not consider negative weights in the
present paper.

2.2 Assumptions
Our analysis of CMA-ES relies on analyzing the stability of normalized Markov chains underlying the algorithm. The
construction of these Markov chains assumes that the objective function is scaling-invariant. A function f : Rd → R
is said to be scaling-invariant with respect to x∗ ∈ Rd when for all x, y ∈ Rd and ρ > 0:

f(x+ x∗) 6 f(y + x∗) ⇔ f(ρx+ x∗) 6 f(ρy + x∗) . (2.13)

The class of scaling-invariant functions has been of interest for the convergence analysis of different variants of
ES [8, 42], and is related to the class of positively homogeneous functions [43]. We make an additional technical
assumption on the level sets of the objective function to avoid ties in (2.2), which will be useful to define lower
semi-continuous density functions in Lemma 5.2. Overall, we will use the following assumptions:

F1. The objective function f : Rd → R is a strictly increasing transformation of a continuous function with Lebesgue
negligible level sets.

5



F2. The objective function f : Rd → R is scaling-invariant with respect to a point x∗ ∈ Rd.

Instead of assuming F1, we can suppose without loss of generality that the function f is continuous with
Lebesgue negligible level sets since CMA-ES is invariant to increasing transformations of the objective function [6].
Assumption F2 is central in this analysis since it is required to define an equivalent, normalized Markov chain via
(2.14) below.

In order to go beyond scaling-invariant functions, it might be possible to adopt another approach, considering for
instance recent works on the convergence of evolution strategies that prove a drift condition on the state variables
of the algorithm and hence the convergence on composites of strongly convex functions with strictly increasing
functions (for however so far the (1+1)-ES selection scheme only) [3, 36].

Furthermore, the sampling distribution νdU should satisfy the following assumption that allows in particular to
characterize a density for the ranked candidate solutions, see Lemma 5.2.

N1. The probability distribution νdU admits a continuous density pdU (·) with respect to the Lebesgue measure on Rd

which is positive everywhere on Rd.

This assumption is satisfied by a multivariate standard normal distribution as used in CMA-ES. We have
moreover the following assumptions on the stepsize change Γ.

Γ1. The stepsize change Γ: Rd → R++ is a locally Lipschitz map and is differentiable at every nonzero vector of
Rd.

Γ2. Given cc the cumulation parameter for the path in (2.6), the function Γ satisfies lim inf Γ(p) > (1 − cc)
−1 for

‖p‖ to +∞.

Γ3. The function Γ satisfies Γ(0) < 1.

Assumption Γ1 is required to apply the results stated in Section 4.1 and in particular to ensure that the analyzed
process satisfies the condition H2 in Section 4.1 to obtain the irreducibility and aperiodicity of the Markov chain
defined in (2.14). Assumptions Γ2 and Γ3 are used in Propositions 5.5 and 5.7, respectively.

Assumptions Γ1–Γ3 are satisfied by both stepsize changes, Γ1
CSA and Γ2

CSA, as stated in the following lemma.

Lemma 2.1. Assume that cσ ∈ (0, 1]. Then, the stepsize change functions Γ1
CSA and Γ2

CSA, defined by (2.9) and
(2.10) respectively, satisfy the assumptions Γ1–Γ3.

Proof. The proof is simple and left to the reader.

2.3 Proving the stability of a normalized Markov chain leads to linear convergence
Before stating our main results, we define a normalized Markov chain underlying the CMA-ES algorithm. Let
(Ω,F ,P) be a probability space. An event is an element W ∈ F , and the probability of W is P[W]. A random
variable U valued in a measured space (U,U) is defined as a measurable function U : Ω → U , and for A ∈ U , we
identify P[U ∈ A] to P[{ω ∈ Ω | U(ω) ∈ A}]. A transition kernel on a topological state space X equipped with its
Borelian σ-field B(X) is an application P : X × B(X) → R+ such that, for every x ∈ X, A ∈ B(X) 7→ P (x,A) is a
probability measure, and for every A ∈ B(X), x ∈ X 7→ P (x,A) is a measurable map. Then, a (time-homogeneous)
Markov chain with transition kernel P on (X,B(X)) and initial probability distribution ν on B(X) is a sequence of
random variables Φ = {φt}t∈N valued in X, satisfying for every t ∈ N

P [(φ0, . . . , φt) ∈ A0 × · · · × At | φ0 ∼ ν]

=

∫
Xt+1

1 {(x0, . . . , xt−1) ∈ A0 × · · · × At−1}P (xt−1,At)P (xt−2,dxt−1) . . . P (x0,dx1)ν(dx0)

where for every probability measure ν on B(X), we have equipped (Ω,F) with a probability measure P[·|φ0 ∼ ν].
We define the t-step transition kernel by P t(x,A) = P[φt ∈ A|φ0 ∼ δx] for every t > 0 and A ∈ B(X).

The sequence {(mt, p
σ
t , p

c
t , σt,Ct)}t∈N introduced in Section 2.1 defines a time-homogeneous Markov chain on the

state space R3d×R++×Sd
++. This is immediate from the observation that the definition of (mt+1, p

σ
t+1, p

c
t+1, σt+1,Ct+1)

depends only on the previous state (mt, p
σ
t , p

c
t , σt,Ct) and the independent random input U1

t+1, . . . , U
λ
t+1. However,

when the mean converges to the optimum of the function, the stepsize σt, the covariance matrix Ct and the path
pct converge to 0. Therefore, this Markov chain is not Harris recurrent (it does not revisit every neighborhood of
any state infinitely many times). Yet, as illustrated later in (2.18) and Proposition 2.3, our methodology to prove
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linear convergence [8] relies on a Law of Large Numbers which motivates to have a positive Harris recurrent Markov
chain (with a stationary probability distribution) and, more generally, a chain stable enough to apply an ergodic
theorem [35, Theorems 13.0.1] and satisfy a Law of Large Numbers [35, Theorem 17.0.1]. Therefore, we define
a normalized process, candidate to have a stationary distribution, underlying the CMA-ES algorithm. Consider
R : Sd

++ → R++ a normalization function which is

R1. (positively) homogeneous with degree 1, i.e., for every A ∈ Sd
++ and ρ > 0, R(ρA) = ρR(A),

R2. locally Lipschitz continuous,

R3. differentiable on a nonempty open subset of Sd
++.

Assumption R1 is required to define a normalized Markov chain, see (2.14) below, as proven in Proposition 2.2.
Assumption R2 is used to prove irreducibility and aperiodicity of the normalized chain, notably for the verification
of condition H2 introduced in Section 4.1. Later, Proposition 5.7 uses R3 to prove a maximal rank condition.

We give examples of normalization functions that satisfy these assumptions.

Proposition 2.1. The d-th root of the determinant, det(·)1/d, and the i-th largest eigenvalue, λi(·), for i ∈
{1, . . . , d} counted with multiplicity, are functions defined on Sd

++ that satisfy R1–R3.

Proof. The proof of the property R1 is immediate from the linearity of the determinant as a function of the columns
of the matrix and the definition of an eigenvalue. For the properties R2 and R3, we know that the determinant of a
matrix is a polynomial function of the coefficients of the matrix [29, Section 0.3], hence it is infinitely differentiable
and in particular is locally Lipschitz [13, Proposition and Corollary 2.2.1]. For the eigenvalues, λi(·) is locally
Lipschitz on Sd

++, as a consequence of Weyl’s theorem [29, Corollary 4.3.15]. Besides, λi(·) is infinitely differentiable
on a neighborhood of any symmetric matrix with eigenvalues that have simple multiplicity [40, Theorem 5.3].

Given the CMA-ES Markov chain {(mt, p
σ
t , p

c
t , σt,Ct)}t∈N defined in Section 2.1 and a normalization function

R, we define the normalized chain Φ = {(zt, pt, qt,Σt, rt)}t>1 as follows.2 For all t > 1, we set

zt =
mt−x∗

σt

√
R(Ct)

, pt = pσt , qt =
pc
t√

R(Ct−1)
, Σt =

Ct

R(Ct)
, rt =

R(Ct)
R(Ct−1)

. (2.14)

We prove below that when the objective function is scaling-invariant, the normalized chain defined by (2.14) is a
time-homogeneous Markov chain that can be defined independently of the original Markov chain {(mt, p

σ
t , p

c
t , σt,Ct)}t∈N.

We establish first that on scaling-invariant functions, the permutation sorting the candidate solutionsmt+σt
√
CtU

i
t+1

also sorts the vectors zt +
√
ΣtU

i
t+1, for i = 1, . . . , λ.

Lemma 2.2. Let t > 1 and suppose that the objective function f satisfies F2. Let st+1 ∈ Sλ be a (random)
permutation that sorts the indices i = 1, . . . , λ with respect to the f -values of mt + σt

√
CtU

i
t+1. Then, st+1 also

sorts the indices i = 1, . . . , λ with respect to the f -values of x∗ + zt +
√
ΣtU

i
t+1. Moreover, we can ensure the

uniqueness of st+1 by imposing a tie-break (cf. Section 2.1).

Proof. Let i = 1, . . . , λ. By definition of zt and Σt, we obtain

f
(
x∗ + zt +

√
ΣtU

i
t+1

)
= f

(
x∗ +R(Ct)

−1/2σ−1
t ×

[
mt − x∗ + σt

√
CtU

i
t+1

])
.

We conclude by using the definition of a scaling-invariant function (2.13).

From the previous lemma, we deduce in Proposition 2.2 below that the normalized chain defined in (2.14) is a
time-homogeneous Markov chain that can be defined independently of the original Markov chain. Indeed, given R
satisfying R1, denote with a slight abuse of notation (since we use the same notation as for (2.14) with however
a different time index) the time-homogeneous Markov chain Φ = {φt}t>0 = {(zt, pt, qt,Σt, rt)}t>0 defined via

2The definition of qt in (2.14) suggests transforming pct in (2.7) like C
1/2
t C

−1/2
t−1 pct to avoid the time index t− 1 in (2.14). Then, pct+1

would become equal to C
1/2
t pσt+1. We can prove unbiasedness for pσ [22] and affine invariance with pc and cσ = 1 [6].
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φ0 ∈ Y = (Rd)3 ×R−1({1})× R++ (where R−1({1}) = {Σ ∈ Sd
++ : R(Σ) = 1}) and the following recursion

zt+1 =
zt + cm

√
Σtw

>
mU

st+1

t+1√
rt+1 Γ(pt+1)

=
Fm
cm(zt,

√
Σtw

>
mU

st+1

t+1 )
√
rt+1 Γ(pt+1)

pt+1 = (1− cσ)pt +
√
cσ(2− cσ)µeffw

>
mU

st+1

t+1 = F p
cσ (pt,w

>
mU

st+1

t+1 )

qt+1 = F p
cc(r

−1/2
t qt,

√
Σtw

>
mU

st+1

t+1 )

Σt+1 = r−1
t+1F

C
c1,cµ

(
Σt, qt+1,

√
Σt

µ∑
i=1

wc
i

[
U

st+1(i)
t+1

] [
U

st+1(i)
t+1

]>√
Σt

)

rt+1 = R ◦ FC
c1,cµ

(
Σt, qt+1,

√
Σt

µ∑
i=1

wc
i

[
U

st+1(i)
t+1

] [
U

st+1(i)
t+1

]>√
Σt

)
(2.15)

with U = {Ut+1}t∈N an i.i.d. process independent of φ0 with U1 = (U1
1 , . . . , U

λ
1 ) ∼ (νdU )

⊗λ, and st+1 the (almost
surely unique) permutation that sorts the f(zt +

√
ΣtU

i
t+1), i = 1, . . . , λ. Moreover, Ust+1

t+1 denotes the collection of
vectors (U

st+1(1)
t+1 , . . . , U

st+1(λ)
t+1 ). Remark that in (2.15), the update of the covariance matrix Σt+1 writes

Σt+1 =
Σ̃t+1

R(Σ̃t+1)

where Σ̃t+1 is the covariance matrix to which we apply the rank-one and rank-mu updates, i.e.,

Σ̃t+1 := FC
c1,cµ

(
Σt, qt+1,

√
Σt

µ∑
i=1

wc
i

[
U

st+1(i)
t+1

] [
U

st+1(i)
t+1

]>√
Σt

)

= (1− c1 − cµ)Σt + c1qt+1(qt+1)
> + cµ

√
Σt

µ∑
i=1

wc
i

[
U

st+1(i)
t+1

] [
U

st+1(i)
t+1

]>√
Σt , (2.16)

where FC
c1,cµ is defined via (2.11). Similarly rt+1 can be expressed using Σ̃t+1 as

rt+1 = R(Σ̃t+1) .

The update of φt in (2.15) defines a function FΦ such that

φt+1 = FΦ(φt, U
st+1

t+1 ) . (2.17)

We prove in the next proposition that if f is scaling-invariant, the normalized chain defined in (2.14) can be defined
independently of the original CMA-ES chain via the recursion (2.17) provided it is initialized properly. While the
normalized process (2.14) imposes t > 1, the next proposition defines this process via the recursion (2.15) and thus
allows to start with any time index.

Proposition 2.2. Suppose that the objective function f satisfies F2 and that the normalization function R satisfies
R1. Let {(mt, p

σ
t , p

c
t ,Ct, σt)}t∈N be the chain associated to CMA-ES defined in Section 2.1 and Φ = {φt}t>1 =

{(zt, pt, qt,Σt, rt)}t>1 be the normalized process defined via (2.14) for t > 1. Then Φ is a time-homogeneous Markov
chain valued in the state space Y = (Rd)3 ×R−1({1})× R++ that satisfies

φ1 =

(
m1

σ1
√
R(C1)

, pσ1 ,
pc1√
R(C0)

,
C1

R(C1)
,
R(C1)

R(C0)

)

and for t > 1 we have
φt+1 = FΦ(φt, U

st+1

t+1 )

where FΦ is the function in (2.17) defined via the equations (2.15), st+1 ∈ Sλ is a permutation that sorts3 the
f(x∗ + zt +

√
ΣtU

i
t+1), i = 1, . . . , λ, and U = {Ut+1}t>1 is the i.i.d. process used to define {(mt, p

σ
t , p

c
t ,Ct, σt)}t∈N,

thus independent of φ1.
3We always sort increasing and, as explained in Section 2.1, in case of a tie between the f -values of the candidate solutions of indices

i and j with i < j, we impose s−1
t+1(i) < s−1

t+1(j) to ensure the uniqueness of the permutation st+1.
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Proof. By Lemma 2.2, it is sufficient to show that (2.15) holds for every t > 1 in order to prove that Φ is a time-
homogeneous Markov chain. Let t > 1, and consider the matrix Σ̃t+1 defined in (2.16). Since FC

c1,cµ is homogeneous
with respect to its first variable, positively homogeneous of degree 2 with respect to the second variable, using (2.14)
and the definition of Ct+1 in (2.12) we find

Σ̃t+1 = R(Ct)
−1Ct+1 .

By the property R1 applied to the previous equation we obtain R(Σ̃t+1) = R(Ct)
−1R(Ct+1) = rt+1. Furthermore,

the following holds

zt+1 =R(Ct+1)
−1/2σ−1

t+1 × (mt+1 − x∗)

=r
−1/2
t+1 R(Ct)

−1/2σ−1
t Γ(pσt+1)

−1 ×

[
mt − x∗ + cmσt

√
Ct

µ∑
i=1

wm
i U

st+1(i)
t+1

]

=r
−1/2
t+1 Γ(pt+1)

−1 ×

[
zt + cm

√
Σt

µ∑
i=1

wm
i U

st+1(i)
t+1

]
=
Fm
cm(zt,

√
Σtw

>
mU

st+1

t+1 )
√
rt+1Γ(pt+1)

,

where Fm
cm is defined via (2.3). Moreover,

Σt+1 = R(Ct+1)
−1Ct+1

= R(Ct+1)
−1

[
(1− c1 − cµ)Ct + c1(p

c
t+1)(p

c
t+1)

> + cµ

µ∑
i=1

wc
i

(√
CtU

st+1(i)
t+1

)(√
CtU

st+1(i)
t+1

)>]

= r−1
t+1 ×

[
(1− c1 − cµ)Σt + c1(qt+1)(qt+1)

> + cµ

µ∑
i=1

wc
i

(√
ΣtU

st+1(i)
t+1

)(√
ΣtU

st+1(i)
t+1

)>]

= r−1
t+1F

C
c1,cµ

(
Σt, qt+1,

√
Σt

µ∑
i=1

wc
i

[
U

st+1(i)
t+1

] [
U

st+1(i)
t+1

]>√
Σt

)

Finally,

qt+1 = R(Ct)
−1/2pct+1

= R(Ct)
−1/2(1− cc)p

c
t +

√
µeffcc(2− cc)R(Ct)

−1/2C
1/2
t

µ∑
i=1

wm
i U

st+1(i)
t+1

= r
−1/2
t (1− cc)qt +

√
µeffcc(2− cc)Σ

1/2
t

µ∑
i=1

wm
i U

st+1(i)
t+1 = F p

cc(r
−1/2
t qt,

√
Σtw

>
mU

st+1

t+1 ) ,

where F p
cc is defined via (2.5).

Now that we formally prove that the normalized chain defined in (2.14) is a time-homogeneous Markov chain
when the algorithm optimizes a scaling-invariant function, we recapitulate how its stability is connected to the
linear convergence of CMA-ES on scaling-invariant functions. For T ∈ N, using the definition of the normalized
Markov chain in (2.14) and the definition of the stepsize change (2.8) we obtain

1

T
log

‖mT − x∗‖
‖m0 − x∗‖

=
1

T

T−1∑
t=0

[log ‖mt+1 − x∗‖ − log ‖mt − x∗‖]

=
1

T

T−1∑
t=0

(
log
(
‖zt+1‖

√
R(Ct+1)σt+1

)
− log

(
‖zt‖

√
R(Ct)σt

))
=

1

T

T−1∑
t=0

(
log ‖zt+1‖ − log ‖zt‖+ log

σt+1

σt
+

1

2
log

R(Ct+1)

R(Ct)

)

=
1

T

T−1∑
t=0

(
log ‖zt+1‖ − log ‖zt‖+ log Γ(pt+1) +

1

2
log rt+1

)
. (2.18)
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If the Law of Large Numbers applies to the RHS of (2.18), we obtain a limit of the LHS when T goes to infinity.
If this limit is proven to be strictly negative, we have shown linear convergence of the underlying optimization
algorithm. In order to apply limit theorems [35, Theorem 17.0.1] and obtain a Law of Large Numbers, we require
the chain Φ to be geometrically ergodic. Key assumptions for ergodicity are irreducibility and aperiodicity of
the Markov chain whose notions will be formally introduced in Section 3. We thus connected the stability of
the normalized chain to the convergence of the underlying optimization algorithm. More formally the following
proposition holds.

Proposition 2.3. Consider the CMA-ES algorithm defined in Section 2.1 optimizing a function f satisfying F2.
Assume that the process Φ, obeying (2.15) with state space Y = (Rd)3 ×R−1({1})×R++ (where R−1({1}) = {Σ ∈
Sd
++ : R(Σ) = 1}), is an irreducible, aperiodic and positive Harris-recurrent Markov chain with (unique) invariant

probability measure π. Assume moreover that the functions

(z, p, q,Σ, r) ∈ Y 7→ log ‖z‖, log Γ(p), log r (2.19)

are π-integrable. Then the CMA-ES algorithm behaves globally asymptotically linearly almost surely:

lim
T→∞

1

T
log

‖mT − x∗‖
‖m0 − x∗‖

= lim
t→∞

E
[
log

‖mt+1 − x∗‖
‖mt − x∗‖

]
=

∫ (
log Γ(p) +

1

2
log r

)
dπ . (2.20)

Proof. The almost sure limit of the LHS in (2.20) follows directly from (2.18), LLN for ergodic chains [35, Theorem
17.0.1]. The limit of the expectation in (2.20) follows from the ergodic theorem [35, Theorem 14.0.1], since

log
‖mt+1 − x∗‖
‖mt − x∗‖

= log ‖zt+1‖ − log ‖zt‖+ log Γ(pt+1) +
1

2
log rt+1 .

The previous proposition illustrates that proving irreducibility and aperiodicity of the chain Φ is a stepping
stone to establish linear convergence of CMA-ES. Proving these properties will occupy Section 5. Later, we intend
to prove the geometric ergodicity by means of Foster-Lyapunov drift conditions [35, Theorem 15.0.1] that depend
on small sets (as given in Theorem 3.1). Characterizing small sets is facilitated by the topological T-chain property
as formalized in the next section.

3 Main Results I: Irreducibility, aperiodicity, and T-chain property of
normalized Markov chains underlying the CMA-ES algorithm

We present in this section one of the two main results of this paper stating the irreducibility, aperiodicity and T-chain
property of the normalized chains underlying the CMA-ES algorithm defined in (2.14). We start by introducing the
definitions of irreducibility, aperiodicity and T-kernel. Let P be a transition kernel on a state space (X,B(X)). We
say that P is irreducible when there exists a nontrivial nonnegative measure ϕ on B(X) such that, for every x ∈ X
and every A ∈ B(X) with ϕ(A) > 0, there exists a positive integer k satisfying P k(x,A) > 0. When a measure ϕ
satisfies this definition, we say that P is ϕ-irreducible.

When P is irreducible, the period of P is the largest integer k > 1 such that there exist disjoint sets D1, . . . ,Dk ∈
B(X) with {

ϕ((D1 ∪ · · · ∪ Dk)
c) = 0 for every irreducibility measure ϕ of P

P (xi,Di+1) = 1 for xi ∈ Di and i = 0, . . . , k − 1 (mod k).
(3.1)

An irreducible transition kernel P always admits a period k > 1 [35, Theorem 5.4.4], and when k = 1, P is said to
be aperiodic.

For any positive integer m, a set C ∈ B(X) is called m-small when there exists a nontrivial measure νm on B(X)
such that Pm(x,A) > νm(A) for every x ∈ C and every A ∈ B(X).

Given a probability distribution b on N, we define the transition kernel Kb on (X,B(X)) as
Kb(x,A) =

∑
k>0 b(k)P

k(x,A).
A substochastic kernel on (X,B(X)) is a function T : X × B(X) → R such that T (·,A) is measurable for every

A ∈ B(X) and T (x, ·) is a finite measure on B(X) with T (x,X) 6 1 for every x ∈ X. We say that the substochastic
kernel T is a continuous component of the transition kernelKb when T (·, A) is lower semicontinuous on X, T (x,X) > 0
and Kb(x,A) > T (x,A) for every x ∈ X and A ∈ B(X). A transition kernel P on (X,B(X)) is called a T-kernel
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when there exist a probability measure b on N and a substochastic kernel T which is a continuous component of the
transition kernel Kb. Moreover, we say that a Markov chain is irreducible, respectively aperiodic, a T-chain, when
its transition kernel is irreducible, respectively aperiodic, a T-kernel. We can now state our first main contribution
presented in the next theorem and its corollary. They constitute a first milestone towards a linear convergence
proof of CMA-ES. The complete proof of the following theorem is presented in Section 5 (cf. Theorem 5.1).

Theorem 3.1. Suppose that the objective function f , the normalization function R, the stepsize change Γ and the
sampling distribution νdU satisfy F1-F2, R1-R3, Γ1-Γ3 and N1, respectively.

Let Φ = {(zt, pt, qt,Σt, rt)}t>1 be the normalized Markov chain underlying CMA-ES defined via (2.14) and P
its transition kernel. Assume that 0 < c1 + cµ < 1. Then,

(i) if cc, cσ ∈ (0, 1), cµ > 0 and 1− cc 6= (1− cσ)
√

1− c1 − cµ, then P is an irreducible aperiodic T -kernel, such
that compact sets of Rd × Rd × Rd ×R−1({1})× R++ are small;

(ii) if cc ∈ (0, 1), cσ = 1 and cµ > 0, then the process {(zt, qt,Σt, rt)}t>1 is an irreducible aperiodic T -chain, such
that compact sets of Rd × Rd ×R−1({1})× R++ are small;

(iii) if cσ ∈ (0, 1) and cc = 1, then the process {(zt, pt,Σt)}t>1 is an irreducible aperiodic T -chain, such that
compact sets of Rd × Rd ×R−1({1}) are small;

(iv) if cc = cσ = 1, then the process {(zt,Σt)}t>1 is an irreducible aperiodic T -chain, such that compact sets of
Rd ×R−1({1}) are small.

This result covers the entire range of eligible hyperparameter settings for CMA-ES except when c1 + cµ = 1,
or cµ = 0 and cc < 1, or 1 − cc = (1 − cσ)

√
1− c1 − cµ > 0. Most importantly, when cumulation is used in the

rank-one update, we need for our proof the rank-mu update. Without cumulation however (cc = 1), the rank-one
update is already sufficient to prove irreducibility and aperiodicity.

We finally formulate a particular case of Theorem 3.1. Using Proposition 2.1, Lemma 2.1 and Theorem 3.1, we
find that Markov chains obtained with some standard stepsize change of CMA-ES and normalized by its minimum
eigenvalue (possibly expressed in a different coordinate system which would be more fitted to the objective function
f) or det(·)1/d are irreducible, aperiodic T-chains.

Corollary 3.1. Let H ∈ Sd
++. Consider the process Φ defined via (2.14) with a normalization function R = det(·)1/d

or R = λmin(H
1/2 × · × H1/2)/λmin(H) and with the CSA stepsize change Γ = Γ1

CSA or Γ = Γ2
CSA, see (2.9) or

(2.10), respectively. Assume as in Theorem 3.1 that f satisfies F1-F2 and the sampling distribution satisfies N1,
then under the same conditions on the hyperparameters as in Theorem 3.1, Φ is an irreducible aperiodic T-chain.

4 Main results II: Extension of the analysis of nonlinear state-space
models

We present in this section our methodological extensions of tools to analyze the irreducibility, aperiodicity and
T-chain property of Markov chains. After reminding the basics in Section 4.1, we present two extensions.

First, some of the learning rate settings from Theorem 3.1(i), (ii), (iii) and (iv) give rise to a so-called redundant
Markov chain, where one state variable can be dropped to define another Markov chain. We thus introduce
redundant and projected Markov chains in Section 4.2 and explain how irreducibility, aperiodicity and T-chain
property of the projected chain can be deduced from an analysis of the redundant chain. The main result of this
section is Theorem 4.2.

The second methodological extension is motivated by the Markov chain (2.15) which is valued in a possibly
nonsmooth manifold since the normalization R(·) may be not continuously differentiable, for instance when R(·) =
λmin(·). To analyze such a chain, we apply a homeomorphic transformation, thereby defining a Markov chain valued
in a smooth manifold, and explain how irreducibility, aperiodicity and the T-chain property of the original Markov
chain can be deduced from an analysis of the transformed Markov chain.

These results are applied in Section 5 for the proof of Theorem 3.1.

4.1 Deterministic control model and sufficient conditions for irreducibility and aperiodicity
We introduce in this section different definitions and theorems our analysis is based on the original article [19] to
which we refer for more details. Let X and V be two smooth connected manifolds,4 equipped with their Borel

4In the rest of the paper, manifolds will be considered as connected.
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σ-fields, denoted B(X) and B(V), respectively. We later denote the dimension of X by n. The tangent space of X
at a point x ∈ X is denoted TxX, and we denote distX and distV the distance functions on X and V, respectively,
which induce their respective topology. Consider a transition kernel P on (X,B(X)) associated to the Markov chain
following the update equation

φt+1 = F (φt, α(φt, Ut+1)) (4.1)

where F : X× V → X and α : X× U → V are measurable functions, and {Ut+1}t∈N is an i.i.d. process independent
of φ0 and valued in a measurable space (U,U), where U is a σ-field of U.5 We consider additionally the following
assumptions on the model.

H1. For any x ∈ X, the distribution µx of the random variable α(x,U1) admits a density px with respect to a σ-finite
measure ζV on V, such that

(i) the function (x, v) 7→ px(v) is lower semicontinuous;

(ii) for A ∈ B(V), ζV(A) = 0 if and only if A is negligible, i.e., Leb(ϕ(A ∩ V )) = 0 for every local chart (ϕ, V ) of
V.

H2. The function F : X× V → X is locally Lipschitz (with respect to the metrics distX ⊕ distV and distX).

Below, Proposition 5.3 provides the Markov chain (5.3) that follows the control model (4.1) and satisfies H1
and H2 under mild assumptions on the objective function f and the stepsize change Γ.

We define inductively the extended transition map Sk
x : V

k → X associated to (4.1) for any k ∈ N, x ∈ X and
v1:k = (v1, . . . , vk) ∈ Vk as follows{

S0
x := x
Sk
x(v1:k) := F

(
Sk−1
x (v1:k−1), vk

)
for k > 1.

(4.2)

From this definition, we obtain that if F is locally Lipschitz (respectively differentiable), then (x, v1:k) 7→ Sk
x(v1:k)

is locally Lipschitz (respectively differentiable). Likewise, we define the extended probability density pkx : V
k → R+

by {
p1x(v1) := px(v1)
pkx(v1:k) := pk−1

x (v1:k−1)× pSk−1
x (v1:k−1)

(vk) for k > 2.
(4.3)

Given the Markov chain {φt}t∈N defined via (4.1), the function pkx is a density associated to the random variable
(α(φ0, U1), . . . , α(φk−1, Uk)), when φ0 = x. For x ∈ X and k ∈ N∗, we define the control sets of (4.1) by

Ok
x :=

{
v1:k ∈ Vk | pkx(v1:k) > 0

}
. (4.4)

Assumption H1(i) implies that these sets are open subsets of Vk. We define moreover

O∞
x :=

{
v1:∞ ∈ VN | ∀k > 1, v1:k ∈ Ok

x

}
. (4.5)

We say that x∗ ∈ X is a steadily attracting state, when for every x ∈ X and every neighborhood U of x∗, there
exists T > 0 such that for every k > T , there exists v1:k ∈ Ok

x such that Sk
x(v1:k) ∈ U . When F is continuous, v1:k

can be taken in Ok
x [19, Corollary 4.5], i.e., x∗ ∈ X is steadily attracting if and only if for every neighborhood U of

x∗, there exists T > 0 such that for every k > T , there exists v1:k ∈ Ok
x such that Sk

x(v1:k) ∈ U . In particular, if
for every x ∈ X, there exists v1:∞ ∈ O∞

x such that Sk
x(v1:k) tends to x∗, then x∗ is a steadily attracting state [19,

Corollary 4.5].
We formulate now the following controllability condition of a steadily attracting state.

H3. There exist a steadily attracting state x∗ ∈ X, an integer k > 0, and a path v∗1:k ∈ Ok
x∗ , such that ∂Sk

x∗(v∗1:k) is
of maximal rank.

For a locally Lipschitz function G : Vk → X, ∂G(v) is the Clarke’s derivative of G at a point v ∈ Vk, which is a set
of linear applications between TvV

k and TG(v)X [19, Appendix B]. If G is differentiable at v, then ∂G(v) = {DG(v)},
where DG(v) denotes the usual differential application of G in v. We then say that ∂G(v) is of maximal rank when
its elements are of maximal rank, that is, of rank n (the dimension of X). When G is differentiable at v and DG(v)
is of maximal rank, then ∂G(v) = {DG(v)} is of maximal rank. We base our analysis on the following statement.

5Since we do not assume U to be a topological space, we consider a general σ-field U instead of its Borel σ-field.
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Theorem 4.1 (Sufficient conditions for irreducibility and aperiodicity [19, Theorem 2.3]). Consider the Markov
kernel P defined via (4.1) such that H1-H3 are satisfied. Then P is an irreducible, aperiodic T-kernel, and every
compact set of X is small.

This theorem summarises the methodology we follow to analyze a normalized Markov chain underlying CMA-ES:
we prove that the chain satisfies (4.1) as well as conditions H1-H36 under appropriate conditions on the learning
rates, as well as on the functions f , Γ and R, and on the sampling distribution νdU .

4.2 Irreducibility and aperiodicity of a projected Markov chain
  The CMA-ES algorithm maintains two paths pct and pσt that do not parametrize the probability distribution for
sampling candidate solutions but are used for (accelerating) the update of the covariance matrix and the stepsize,
respectively. Yet, when no cumulation for the stepsize path is used, i.e., cσ = 1, or no cumulation for the rank-
one update path is used, i.e., cc = 1, the CMA-ES algorithm typically still works properly while it is sometimes
slower [18]. In these cases, the normalized Markov chain underlying CMA-ES can be described with fewer variables:
pct and pσt boil down to random vectors that depend on the previous step only through the ranking permutation of
candidate solutions. In order to analyze those algorithm variants without repeating proofs with small variations,
we introduce here a method that allows to derive properties for a projected Markov chain from a redundant Markov
chain with a specific parameter setting. We define a redundant Markov chain as a Markov chain {(φt, ξt)}t∈N valued
in a topological product space X × Y such that the process {φt}t∈N also is a Markov chain, valued in X. In that
case, we say that {φt}t∈N is a projected Markov chain of {(φt, ξt)}t∈N.

Prior to that, we formalize the simplification of the normalized Markov chain of CMA-ES when at least one
cumulation parameter is set to 1. The proof is a direct consequence of Proposition 2.2 and thus omitted.

Corollary 4.1. Suppose that the objective function f and that the normalization function R satisfy F2 and R1,
respectively. Let {(mt, p

σ
t , p

c
t ,Ct, σt)}t∈N be the Markov chain associated to CMA-ES defined in Section 2.1 and

Φ = {φt}t>1 = {(zt, pt, qt,Σt, rt)}t>1 be the normalized process defined in (2.14).

(i) If cσ = 1, then the process {(zt, qt,Σt, rt)}t>1 defines a (time-homogeneous) Markov chain.

(ii) If cc = 1, then the process {(zt, pt,Σt)}t∈N defines a (time-homogeneous) Markov chain.

(iii) If cσ = cc = 1, then the process {(zt,Σt)}t∈N defines a (time-homogeneous) Markov chain.

Corollary 4.1 motivates the introduction of the notion of a projected chain of a Markov chain Φ̃, and to provide
conditions for irreducibility and aperiodicity as in Theorem 4.1.

Define Φ̃ = {(φt, χt)}t∈N a so-called redundant Markov chain on (X × Y,B(X × Y)), with transition kernel P̃ ,
such that

(φt+1, χt+1) = F̃ (φt, χt, α̃(φt, χt, Ut+1)) (4.6)

where F̃ : X × Y × V → X × Y and α̃ : X × Y × U → V are measurable maps, X,Y,V are (smooth, connected)
manifolds, (U,U) is a measurable space and {Ut+1}t∈N is an i.i.d. process valued in U, independent of (φ0, χ0).
Assume H1-H2, and denote S̃k

(x,y), p̃
k
(x,y) and Õk

(x,y) the extended transition map, the extended probability density
and the control sets associated to the control model (4.6), for every (x, y) ∈ X×Y and k ∈ N, respectively. Besides,
we suppose redundancy of the chain by assuming that the function α̃ does not depend on the variable χ, i.e., there
exists a function α such that

α̃(φ, χ, u) = α(φ, u) for every φ ∈ X, χ ∈ Y, u ∈ U. (4.7)

Furthermore, we suppose that Φ = {φt}t∈N is a Markov chain on X with transition kernel denoted P , following the
next deterministic control model

φt+1 = F (φt, α(φt, Ut+1)), (4.8)

with {Ut+1}t∈N being the i.i.d. process introduced to define the redundant chain via (4.6). Then, we say that Φ is
a projected chain of Φ̃. As above, we denote Sk

x , pkx and Ok
x the extended transition map, the extended probability

density and the control sets associated to the control model (4.8), for every x ∈ X and k ∈ N, respectively. The
next proposition connects the assumptions required for the two deterministic control models (4.6) and (4.8) that
are useful to show that Φ̃ and Φ are irreducible aperiodic T-chains.

6Condition H4 introduced in Section 4.2 is required instead of H3 when cc = 1 or cσ = 1.
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Proposition 4.1. Consider the control models associated to the redundant chain (4.6) and its associated projected
chain (4.8). Then,

(i) if H1 (resp. H2) is satisfied for the redundant chain (4.6), then it is satisfied for its projected chain (4.8);

(ii) the closures of the control sets Ok
φ of the projected chain (4.8) equal the closures of the control sets Õk

(φ,χ) of
the redundant chain (4.6), that is,

Ok
φ = Õk

(φ,χ) for every φ ∈ X, χ ∈ Y, k > 1; (4.9)

(iii) the extended transition maps Sk
φ and S̃k

(φ,χ), defined in (4.2), of the control models of the projected chain (4.8),
and the redundant chain (4.6), respectively, satisfy

Sk
φ = ΠX ◦ S̃k

(φ,χ) for every φ ∈ X, χ ∈ Y, k > 1, (4.10)

where ΠX : X× Y → X is the canonical projection of X× Y on X.

Proof. First, we prove (i). Suppose that the redundant Markov chain following (4.6) satisfies H1, i.e., for all
(φ, χ) ∈ X×Y, the random variable α̃(φ, χ, U1) admits a density p̃(φ,χ) with respect to a σ-finite measure ζV satisfying
H1, such that (φ, χ, v) 7→ p̃(φ,χ)(v) is lower semicontinuous. Let φ ∈ X. By (4.7) we have α(φ,U1) = α̃(φ,χ,U1) for
every χ ∈ Y. Let χ0 ∈ Y. Then the random variable α̃(φ,χ0, U1) admits a density p̃(φ,χ0) with respect to a measure
ζV on V satisfying H1(ii), and (φ, v) 7→ p̃(φ,χ0)(v) is lower semicontinuous. Hence, α(φ,U1) also admits a density
with respect to ζV denoted pφ, such that pφ(v) = p̃(φ,χ0)(v) for every v ∈ V. By uniqueness of the density up to a
null set, we obtain that, for φ ∈ X and χ ∈ Y

pφ(v) = p̃(φ,χ)(v) for ζV-almost every v ∈ V. (4.11)

Since (φ, v) 7→ p(φ,χ0)(v) is lower semicontinuous, we obtain that (φ, v) 7→ pφ(v) = p(φ,χ0)(v) is lower semicontinuousand
thus the projected chain satisfies H1. For assumption H2, if F̃ is locally Lipschitz, then, since by definition we have
F (φ, v) = ΠX ◦ F̃ (φ, χ, v) for φ ∈ X, χ ∈ Y and v ∈ V, by composition F is locally Lipschitz (Y being nonempty).

For (ii), from (4.11) and by definition of the control sets in (4.4), for every (φ, χ) ∈ X× Y, Ok
φ and Õk

(φ,χ) only

differ by a ζV-negligible set. Besides, both are open sets and ζV is ,by H1(ii), a Borel measure, so Ok
φ = Õk

(φ,χ) (as
a direct consequence of Carathéodory’s criterion of Borel measures [15, Theorem 1.9]).

In order to prove (iii), we proceed by induction. Indeed, S0
φ = φ = ΠX(φ, χ) = ΠX ◦ S̃0

(φ,χ). Let k > 0 and
assume Sk

φ = ΠX ◦ S̃k
(φ,χ). Let v1:k+1 ∈ Vk+1, we find Sk+1

φ (v1:k+1) = F (Sk
φ(v1:k), vk+1) = ΠX ◦ F̃ (Sk

φ(v1:k), χk, vk+1)

where χk = ΠY ◦ S̃k
(φ,χ)(v1:k) ∈ Y. By induction hypothesis we find that ΠX ◦ F̃ (Sk

φ(v1:k), χk, vk+1) = ΠX ◦
F̃ (S̃k

(φ,χ)(v1:k), vk+1) = ΠX ◦ S̃k+1
(φ,χ)(v1:k+1) and thus Sk+1

φ (v1:k+1) = ΠX ◦ S̃k+1
(φ,χ)(v1:k+1). Hence Sk+1

φ = ΠX ◦
S̃k+1
(φ,χ).

We deduce the following result, which characterizes the controllability condition for the projected Markov chain.

Proposition 4.2. Assume that F is continuous.7 If x∗ = (φ∗, χ∗) ∈ X × Y is a steadily attracting state of the
redundant chain (4.6), then φ∗ is a steadily attracting state of the projected chain (4.8).

Suppose moreover that there exists k > 1 and v∗1:k ∈ Õk
x∗ such that S̃k

x∗ is differentiable at v∗1:k, and for every
hφ ∈ Tφk

X, there exists hχ ∈ Tχk
Y, where (φk, χk) = S̃k

x∗(v∗1:k) and with (hφ, hχ) ∈ rge DS̃k
x∗(v∗1:k). Then v∗1:k ∈ Ok

φ∗

and DSk
φ∗(v∗1:k) exists and is of maximal rank.

Proof. Since F is continuous, we can use the definition of a steadily attracting set via taking the elements for the
k-step paths within the closure of the control sets (see Section 4.1) instead of the control sets. According to the
previous proposition Ok

φ = Õk
(φ,χ) for every φ ∈ X, χ ∈ Y, k > 1 and we can thus easily prove that φ∗ is steadily

attracting for (4.8) when (φ∗, χ∗) is steadily attracting for (4.6). Moreover, by Proposition 4.1(iii), we have that
Sk
φ∗ = ΠX ◦ S̃k

(φ∗,χ∗). Then, by the chain rule [13, Corollary 2.6.6], we have

DSk
φ∗(v∗1:k) = DΠX(S̃

k
(φ∗,χ∗)(v

∗
1:k)) ◦ DS̃k

(φ∗,χ∗)(v
∗
1:k)

= ΠT
Sk
φ∗ (v∗

1:k
)
X ◦ DS̃k

(φ∗,χ∗)(v
∗
1:k).

7Alternatively, we can assume without loss of generality that for every φ ∈ X, the density functions p̃(φ,χ) are identical for χ ∈ Y.
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Therefore every hφ ∈ TSk
φ∗ (v

∗
1:k)

X belongs to the range of DSk
φ∗(v∗1:k) (we use here that by assumption there exists

hχ ∈ TΠYS(φ∗,ξ∗)(v
∗
1:k)

), making it a surjective linear map, hence of maximal rank.

As a consequence, we derive sufficient conditions for irreducibility and aperiodicity of the kernel P of the
projected Markov chain Φ. We replace the controllability condition H3 by the following.

H4. There exist a steadily attracting x∗, an integer k > 0 and a path v∗1:k ∈ Õk
x∗ such that Sk

x∗ is differentiable at
v∗1:k, and for every hφ ∈ TφX, there exists hχ ∈ TχY with (hφ, hχ) ∈ rge DS̃k

x∗(v∗1:k), where (φ, χ) = S̃k
x∗(v∗1:k).

Theorem 4.2 (Sufficient conditions for irreducibility and aperiodicity of a projected Markov chain). Consider the
control model of the redundant chain (4.6) and assume it satisfies conditions H1-H2 and H4. Then the kernel P
of the projected chain defined via (4.8) is an irreducible aperiodic T-kernel, and every compact set of X is small.

Proof. Denote x∗ = (φ∗, χ∗). Since x∗ is steadily attracting for (4.6) and since F is continuous by H2, then by
Proposition 4.2 φ∗ is steadily attracting for (4.8). Besides, by Proposition 4.1(ii), we have v∗1:k ∈ Ok

x∗ = Õk
φ∗ . By

Proposition 4.2 again, we find that DSk
φ∗(v∗1:k) exists and is of maximal rank. We complete the proof by applying

Theorem 4.1.

Theorem 4.2 is used later to analyze the normalized chain defined in (2.14) when cc = 0 or cσ = 0. Even though
Theorem 4.1 could be applied directly to the projected chain, this generalization allows to find a steadily attracting
state and prove a controllability condition on the same chain for all settings without repeating the same proof.

4.3 Homeomorphic transformation of an irreducible aperiodic T-chain
The state space of the chain Φ defined via (2.14) is not a smooth manifold if the normalization function R is not
continuously differentiable on Sd

++. In order to include nonsmooth functions R in our analysis (for instance if R(·)
is the minimal eigenvalue of a positive definite matrix), we apply Theorem 4.1 (or Theorem 4.2 when we do not
have cumulation) to a Markov chain Θ, defined as a homeomorphic transformation of Φ, such that the state space
of Θ is a smooth manifold. This is achieved in Sections 5.1 to 5.4. Now, we explain why it is sufficient to prove
that the transformed chain Θ is an irreducible, aperiodic T-chain to have the same properties on Φ.

Theorem 4.3. Let ξ : Y → X be a homeomorphism between the topological spaces Y and X, equipped with their
respective Borel σ-fields. Let Φ = {φt}t∈N be a (time-homogeneous) Markov chain with state space Y, and define
Θ = {ξ(φt)}t∈N. Then,

(i) Θ is a (time-homogeneous) Markov chain with state space X;

(ii) if Θ is irreducible (resp. aperiodic, a T-chain), then Φ is irreducible (resp. aperiodic, a T-chain).

Proof. First, we prove (i). Denote P the Markov kernel of Φ. If the distribution of ξ(φ0) is δx for x ∈ X, then φ0 is
distributed under δξ−1(x). For A ∈ B(X) and x ∈ X, we have then

P [ξ(φ1) ∈ A | ξ(φ0) = x] = P
[
φ1 ∈ ξ−1(A) | φ0 = ξ−1(x)

]
= P (ξ−1(x), ξ−1(A))

Moreover, P (ξ−1(·), ξ−1(·)) defines a Markov kernel for Θ. Indeed, since ξ is a homeomorphism, ξ−1 is continuous
and thus measurable. In particular the k-step transition kernel of Θ equals P k(ξ−1(·), ξ−1(·)) (where P k is the
k-step transition kernel of Φ). Thus Θ is a time-homogeneous Markov chain.

Now we prove (ii). Suppose that Θ is irreducible, i.e., the kernel P (ξ−1(·), ξ−1(·)) admits a nontrivial nonnegative
measure ϑ on B(X) such that for x ∈ X and A ∈ B(X) with ϑ(A) > 0, there exists k > 0 with P k(ξ−1(x), ξ−1(A)) > 0.
Then, for every B ∈ B(Y) such that ϑ(ξ(B)) > 0 and for every y ∈ Y, there exists k > 0 with P k(x,B) > 0, i.e.,
Φ is ϑ ◦ ξ-irreducible. Likewise, for every irreducibility measure ϕ of Φ, then ϕ ◦ ξ−1 is a irreducibility measure
of Θ. In particular, every irreducibility measure ϑ of Θ can be defined as ϕ ◦ ξ−1 for some irreducibility measure
ϕ of Φ. Moreover, denote k > 1 the period of Θ, i.e., k is the largest integer such that there exists disjoint sets
D1, . . . ,Dk ∈ B(Y) with{

ϕ((D1 ∪ · · · ∪ Dk)
c) = 0 for any irreducibility measure ϕ of Φ

P (ξ−1(yi), ξ
−1(Di+1)) = 1 for yi ∈ Di and i = 0, . . . , k − 1 mod k.

Therefore k is the largest integer such that there exists disjoint sets C1, . . . ,Ck ∈ B(X) with{
ϕ(ξ−1(C1 ∪ · · · ∪ Ck)

c) = 0 for any irreducibility measure ϕ of Φ
P (xi,Ci+1) = 1 for xi ∈ Ci and i = 0, . . . , k − 1 mod k.
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Hence, the period of Φ equals k the period of Θ. In particular, if Θ is aperiodic, then Φ is aperiodic.
Suppose now that Θ is a T-chain and let T : X×B(X) → R+ be a substochastic kernel such thatKb(ξ

−1(·), ξ−1(·)) >
T for some probability distribution b on N, T (·,X) > 0 and x 7→ T (x,A) is lower semicontinuousfor A ∈ B(X). Then,
if we define T ′(y,B) = T (ξ(y), ξ(B)) for y ∈ Y and B ∈ B(Y), we obtain that T ′ is a substochastic kernel such that
Kb > T ′ for some probability distribution b on N, T ′(·,Y) > 0 and that y 7→ T (y,B) is lower semicontinuousfor
every B ∈ B(Y). Therefore, Φ is a T-chain.

5 Proof of Theorem 3.1
The objective of this section is to prove Theorem 3.1. To do so, we investigate nonlinear state-space models
associated to the recursion (2.15) using the theoretical tools presented in Section 4.

Since the normalization function R is not assumed to be smooth, we consider a transformed Markov chain—for
which we can apply Theorem 4.3—valued in a smooth manifold and which can be transformed via a homeomorphism
into the normalized Markov chain (2.15). In Section 5.1, we introduce the control model associated to this
transformed process and verify the conditions H1, H2 reminded in Section 4.1.

Then, a last condition, H3 or H4,8 is proven in two steps: Section 5.2 proves the existence of a steadily attracting
state (defined in Section 4.1) and Section 5.3 shows that a required controllability condition is satisfied. We conclude
the proof in Section 5.4, where the Markov chains associated to the different learning rate settings are analyzed,
based on Theorem 4.2.

5.1 Definition of normalized chains underlying CMA-ES following (4.1) and satisfying
H1-H2

In order to apply Theorem 4.1 to the normalized CMA-ES Markov chain defined via (2.14), we require the state
space Y = R3d×R−1({1})×R++ to be a smooth connected manifold. As mentioned in the previous section, this is
not necessarily true unless we assume that the normalization R is continuously differentiable. Hence, we introduce a
homeomorphic transformation of the normalized chain which lives on a smooth manifold. Consider ρ : Sd

++ → R++

a map satisfying

ρ1. the function ρ is (positively) homogeneous and ρ(Id) = 1,

ρ2. the function ρ is smooth (C∞) on Sd
++.

We keep this smooth normalization function abstract for the moment and will take it equal to ρ(·) = det(·)1/d
for proving Theorem 3.1. Define now

ξ : Y → X
(z, p, q,Σ, r) 7→

(
z, p, q, ρ(Σ)−1Σ, r

) (5.1)

where X = Rd ×Rd ×Rd × ρ−1({1})×R++. Then, as stated in the next proposition, X defines a smooth connected
manifold.

Proposition 5.1. Suppose that the map ρ : Sd
++ → R++ satisfies ρ1-ρ2. Then, the set X = Rd × Rd × Rd ×

ρ−1({1})× R++ is a smooth connected manifold of dimension 3d+ d(d+ 1)/2.

Proof. First note that the set M := R3d ×Sd
++ ×R++ is an open subset of the Euclidean space R3d ×Sd ×R, hence

is a smooth submanifold of dimension 3d+ d(d+ 1)/2 + 1. Moreover, N := R is a smooth manifold of dimension 1.
Define then the map

%̄ : M → N
(z, p, q,Σ, r) 7→ ρ(Σ).

Then, by ρ2, %̄ is smooth. Moreover, it is a submersion at every point of M. Indeed, let (z, p, q,Σ, r) ∈ M, and let
ε ∈ (−1, 1). Then,

%̄ ((z, p, q,Σ, r) + (0, 0, 0, εΣ, 0)) = ρ((1 + ε)Σ) = ρ(Σ) + ερ(Σ)

by ρ1. Therefore, by Taylor expansion and since the derivative D%̄(z, p, q,Σ, r) is linear, we have

D%̄(z, p, q,Σ, r)(0, 0, 0, κΣ, 0) = κρ(Σ),

8H3 for case (i) and H4 for cases (ii), (iii), (iv) of Theorem 3.1.
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for every κ ∈ R, with ρ(Σ) > 0. Hence, D%̄(z, p, q,Σ, r) : R3d×Sd×R → R is surjective and thus %̄ is a submersion.
Therefore, by the submersion level set theorem [31, Corollary 5.14], X = %̄−1({1}) is a smooth manifold of dimension
3d+ d(d+ 1)/2 + 1− 1 = 3d+ d(d+ 1)/2.

Let us prove now that X is connected. Since R3d × R++ is connected, it is sufficient to prove that the manifold
ρ−1({1}) is connected, and thus sufficient to prove that ρ−1({1}) is path-connected [31, Proposition 1.11]. Let
Σ0,Σ1 ∈ ρ−1({1}). Since Sd

++ is connected, there exists a continuous path γ : [0, 1] → Sd
++ with γ(0) = Σ0

and γ(1) = Σ1. Define then the path γ̂ : [0, 1] → ρ−1({1}) by γ̂(t) = γ(t)/ρ(γ(t)) for t ∈ [0, 1]. Since γ and ρ
are continuous, then γ̂ is continuous. Besides, γ̂(0) = Σ0/ρ(Σ0) = Σ0 and γ̂(1) = Σ1/ρ(Σ1) = Σ1, ending the
proof.

Moreover, the map ξ defined in (5.1) is a homeomorphism as stated below.

Proposition 5.2. Suppose that R and ρ are both continuous and satisfy R1 and ρ1. Then, the map ξ defined in
(5.1) between the sets Y and X is a homeomorphism and

ξ−1 : X → Y

(z, p, q, Σ̂, r) 7→
(
z, p, q, R(Σ̂)−1Σ̂, r

)
.

(5.2)

Proof. We can easily verify that the expression of the reciprocal function of ξ is (5.2). Then ξ−1 (resp. ξ) is
continuous since R (resp. ρ) is continuous and takes value in R++.

We formalize in the next lemma the update equations for {θt}t∈N = {ξ(φt)}t∈N.

Lemma 5.1. Suppose that the normalization function R satisfies R1 and let Φ = {φt}t∈N be the Markov chain
defined via (2.15). Let ρ be a normalization function satisfying ρ1 and let ξ be the homeomorphism defined in (5.1).
Then the Markov chain Θ = {θt}t∈N = {ξ(φt)}t∈N satisfies

zt+1 =
Fm

cm
(zt,

√
R(Σ̂t)−1Σ̂tw

>
mU

st+1
t+1 )

√
rt+1Γ(pt+1)

pt+1 = F p
cσ (pt,w

>
mU

st+1

t+1 )

qt+1 = F p
cc(r

−1/2
t qt,

√
R(Σ̂t)−1Σ̂tw

>
mU

st+1

t+1 )

Σ̂t+1 =
FC

c1,cµ

(
R(Σ̂t)

−1Σ̂t,qt+1,R(Σ̂t)
−1

√
Σ̂t

∑µ
i=1 wc

i

[
U

st+1(i)

t+1

][
U

st+1(i)

t+1

]>√
Σ̂t

)
ρ◦FC

c1,cµ

(
R(Σ̂t)−1Σ̂t,qt+1,R(Σ̂t)−1

√
Σ̂t

∑µ
i=1 wc

i

[
U

st+1(i)

t+1

][
U

st+1(i)

t+1

]>√
Σ̂t

)
rt+1 = R ◦ FC

c1,cµ

(
R(Σ̂t)

−1Σ̂t, qt+1, R(Σ̂t)
−1
√

Σ̂t

∑µ
i=1 w

c
i

[
U

st+1(i)
t+1

] [
U

st+1(i)
t+1

]>√
Σ̂t

)
(5.3)

where {Ut+1}t∈N is an i.i.d. process independent of θ0 = (z0, p0, q0, Σ̂0, r0) = ξ(φ0) distributed in the measured space
U = (Rd)λ with U1 ∼ νdU , and st+1 is a permutation of Sλ that sorts the f -values of x∗ + zt +

√
R(Σ̂t)−1Σ̂tU

i
t+1,

for i = 1, . . . , λ.

Proof. Since for t ∈ N, according to (5.2), we have that Σt = R(Σ̂t)
−1Σ̂t, the update equations for pt+1, qt+1 ,rt+1

and zt+1 in (5.3) are deduced directly from Proposition 2.2 where we replace Σt by R(Σ̂t)
−1Σ̂t. Moreover, we have,

by Proposition 2.2 and using the definition of Σ̃t+1 in (2.16)

Σ̂t+1 =
Σt+1

ρ(Σt+1)
=

Σ̃t+1

R(Σ̃t+1)
× R(Σ̃t+1)

ρ(Σ̃t+1)

=

FC
c1,cµ

(
Σt, qt+1,

√
Σt

∑µ
i=1 w

c
i

[
U

st+1(i)
t+1

] [
U

st+1(i)
t+1

]> √
Σt

)
ρ ◦ FC

c1,cµ

(
Σt, qt+1,

√
Σt

∑µ
i=1 w

c
i

[
U

st+1(i)
t+1

] [
U

st+1(i)
t+1

]> √
Σt

) .

The proof ends by replacing Σt by R(Σ̂t)
−1Σ̂t.

Using Theorem 4.3, we can transfer the irreducibility, aperiodicity and the T-chain property from the Markov
chain Θ to the original normalized chain Φ we are interested in. Our objective from now on is to prove that the
Markov chain Θ is an irreducible aperiodic T-chain. Our strategy for that is to apply Theorem 4.1 and verify that
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the required assumptions are satisfied. We first prove that Θ follows a deterministic control model of the form (4.1),
described in Section 4.1.

Consider the smooth manifold X = Rd ×Rd ×Rd × ρ−1({1})×R++ (see Proposition 5.1) that defines the state
space of the Markov chain Θ and let V := Rdµ. We define

αΘ : X× U → V

((z, p, q, Σ̂, r), (u1, . . . , uλ)) 7→
[√

Σ̂
R(Σ̂)

u
su
f(x∗+z+

√
R(Σ̂)−1Σ̂·)

(i)
]
i=1,...,µ

(5.4)

where given g : A → R a function and v ∈ Aλ we have used the notation svg for a permutation that sorts increasingly
the g(vi), i = 1, . . . , λ. Consider the (z+, p+, q+, Σ̂

+
, r+) the update of θ = (z, p, q, Σ̂, r) given the random input

equals v = αΘ(θ, u) that is

z+ =
z + cmw>

mv√
r+Γ(p+)

(5.5)

p+ = (1− cσ)p+
√
cσ(2− cσ)µeffR(Σ̂)1/2Σ̂

−1/2
w>

mv (5.6)

q+ = r−1/2(1− cc)q +
√
cc(2− cc)µeffw

>
mv (5.7)

Σ̂
+
=

(1− c1 − cµ)R(Σ̂)−1Σ̂+ c1q
+(q+)> + cµ

∑µ
i=1 w

c
i viv

>
i

ρ
(
(1− c1 − cµ)R(Σ̂)−1Σ̂+ c1q+(q+)> + cµ

∑µ
i=1 w

c
i viv

>
i

) (5.8)

r+ = R

(
(1− c1 − cµ)R(Σ̂)−1Σ̂+ c1q

+(q+)> + cµ

µ∑
i=1

wc
i viv

>
i

)
. (5.9)

This update defines a function FΘ : X× V → X such that

(z+, p+, q+, Σ̂
+
, r+) = FΘ((z, p, q, Σ̂, r), αΘ(θ, u))

that can be expressed as

FΘ((z, p, q, Σ̂, r), (v
1, . . . , vµ)) =

(
Fz(z, p, q, R(Σ̂)−1Σ̂, r; v), Fp(p,R(Σ̂)−1Σ̂; v), Fq(q, r; v),

FΣ(q,R(Σ̂)−1Σ̂, r; v), Fr(q,R(Σ̂)−1Σ̂, r; v)
)>

(5.10)

for (z, p, q, Σ̂, r) ∈ X and (v1, . . . , vµ) ∈ V, and where Fz, Fp, Fq, FΣ and Fr are defined as follows

Fz(z, p, q,Σ, r; v) = Fr(q,Σ, r; v)
−1/2Γ ◦ Fp(p,Σ; v)−1Fm

cm(z,w>
mv) (5.11)

Fp(p,Σ; v) = F p
cσ (p,Σ

−1/2w>
mv) (5.12)

Fq(q, r; v) = F p
cc(r

−1/2q,w>
mv) (5.13)

FΣ(q,Σ, r; v) =
FC
c1,cµ

(
Σ, Fq(q, r; v),

∑µ
i=1 w

c
i viv

>
i

)
ρ ◦ FC

c1,cµ

(
Σ, Fq(q, r; v),

∑µ
i=1 w

c
i viv

>
i

) (5.14)

Fr(q,Σ, r; v) = R ◦ FC
c1,cµ

(
Σ, Fq(q,Σ, r; v),

µ∑
i=1

wc
i viv

>
i

)
. (5.15)

Then, as stated in the next proposition, Θ follows the model described in Section 4.1 with the functions FΘ and
αΘ defined above.

Proposition 5.3. Suppose that the normalization functions R satisfies R1 and ρ satisfies ρ1. Then, the Markov
chain Θ = {(zt, pt, qt, Σ̂t, rt)}t∈N defined by (5.3) satisfies

θt+1 = FΘ (θt, αΘ(θt, Ut+1)) (5.16)

where FΘ is defined in (5.10) and αΘ in (5.4).

Proof. Straightforward by Lemma 5.1.
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Before to prove that the control model (5.16) associated to the Markov chain Θ satisfies the assumptions H1
and H2, we characterize in the next lemma the density of the random variable αΘ(θ, U) for θ ∈ X and U ∼ (νdU )

⊗λ

assuming that the objective function is the composite of a strictly increasing function with a function with negligible
level sets and the distribution νdU is admits a density positive everywhere with respect to the Lebesgue measure.
The latter assumption could be relaxed with more work, but for the purposes of this paper we only consider positive
densities.

Lemma 5.2. Suppose that the objective function f satisfies F1 and that the probability distribution νdU satisfies
N1. Define, for any θ = (z, p, q, Σ̂, r) ∈ Rd × Rd × Rd × Sd

++ × R++ and v = (v1, . . . , vµ) ∈ Rdµ,

pz,Σ(v) =
λ!

(λ− µ)!
1{f∗(z +

√
Σv1) < · · · < f∗(z +

√
Σvµ)}(1−Qf∗

z,Σ(vµ))
λ−µpdU (v1) . . . p

d
U (vµ) (5.17)

with Σ = Σ̂/R(Σ̂) where R is the normalization function used in (5.4), Qf∗
z,Σ(u) =

∫
1{f∗(z +

√
Σξ) < f∗(z +√

Σu)}νdU (dξ) for u ∈ Rd, and f∗ = f(· + x∗). Then, pz,Σ defines a density (with respect to Lebesgue in Rdµ) of
the random variable Σ−1/2αΘ(θ, U), where U ∼ (νdU )

⊗λ such that the density of αΘ(θ, U) equals

v 7→ detΣ−1/2pz,Σ(Σ
−1/2v)=

1√
detΣ

pz,Σ(Σ
−1/2v) . (5.18)

Besides, when R is continuous, the function ((z, p, q, Σ̂, r), v) ∈ R3d × Sd
++ × R++ × Rdµ 7→ pz,Σ̂/R(Σ̂)(v) is lower

semicontinuous and thus the density function (5.18) is lower semicontinuous as well.

Proof. Let U1, . . . , Uλ be independent random vectors identically distributed under the probability distribution νdU ,
and denote U = (U1, . . . , Uλ). Let θ = (z, p, q, Σ̂, r) ∈ Rd × Rd × Rd × Sd

++ × R++. Since the objective function f

satisfies F1, then the random vector V = Σ−1/2αΘ(θ, U) satisfies almost surely

V =
∑

σ∈Sλ

1
{
f∗

(
z +

√
ΣUσ(1)

)
< · · · < f∗

(
z +

√
ΣUσ(λ)

)}
×
(
Uσ(1), . . . , Uσ(µ)

)
.

where Sλ is the set of permutations of {1, . . . , λ}. Hence, by symmetry,

V =
1

(λ− µ)!

∑
σ∈Sλ

1
{
f∗

(
z +

√
ΣUσ(1)

)
< · · · < f∗

(
z +

√
ΣUσ(µ)

)}

×
λ∏

k=µ+1

1
{
f∗

(
z +

√
ΣUσ(µ)

)
< f∗

(
z +

√
ΣUσ(k)

)}
×
(
Uσ(1), . . . , Uσ(µ)

)
.

Let η : Rdµ → R+ be a smooth map with compact support. We have

E [η(V )] =
1

(λ− µ)!

∑
σ∈Sλ

∫
1
{
f∗

(
z +

√
Σuσ(1)

)
< · · · < f∗

(
z +

√
Σuσ(µ)

)}

×
λ∏

k=µ+1

1
{
f∗

(
z +

√
Σuσ(µ)

)
< f∗

(
z +

√
Σuσ(k)

)}
× η

(
uσ(1), . . . , uσ(µ)

)
pdU (u1) . . . p

d
U (uλ)du1 . . . duλ.

However, observe that, for each k = µ+ 1, . . . , λ, we have∫
1
{
f∗

(
z +

√
Σuσ(µ)

)
< f∗

(
z +

√
Σuσ(k)

)}
pdU (uσ(k))duσ(k) = 1−Qf∗

z,Σ

(
uσ(µ)

)
.

We deduce the desired result. Since the composition of lower semicontinuous functions is lower semicontinuous and
since f is continuous, when R is continuous, the function ((z, p, q, Σ̂, r), v) 7→ pz,Σ̂/R(Σ̂)(v) is lower semicontinuous.

Furthermore, under assumptions detailed in Section 2.2, we verify that H1 and H2 hold.
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Proposition 5.4. Suppose that the objective function f satisfies F1-F2, that the normalization function R satisfies
R1-R2, and that the stepsize change Γ is such that Γ1 hold. Suppose moreover that ρ satisfies ρ1-ρ2. Consider
the Markov chain Θ = {(zt, pt, qt, Σ̂t, rt)}t∈N defined by (5.3). Define the functions FΘ and αΘ via (5.10) and (5.4)
respectively. Then, Θ follows (5.16), and H1-H2 hold.

Proof. By Lemma 5.2, we find that H1 holds , with ζV being the Lebesgue measure on V = Rdµ. Furthermore,
using R2, ρ2 and Γ1, we deduce, by composition, that H2 is satisfied.

5.2 Finding steadily attracting states
In this section and in Section 5.3, we prove that the control model (5.16) satisfies condition H3.9 This is required
to apply Theorem 4.110 and find that the Markov chain Θ obeying to (5.3) is an irreducible aperiodic T-chain. In
this section, we focus on the existence of steadily attracting states. This is formalized in the next proposition.

Proposition 5.5. Suppose that the objective function f satisfies F1-F2, that the stepsize change satisfies Γ1-Γ2,
that the normalization functions R and ρ satisfy R1-R2 and ρ1-ρ2 respectively, and that the sampling distribution
νdU is such that N1 holds.

Then (0, 0, 0, Id, 1− c1 − cµ) is a steadily attracting state for the control model (5.16) with the functions FΘ and
αΘ given by (5.10) and (5.4), respectively.

Proof. Let θ0 ∈ X. By Lemma 5.3, we find v1 such that S1
θ0
(v1) = (0, p1, q1, Σ̂1, r1). If q1 6= 0, by Lemma 5.5, we set

v2, v3 such that S3
θ0
(v1:3) = (0, p3, 0, Σ̂3, r3). Using Lemma 5.6 we reach via a 4(d−1) steps a state θ = (0, ·, 0, Id, ·).

Using Lemma 5.7, we complete the path v1 in case q1 = 0 or v1, v2, v3 otherwise into v1:∞ = (v1, v2, . . . ) ∈ O∞
θ0

such
that limk→∞ Sk

θ0
(v1:k) = (0, 0, 0, Id, 1 − c1 − cµ). This implies [19, Corollary 4.5] that (0, 0, 0, Id, 1 − c1 − cµ) is a

steadily attractive state.

The proof of Proposition 5.5 relies on Lemmas 5.3 and 5.5 to 5.7 below. First, we state the next proposition,
which is useful to provide candidates for the paths between an initial state and the steadily attracting state given
by Proposition 5.5.

Proposition 5.6. In the context of Proposition 5.5, let θ0 = (z0, p0, q0, Σ̂0, r0) ∈ X, let k > 1 and v1:k =
(v1, . . . , vk) ∈ Vk be such that for i = 1, . . . , k, we have vi = [v1i , . . . , v

µ
i ] ∈ Rdµ with v1i = · · · = vµi ∈ Rd. Then,

v1:k ∈ Ok
θ0

.

Proof. We prove here that v1 = [v̄1, . . . , v̄1] ∈ O1
θ0

. By Lemma 5.2, it is sufficient to prove that there exists a
sequence {wn = [w1

n, . . . , w
µ
n] ∈ Rdµ}n∈N which converges to v1 such that pz0,Σ0

(Σ
−1/2
0 wn) > 0 for all n ∈ N, where

Σ0 = R(Σ̂0)
−1Σ̂0 and pz0,Σ0

is the density defined via (5.17). Moreover, by N1 and by definition of pz0,Σ0
, it is

sufficient to prove that for every n ∈ N, f(z0 +w1
n) < · · · < f(z0 +wµ

n). Furthermore, by F1, for every n ∈ N, there
exists z1n, . . . , zµn ∈ B(z0 + v̄1, 1/n) such that f(z1n) < · · · < f(zµn). We take wi

n = zin − z0 for i = 1, . . . , µ and n ∈ N.
Then wn converges to v1 and belongs to O1

θ0
, so that v1 ∈ O1

θ0
. Similarly, v2 ∈ O1

S1
θ0

(x1)
for all x1 and using the

continuity of v 7→ S1
θ0
(v) in v1, we deduce that v1:2 ∈ O2

θ0
= {(x1, x2)|p1θ0(x1)× pS1

θ0
(x1)(x2) > 0}. Similarly we

obtain that v1:k ∈ Ok
θ0

.

The following lemma is the first step to build a path between an arbitrary initial state θ0 ∈ X to the steadily
attracting state θ∗ = (0, 0, 0, Id, 1− c1 − cµ) given in Proposition 5.5. More precisely, it shows that from θ0 ∈ X, we
can reach via a one-step path a state θ1 such that z1 = 0.

Lemma 5.3. In the context of Proposition 5.5, let θ0 = (z0, p0, q0, Σ̂0, r0) ∈ X. Then there exists θ1 = (0, p1, q1, Σ̂1, r1) ∈
X and v1 ∈ O1

θ0
such that S1

θ0
(v1) = θ1. Moreover, we can choose v1 as a function of z0 such that v1 goes to 0 when

z0 tends to 0.

Proof. Let v1 = −c−1
m × [z0, . . . , z0] ∈ (Rd)µ. It belongs to O1

θ0
by Proposition 5.6. Set θ1 = (z1, p1, q1, Σ̂1, r1) =

S1
θ0
(v1). Then, z1 = Fz(z0, p0, q0, Σ̂0/R(Σ̂0), r0; v1) = r

−1/2
1 Γ(p1)

−1 × (z0 − cm × c−1
m w>

m[z0, . . . , z0]) = 0, see (5.5).
We have used in particular that

∑
wm

i = 1.
9Or condition H4 if we assume no cumulation on the stepsize or the covariance matrix.

10Or Theorem 4.2.
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We make the following observation when the mean z0 is in 0: by performing one step via v1 = (u1, . . . , u1) for
any u1 in Rd, we can find a zero mean again in two steps by choosing a path v1:2 appropriately.

Lemma 5.4. In the context of Proposition 5.5, let θ0 = (0, p0, q0, Σ̂0, r0) ∈ X. Then, given v1 = (u1, . . . , u1) ∈ O1
θ0

for some u1 ∈ Rd, and by defining θ1 = (z1, p1, q1, Σ̂1, r1) = S1
θ0
(v1) and v2 = −r−1/2

1 Γ(p1)
−1v1, we have that

v1:2 = [v1, v2] ∈ O2
θ0

and θ2 = (z2, p2, q2, Σ̂2, r2) = S2
θ0
(v1:2) satisfies z2 = 0.

Proof. By Proposition 5.6, we have v1 ∈ O1
θ0

and v1:2 = [v1, v2] ∈ O2
θ0

. Moreover, we have

z2 = r
−1/2
2 Γ(p2)

−1 ×
(
r
−1/2
1 Γ(p1)

−1 × (0 + cmu1)− cmr
−1/2
1 Γ(p1)

−1u1

)
= 0

ending the proof.

Next, from any initial state θ0 ∈ X with z0 = 0, we reach via a two-steps path a state θ2 ∈ X with z2 = 0 and
q2 = 0.

Lemma 5.5. In the context of Proposition 5.5, let θ0 = (0, p0, q0, Σ̂0, r0) ∈ X such that q0 6= 0. Then, there exist
θ2 = (0, p2, 0, Σ̂2, r2) ∈ X and v1:2 ∈ O2

θ0
such that S2

θ0
(v1:2) = θ2. Moreover, we can choose v1:2 such that v1:2 → 0

when q0 tends to 0.

Proof. Let u1 ∈ Rd and set v1 = (u1, . . . , u1). It belongs to O1
θ0

by Proposition 5.6. Then, define

θ1 = (z1, p1, q1, Σ̂1, r1) = FΘ (θ0, αΘ (θ0, v1)) = S1
θ0(v1) .

Then, define v2 = −r−1/2
1 Γ(p1)

−1v1 ∈ O1
θ1

, and

θ2 = (z2, p2, q2, Σ̂2, r2) = FΘ (θ1, αΘ (θ1, v2)) = S2
θ0(v1:2) .

Then, by Lemma 5.4, v1:2 = (v1, v2) ∈ O2
θ0

and z2 = 0. Moreover,

q2 = (1− cc)
2r

−1/2
0 r

−1/2
1 q0 + (1− cc)r

−1/2
1

√
cc(2− cc)µeffu1

− r
−1/2
1 Γ(p1)

−1
√
cc(2− cc)µeffu1

= r
−1/2
1 ×

[
(1− cc)

2(r
−1/2
0 q0 +

(
1− cc − Γ(p1)

−1
)
×
√
cc(2− cc)µeff × u1

]
.

Let κ ∈ R, and choose u1 = κq0. Since v 7→ S2
θ0
(v) is continuous, then both r1 and q2 depend continuously on κ.

Moreover, we have

q2 = r
−1/2
1 ×

[
(1− cc)

2r
−1/2
0 +

(
1− cc − Γ(p1)

−1
)
×
√
cc(2− cc)µeffκ

]
× q0 .

But, as r1 > 0, and as Γ(p1)
−1 = Γ

(
(1− cσ)p0 +

√
cσ(2− cσ)µeffR(Σ̂0)κΣ̂

−1/2

0 q0

)−1

is less that 1 − cc when

κ → ±∞ by Γ2, then by the intermediate value theorem (since Γ is continuous by Γ1), there exists κ ∈ R such
that q2 = 0. With the above choice of u1 = κq0, v1 = (u1, . . . , u1) and v2 = −r−1/2

1 Γ(p1)
−1v1 ∈ O1

θ1
, we see that

v1:2 → 0 when q0 tends to 0.

From an initial state θ0 with z0 = q0 = 0, we reach via a 4(d − 1)-steps path a state θ4(d−1) with z4(d−1) =

q4(d−1) = 0, and Σ̂4(d−1) = Id. This is achieved by applying (d− 1) times the following lemma successively to the
k-th largest (counted with multiplicity) eigenvalue of Σ̂0, for k = 2, . . . , d. For the sake of conciseness, the proof of
Lemma 5.6 is delayed to Appendix A.

Lemma 5.6. In the context of Proposition 5.5, let θ0 = (0, p0, 0, Σ̂0, r0). Consider an orthonormal basis B of Rd

composed of eigenvectors of Σ̂0 such that the matrix Σ̂0 writes in the basis B as

[Σ̂0]B = diag (λ1, . . . , λd) ,

with λ1 = λ2 = · · · = λk−1 > λk > · · · > λd for some 2 6 k 6 d. Then, there exists γ > 0, such that the matrix Σ̂4

defined by
[Σ̂4]B = γ × diag (λ1, . . . , λk−1, λk−1, λk+1, . . . , λd) , (5.19)

is such that for some p4 ∈ Rd and r4 > 0, and v1:4 ∈ O4
θ0

, we have S4
θ0
(v1:4) = θ4 = (0, p4, 0, Σ̂4, r4).
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Finally, as stated in the next lemma, from an initial state θ0 ∈ X such that z0 = q0 = 0 and Σ̂0 = Id, we can
reach any neighborhood of the state θ∗ = (0, 0, 0, Id, 1− c1 − cµ).

Lemma 5.7. In the context of Proposition 5.5, let θ0 = (0, p0, 0, Id, r0) ∈ X. Then there exists v1:∞ ∈ O∞
θ0

such
that limSt

θ0
(v1:t) = (0, 0, 0, Id, 1− c1 − cµ) when t→ ∞.

Proof. Define v1:∞, by vt = 0 ∈ Rd×µ for all t > 1. By Proposition 5.6, we have v1:∞ ∈ O∞
θ0

. Denote

θt+1 = (zt+1, pt+1, qt+1, Σ̂t+1, rt+1) = FΘ(θt, αΘ(θt, vt+1)).

Since, θ0 = (0, p0, 0, Id, r0) and vt = 0, by induction, we have Σ̂t+1 = Id, zt+1 = 0, qt+1 = 0 rt+1 = R((1 − c1 −
cµ)Id) = 1−c1−cµ and pt+1 = (1−cσ)pt. Since 0 6 1−cσ < 1, then (zt, pt, qt, Σ̂t, rt) tends to (0, 0, 0, Id, 1−c1−cµ)
when t→ ∞, ending the proof.

Lastly, as a consequence of Proposition 5.5, we prove that given any normalized covariance matrix Σ̂
∗
∈ Sd

++

such that ρ(Σ̂
∗
) = 1, we can find a value for the path p∗ ∈ Rd, for the variable r∗ > 0, such that the state

θ∗ = (0, p∗, 0, Σ̂
∗
, r∗) ∈ X with normalized mean and normalized path for the rank-one update equal to zero is

steadily attracting. In Section 5.3, we use these steadily attracting states to prove the controllability condition
stated in Proposition 5.7.

Corollary 5.1. Consider the context of Proposition 5.5. Let Σ̂
∗
∈ Sd

++ be such that ρ(Σ̂
∗
) = 1. Then, there exist

p∗ ∈ Rd and r∗ > 0 such that θ∗ = (0, p∗, 0, Σ̂
∗
, r∗) ∈ X is a steadily attracting state.

Proof. By Proposition 5.5, we know that θ0 = (0, 0, 0, Id, 1− c1 − cµ) is a steadily attracting state. Hence, in order
to prove that a state θ∗ ∈ X is steadily attracting, it is sufficient, as explained below, to prove

(i) that there exist k ∈ N and v1:k ∈ Ok
θ0

such that Sk
θ0
(v1:k) = θ∗.

Indeed, assume we have proven (i) and let V be a neighborhood of θ∗ and let θ ∈ X. Then, by continuity
of w1:k 7→ Sk

θ0
(w1:k) around v1:k, there exists v∗1:k ∈ Ok

θ0
such that Sk

θ0
(v∗1:k) ∈ V . Since x 7→ pkx(v

∗
1:k) is lower

semicontinuousand x 7→ Sk
x(v

∗
1:k) is continuous, then there exists a neighborhood U of θ0 such that for every

x ∈ U , pkx(v∗1:k) > 0, i.e., v∗1:k ∈ Ok
x, and Sk

x(v
∗
1:k) ∈ V . Moreover, since θ0 is steadily attracting, then there exists

T > 0 such that for every t > T , there exists w1:t ∈ Ok
θ such that St

θ(w1:t) ∈ U , hence [w1:t, v
∗
1:k] ∈ Ot+k

θ and
St+k
θ ([w1:t, v

∗
1:k]) ∈ V and hence θ∗ is a steadily attracting state.

Let Σ̂
∗
∈ Sd

++ be such that ρ(Σ̂
∗
) = 1. We proceed now as in Lemma 5.6 to prove (i) for a state θ∗ that is

equal to (0, p∗, 0, Σ̂
∗
, r∗) for p∗ and r∗ constructed below. For i = 1, . . . , d, let λi be the i-th largest eigenvalue of

Σ̂
∗

(counted with multiplicity), and (e1, . . . , ed) an orthonormal basis of eigenvectors of Σ̂
∗

such that Σ̂
∗
ei = λiei.

Then, let κ and κ′ be real numbers, and by Proposition 5.6, define v1:4 ∈ O4
θ0

by

v1 = κ[e1, . . . , e1] ∈ Rdµ, v2 = −r−1/2
1 Γ(p1)

−1v1, v3 = κ′[e1, . . . , e1], v4 = −r−1/2
3 Γ(p3)

−1v3,

where θt = (zt, pt, qt, Σ̂t, rt) = St
θ0
(v1:t) for t = 1, 2, 3, 4. Then, as in the proof of Lemma 5.6, there exist values

of κ and κ′ in R such that z4 = q4 = 0 and such that there exists ρ4 > 0 with Σ̂4 satisfying Σ̂4e1 = ρ4(1 − c1 −
cµ)

−4(d−1)λ1e1 and Σ̂4ek = ρ4(1− c1 − cµ)
4ek for k = 2, . . . , d.

Then, by repeating these steps with e2, . . . , ed instead of e1 and λ2, . . . , λd instead of λ1, then there exist v1:4d ∈
O4d

θ0
and ρ4d > 0 such that θ4d = (z4d, p4d, q4d, Σ̂4d, r4d) = S4d

θ0
(v1:4d) satisfies z4d = q4d = 0 and Σ̂4dek = ρ4dλkek

for k = 1, . . . , d. Hence Σ̂4d = ρ4dΣ̂
∗
. But since ρ(Σ̂

∗
) = 1 and ρ(Σ̂4d) = 1, then ρ4d = 1, i.e. Σ̂4d = Σ̂

∗
such

that we have proven (i) for θ∗ = (0, p4d, 0, Σ̂
∗
, r4d) and in turn that θ∗ = (0, p4d, 0, Σ̂

∗
, r4d) is a steadily attracting

state.

5.3 Controllability condition
In the previous section, we prove that the control model (5.16) admits steadily attracting states. In the current
section, we prove that a controllability condition, as required to satisfy the assumptions H3 or H4, is satisfied at a
steadily attracting state. By combining Corollary 5.1 and the following Proposition 5.7, we prove H3 or H4. For
a finite-dimensional vectorial space E equipped with a norm ‖ · ‖ and an element h ∈ E, we use the notation o(h),
respectively O(h), to be understood as o(‖h‖), respectively O(‖h‖). Besides, it does not depend on the chosen
norm, since all norms on a finite-dimensional space induce the same topology.
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Proposition 5.7. Suppose that the objective function f : Rd → R, the normalization functions R and ρ, the stepsize
change Γ: Rd → R++ and the sampling distribution νdU satisfy F1-F2, R1-R3, ρ1-ρ2, Γ1-Γ3 and N1, respectively.

Consider the control model (5.16) with the functions FΘ and αΘ defined by (5.10) and (5.4) respectively.
Then, there exist a steadily attracting state θ0 ∈ X, T > 0 and v1:T ∈ OT

θ0
such that ST

θ0
is differentiable at v1:T ,

and, by denoting (zT , pT , qT , Σ̂T , rT ) = ST
θ0
(v1:T ), we have

(a) if cc 6= 1, cσ 6= 1, 1− cc 6= (1− cσ)
√

1− c1 − cµ and cµ > 0, then DST
θ0
(v1:T ) is of maximal rank;

(b) if cc = 1 and cσ 6= 1, then, for every (z, p,Σ) ∈ Rd × Rd × TΣ̂T
ρ−1({1}), there exist q ∈ Rd and r ∈ R such

that (z, p, q,Σ, r) ∈ rge DST
θ0
(v1:T );

(c) if cc 6= 1, cσ = 1 and cµ > 0, then, for every (z, q,Σ, r) ∈ Rd ×Rd ×TΣ̂T
ρ−1({1})×R, there exists p ∈ Rd such

that (z, p, q,Σ, r) ∈ rge DST
θ0
(v1:T );

(d) if cc = cσ = 1, then, for every (z,Σ) ∈ Rd × TΣ̂T
ρ−1({1}), there exist (p, q) ∈ Rd × Rd and r ∈ R, such that

(z, p, q,Σ, r) ∈ rge DST
θ0
(v1:T ).

Before proving Proposition 5.7, we state the two following lemmas, which characterize the derivatives of the
normalization function ρ and of the transition map S1

θ0
, respectively.

Lemma 5.8. Consider a positively homogeneous function R : Sd
++ → R++. Let A ∈ Sd

++ and γ > 0 and suppose
that R is differentiable at A. Then, R is differentiable at γA and DR(γA) = DR(A).

Proof. By Taylor expansion, we have, when H ∈ Sd tends to 0, that

R(γA+H) = γ ×R(A+ γ−1H) = γR(A) + γDR(A)γ−1H+ o(H)

= R(γA) +DR(A)H+ o(H)

and thus, by Taylor expansion, R is differentiable at γA and DR(γA) = DR(A).

Lemma 5.9. Suppose Γ1, R1, R2 and ρ2. Let θ0 = (z0, p0, q0, Σ̂0, r0) ∈ X and v1 ∈ O1
θ0

. Then, if (a) z0 =

q0 = 0 and v1 = 0, or if (b) p1 = Fp(p0, R(Σ̂0)
−1Σ̂0; v1) 6= 0, and if moreover R is differentiable in Σ̂1 =

FΣ(q0, R(Σ̂0)
−1Σ̂0, r0; v1) (see (5.14) for the definition of FΣ), then v ∈ V 7→ S1

θ0
(v) is differentiable at v1.

Proof. Suppose (a). Then, for h1 = (h11, . . . , h
µ
1 ) ∈ V, using the update equations (5.5), (5.6), (5.7), (5.8), (5.9) we

have, when h1 → 0,

S1
θ0(v1 + h1) =



R((1−c1−cµ)R(Σ̂0)
−1Σ̂0+o(‖h1‖))−1/2(0+cmw>

mh1)

Γ((1−cσ)p0+
√

cσ(2−cσ)µeffR(Σ̂0)1/2Σ̂
−1/2
0 w>

mh1)

(1− cσ)p0 +
√
cσ(2− cσ)µeffR(Σ̂0)

1/2Σ̂
−1/2

0 w>
mh1

0 +
√
cc(2− cv)µeffw

>
mh1

(1− c1 − cµ)R(Σ̂0)
−1Σ̂0 + o(‖h1‖)

ρ((1− c1 − cµ)R(Σ̂0)−1Σ̂0 + o(‖h1‖))
R((1− c1 − cµ)R(Σ̂0)

−1Σ̂0 + o(‖h1‖))


.

However, by Γ1, the stepsize change Γ is locally Lispchitz, hence

Γ((1− cσ)p0 +
√
cσ(2− cσ)µeffR(Σ̂0)

1/2Σ̂
−1/2

0 w>
mh1) = Γ((1− cσ)p0) +O(‖h1‖) = Γ((1− cσ)p0) + o(1) .

Moreover, by ρ2, ρ is differentiable at (1− c1 − cµ)R(Σ̂0)
−1Σ̂0. Hence by Taylor expansion

ρ((1− c1 − cµ)R(Σ̂0)
−1Σ̂0 + o(‖h1‖)) = ρ((1− c1 − cµ)R(Σ̂0)

−1Σ̂0) + o(‖h1‖) .

Likewise, by assumption, R is differentiable at (1− c1 − cµ)R(Σ̂0)
−1Σ̂0. Thus,

R((1− c1 − cµ)R(Σ̂0)
−1Σ̂0 + o(‖h1‖)) = R((1− c1 − cµ)R(Σ̂0)

−1Σ̂0) + o(‖h1‖) .
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Therefore,

S1
θ0(v1 + h1) = S1

θ0(v1) +


R((1− c1 − cµ)R(Σ̂0)

−1Σ̂0)
−1/2Γ((1− cσ)p0)

−1cmw>
mh1√

cσ(2− cσ)µeffR(Σ̂0)
1/2Σ̂

−1/2

0 w>
mh1√

cc(2− cv)µeffw
>
mh1

0
0

+ o(‖h1‖) ,

which proves by Taylor expansion that S1
θ0

is differentiable at v1 = 0.
Now, suppose (b). By Γ1, Γ is differentiable at p1, by ρ2, ρ is differentiable on Sd

++, and by assumption, R is
differentiable at Σ̂1= A1/ρ(A1) where A1 = (1− c1 − cµ)R(Σ̂0)

−1Σ̂0 + c1q1(q1)
> + cµ

∑µ
i=1 w

c
i v

i
1(v

i
1)

>. Since R is
positively homogeneous, it is also differentiable in any multiple by a scalar of Σ̂1, so in A1. Thus, by composition
S1
θ0

is differentiable at v1.

We prove now Proposition 5.7. The first step of the proof consists in the following lemma which applies to all
cases (a)-(d) in Proposition 5.7. It provides a path v1:T ∈ OT

θ0
(where θ0 is the steadily attracting state found in

Section 5.2) such that the range of DST
θ0

covers all elements in the tangent space relative to the covariance matrix
variable. The proof of Lemma 5.10 is delayed to Appendix B.
Lemma 5.10. Suppose that the objective function f : Rd → R, the normalization functions R and ρ, the stepsize
change Γ: Rd → R++ and the sampling distribution νdU satisfy F1-F2, R1-R3, ρ1-ρ2, Γ1-Γ3 and N1, respectively.
Consider the control model (5.16) with the functions FΘ and αΘ defined by (5.10) and (5.4) respectively.

Then, there exist a steadily attracting state θ0 ∈ X, T ∈ N, v1:T ∈ OT
θ0

, and W a subspace of VT , such that:

(i) ST
θ0

is differentiable at v1:T ;

(ii) for every hΣ ∈ TΣ̂T
ρ−1({1}), there exists hz, hp ∈ Rd, hr ∈ R, and h1:T ∈ W such that DST

θ0
(v1:T )h1:T =

[hz, hp, 0, hΣ, hr];

(iii) zT = qT = 0 and pT 6= 0;

where θt = (zt, pt, qt, Σ̂t, rt) = St
θ0
(v1:t) for t = 1, . . . , T .

The next lemma is the second step of the proof of Proposition 5.7. It deduces from Lemma 5.10 a path in which
the transition map is differentiable and is of interest to apply Theorem 4.1 or Theorem 4.2. It applies to all cases
(a)-(d). We delay once more the proof of Lemma 5.11 to Appendix B.
Lemma 5.11. Suppose that the objective function f : Rd → R, the normalization functions R and ρ, the stepsize
change Γ: Rd → R++ and the sampling distribution νdU satisfy F1-F2, R1-R3, ρ1-ρ2, Γ1-Γ3 and N1, respectively.
Consider the control model (5.16) with the functions FΘ and αΘ defined by (5.10) and (5.4) respectively.

Then, there exist θ0 ∈ X a steadily attracting state, and p ∈ Rd
6=0, such that, for every j ∈ N, there exist T ∈ N

and v1:T ∈ OT
θ0

, with ST
θ0

being differentiable at v1:T , and

ST
θ0(v1:T + h1:T ) = ST

θ0(v1:T ) +Cj × L(h1:T ) + o(h1:T ) (5.20)

for every h1:T ∈ WL, where WL is a well-chosen subspace of VT , L : WL → Rs−1 × Rd × Rd × Rd is a surjective
linear map, s = d(d+ 1)/2, and Cj is a matrix of the form:

Cj =


∗ · · · ∗ 0 0 Lz

∗
∗

· · ·
· · ·

∗
∗ Lp,q

j

∗
∗

LΣ
1 . . . LΣ

s−1 0 0 0
0 · · · 0 0 0 0

 (5.21)

with (LΣ
1 , . . . ,L

Σ
s−1) being a basis of kerDρ(Σ̂T ) (with θt = (zt, pt, qt, Σ̂t, rt) = St

θ0
(v1:t) for t = 0, . . . , T ), Lz ∈ R6=0,

and

Lp,q
j =

[
(1− cσ)

3cpj+1R(Σ̂T )
1/2Σ̂

−1/2

T (1− cσ)
1cpj+3R(Σ̂T )

1/2Σ̂
−1/2

T

(1− cc)
3(1− c1 − cµ)

−3/2dpj+1Id (1− cc)
1(1− c1 − cµ)

−1/2dpj+3Id

]
, (5.22)

where cpk := (1−cσ−(1−c1−cµ)−1/2Γ((1−cσ)kp))−1
√
cσ(2− cσ)µeff and dpk := (1−c1−cµ)−1/2

[
1− cc − Γ((1− cσ)

kp)−1
]√

cc(2− cc)µeff . The symbol ∗ in (5.21) represents the elements of the matrix Cj that we do not give explicitly
(their values do not change the rank of Cj).
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Next, in order to deduce the case (a) in Proposition 5.7 from Lemma 5.11, we first show in the next lemma that
the matrix Lp,q

j defined via (5.22) is invertible when the integer j is sufficiently large.

Lemma 5.12. In the context of Lemma 5.11, there exists j ∈ N such that, if cc 6= 1, cσ 6= 1, 1 − cc 6= (1 −
cσ)
√
1− c1 − cµ, then the matrix Lp,q

j defined via (5.22) is invertible.

Proof. We have, since cσ 6= 1, cc 6= 1:[
(1− cσ)

−1R(Σ̂T )
−1/2Σ̂

1/2

T 0
0 (1− cc)

−1(1− c1 − cµ)
1/2Id

]
× Lp,q

j

=

[
(1− cσ)

2cpj+1Id cpj+3Id
(1− cc)

2(1− c1 − cµ)
−1dpj+1Id dpj+3Id

]
.

Therefore, it is sufficient to find some j ∈ N such that the RHS in the above equation is invertible, i.e., such that
the matrix

Aj =

[
(1− cσ)

2
[
1− cσ − (1− c1 − cµ)

−1/2Γ−1
j+1

]
1− cσ − (1− c1 − cµ)

−1/2Γ−1
j+3

(1− cc)
2(1− c1 − cµ)

−1
[
1− cc − Γ−1

j+1

]
1− cc − Γ−1

j+3

]
,

where Γk = Γ((1− cσ)
kp) for k = j + 2, j + 4, is full rank. Moreover, when j → ∞, by continuity of Γ (by Γ1), we

have that Γj+1 and Γj+3 tend to Γ(0). Hence,

lim
j→∞

detAj =

∣∣∣∣(1− cσ)
2(1− cσ − (1− c1 − cµ)

−1/2Γ(0)−1) 1− cσ − (1− c1 − cµ)
−1/2Γ(0)−1

(1− cc)
2(1− c1 − cµ)

−1(1− cc − Γ(0)−1) 1− cc − Γ(0)−1

∣∣∣∣
= (1− cσ − (1− c1 − cµ)

−1/2Γ(0)−1)× (1− cc − Γ(0)−1)×
∣∣∣∣ (1− cσ)

2 1
(1− cc)

2(1− c1 − cµ)
−1 1

∣∣∣∣ ,
where

∣∣∣∣a b
c d

∣∣∣∣ denotes the determinant of the matrix
(
a b
c d

)
. However, Γ(0)−1 > 1 (by Γ3) and (1−c1−cµ)−1 > 1.

Hence, there exists j ∈ N, such that, if 1− cc 6= (1− cσ)
√

1− c1 − cµ, then detLp,q
j 6= 0.

We can now end the proof of Proposition 5.7. Depending on the case (a)-(d), the end of the proof goes differently.
We present here the proofs of cases (b) and (d), and we delay those of (a) and (d) to Appendix B.3.

Proof of Proposition 5.7(d). Suppose that cc = cσ = 1. Apply Lemma 5.11, we have then that the matrix Lp,q
j

defined via (5.22) is the zero matrix. Then, there exist a steadily attracting state θ0 ∈ X, T > 0 and v1:T ∈ OT
θ0

such that we have that rge DST
θ0
(v1:T ) ⊃ Rd × {0} × {0} × TΣ̂T

ρ−1({1}) × {0} and thus by taking p = q = 0 and
r = 0, we have, for every (z, Σ̂) ∈ Rd × TΣ̂T

ρ−1({1}), (z, p, q, Σ̂, r) ∈ rge DST
θ0
(v1:T ).

Proof of Proposition 5.7(b). Suppose that cc = 1 and cσ 6= 1. By Lemma 5.11, there exist a steadily attracting
state θ0 ∈ X, T > 0 and v1:T ∈ OT

θ0
such that the matrix Lp,q

j defined via (5.22) satisfies:

Lp,q
j =

[
(1− cσ)

3cpjΣ
−1/2
T (1− cσ)c

p
j+2Σ

−1/2
T

0 0

]
, (5.23)

with rankΣ
−1/2
T = d, and cpj 6= 0, cpj+2 6= 0. Thus, rge Lp,q

j = Rd × {0} and rge DST
θ0
(v1:T ) ⊃ Rd × Rd × {0} ×

TΣ̂T
ρ−1({1}) × {0}, and thus by taking q = 0 and r = 0, we have, for every (z, p, Σ̂) ∈ Rd × Rd × TΣ̂T

ρ−1({1}),
(z, p, q, Σ̂, r) ∈ rge DST

θ0
(v1:T ).

5.4 Proof of Theorem 3.1
In Sections 5.1 to 5.3, we have proven all required conditions to apply Theorem 4.1 or Theorem 4.2 to the Markov
chain Θ defined in (5.3). The conclusion is summarized in the next theorem.

Theorem 5.1. Suppose the objective function f : Rd → R, the normalization functions R and ρ, the stepsize change
Γ: Rd → R++ and the sampling distribution νdU satisfy F1-F2, R1-R3, ρ1-ρ2, Γ1-Γ3 and N1, respectively.

Let Θ = {(zt, pt, qt, Σ̂t, rt)}t>1 be the normalized Markov chain associated to CMA-ES defined via (5.3) and P
its transition kernel. Then,
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(i) if cc, cσ ∈ (0, 1) are such that 1− cc 6= (1− cσ)
√
1− c1 − cµ, and if cµ > 0, then P is an irreducible aperiodic

T -kernel, such that compact sets of X = Rd × Rd × Rd × ρ−1({1})× R++ are small;

(ii) if cc ∈ (0, 1), cσ = 1 and cµ > 0, then the normalized chain {(zt, qt, Σ̂t, rt)}t>1 is a time-homogeneous Markov
chain with an irreducible aperiodic T -kernel, such that compact sets of X2 = Rd × Rd × ρ−1({1}) × R++ are
small;

(iii) if cσ ∈ (0, 1) and cc = 1, then the normalized chain {(zt, pt, Σ̂t)}t>1 is a time-homogeneous Markov chain
with an irreducible aperiodic T -kernel, such that compact sets of X3 = Rd × Rd × ρ−1({1}) are small;

(iv) if cc = cσ = 1, then the normalized chain {(zt, Σ̂t)}t>1 is a time-homogeneous Markov chain with an irreducible
aperiodic T -kernel, such that compact sets of X4 = Rd × ρ−1({1}) are small.

Proof. By Proposition 5.3, the Markov chain Θ follows the control model (5.16), and by Proposition 5.4, H1 and
H2 hold.

Suppose first that cc, cσ 6= 1 and 1 − cc 6= (1 − cσ)
√

1− c1 − cµ. By Proposition 5.7, there exist a steadily
attracting state θ∗ ∈ X, T > 1 v1:T ∈ OT

θ∗ such that DST
θ∗(v1:T ) exists and is of maximal rank. Hence H3 holds,

and we deduce then (i) by applying Theorem 4.1.
Now suppose that cc 6= 1 and cσ = 1, resp. cσ 6= 1 and cc = 1, and cc = cσ = 1. Then, by Corollary 4.1,

Θq := {(zt, qt, Σ̂t, rt)}t>1, resp. Θp := {(zt, pt, Σ̂t)}t>1, and Θr := {(zt, Σ̂t)}t>1, defines a time-homogeneous
Markov chain. Moreover, since θ∗ is a steadily attracting state for Θ, then, by Proposition 5.7, resp. Θp, Θq and
Θr, follows a control model which satisfies H4. Thus, by Theorem 4.2, we obtain (ii), (iii) and (iv).

Our main result Theorem 3.1, stated in Section 2, is a consequence of Theorem 5.1 and of Theorem 4.3. Indeed,
consider ρ = det(·)1/d. It is a normalization function that satisfies ρ1-ρ2. By Proposition 5.2, the associated Markov
chain Θ following (5.3) with this normalization function is a transformation of the chain Φ defined via (2.14) by
the homeomorphism ξ defined in (5.1).

By Theorem 5.1, Θ is an irreducible aperiodic T-chain. By Theorem 4.3, so is Φ. Therefore [35, Theorem 6.2.5],
compact sets are small sets.

6 Conclusion and perspectives
This paper expands a methodology to analyze irreducibility and other stability properties of complex Markov chains
when they are expressed as nonsmooth state-space models. We apply the methodology in the context of optimization
to the CMA-ES [22]. We prove irreducibility, aperiodicity and topological properties of a stochastic process obtained
by normalizing the Markov chain that represents the state of CMA-ES when optimizing scaling-invariant functions.
This is an important milestone to prove the linear convergence of CMA-ES.

Our stability analysis encompasses more general processes than the one underlying CMA-ES by considering an
abstract stepsize change function. Compared to previous work [42], we relax the assumption on the stepsize change
from C1 to locally Lipschitz. This now allows to analyze the default stepsize change of CMA-ES. We also consider
an abstract sampling distribution νU which includes multivariate normal distributions as used in CMA-ES.

We summarize the assumptions to prove stability of CMA-ES:

• The objective function is scaling-invariant. This is inherent to our methodology because we define a time-
homogeneous Markov chain based upon the normalization of the state variables of CMA-ES.

• The objective function has Lebesgue negligible level sets. This is needed to obtain a lower semicontinuous
density for the distribution of the ranked candidate solutions. This is a main assumption to deduce irreducibility
from the analysis of an underlying control model.

• The normalization function R(·) is positively homogeneous and continuously Lipschitz, but R(·) may be
nonsmooth. This includes natural normalizations, e.g., by the determinant (which is smooth) or an eigenvalue
(which is nonsmooth). Positive homogeneity is needed for building the normalized Markov chain and thus
(too) inherent to the Markov chain methodology. Lipschitz continuity yields a locally Lipschitz function F
for the nonsmooth model (4.1) and allows to connect irreducibility to the analysis of an underlying control
model [19].
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• The hyperparameter setting assumptions cover all practically relevant algorithm variants (with/without
cumulation, with rank-one and rank-mu updates) except when c1 + cµ = 1, or when cc < 1 and either
cµ = 0 or 1 − cc = (1 − cσ)

√
1− c1 − cµ. Without cumulation (cc = 1), the rank-one update is sufficient to

prove irreducibility and aperiodicity. However, we need the rank-mu update for our proof when cumulation
is used (cc < 1). None of the above cases is important in practice.

Limitations and perspectives We believe that some of the above assumptions can be relaxed with further
work, specifically, and based on empirical observations, the assumptions that

• the hyperparameters have to be chosen suitably (in particular 0 < cµ < 1),

• the objective function f has Lebesgue negligible level sets, and

• the sampling distribution is positive and continuous on the entire search space (which is not the case for a
distribution on the unit sphere).

In order to conclude—with the approach pursued in this paper—the linear convergence of CMA-ES and
its learning of the inverse Hessian, it still remains to be proven that the normalized Markov chain converges
geometrically fast to a stationary distribution and satisfies a Law of Large Numbers. This proof could be achieved
by finding a potential function for which a geometric drift condition holds [35].

A Proofs in Section 5.2
A.1 Proof of Lemma 5.6
Proof of Lemma 5.6. Let ek be the k-th vector of the basis B. Let κ be positive and κ′ be real. Consider the
sequence {θt}t=0,1,2,3,4 defined by

θt+1 = (zt+1, pt+1, qt+1, Σ̂t+1, rt+1) = FΘ (θt, αΘ (θt, vt+1))

with v1 = [κek]i=1,...,µ, v2 = −r−1/2
1 Γ(p1)

−1v1, v3 = [κ′ek]i=1,...,µ, and v4 = −r−1/2
3 Γ(p3)

−1v3. By Proposition 5.6,
we have v1:4 ∈ O4

θ0
and by Lemma 5.4 we obtain z4 = z2 = 0. Moreover,

q2 = κ×
√
cc(2− cc)µeffr

−1/2
1

[
1− cc − Γ(p1)

−1
]
ek.

Let η ∈ R, and set κ′ = η ×
(
κ
√
cc(2− cc)µeffr

−1/2
1

[
1− cc − Γ(p1)

−1
])

= ηq2. Then, similarly to the proof of
Lemma 5.5, we have, since v3 = η[q2, . . . , q2]:

q4 = r
−1/2
3 ×

(
(1− cc)

2r
−1/2
2 + (1− cc − Γ(p3)

−1)
√
cc(2− cc)µeffη

)
× q2 (A.1)

where

p3 = (1− cc)p2 +

√
cσ(2− cσ)µeffR(Σ̂2)Σ̂

−1/2

2 w>
mv3

= (1− cσ)p2 +

√
cσ(2− cσ)µeffR(Σ̂2)ηΣ̂

−1/2

2 q2

and thus

Γ(p3)
−1 = Γ

(
(1− cσ)p2 +

√
cσ(2− cσ)µeffR(Σ̂2)ηΣ̂

−1/2

2 q2

)−1

.

We apply the intermediate value theorem to the function

ζ : η 7→

[
1− cc − Γ

(
(1− cσ)p2 +

√
cσ(2− cσ)µeffR(Σ̂2)ηΣ̂

−1/2

2 q2

)−1
]
×
√
cc(2− cc)µeffη ,

which is such that q4 = r
−1/2
3 ×

(
(1− cc)

2r
−1/2
2 + ζ(η)

)
× q2. Since Γ is continuous by R2 and such that when

η goes to ±∞,

[
1− cc − Γ

(
(1− cσ)p2 +

√
cσ(2− cσ)µeffR(Σ̂2)ηΣ̂

−1/2

2 q2

)−1
]

is strictly positive by Γ2, we find
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that ζ is continuous and ζ(η) tends to +∞ when η to +∞, and to −∞ when η to −∞. Hence we find ηκ ∈ R
(which depends continuously on κ) such that when η = ηκ, we have

q4 = 0.

For the covariance matrix Σ̂1, we have

Σ̂1 =
(1− c1 − cµ)Σ0 + c1cc(2− cc)µeffκ

2eke
>
k + cµκ

2eke
>
k

ρ((1− c1 − cµ)Σ0 + c1cc(2− cc)µeffκ2eke>k + cµκ2eke>k )
,

where Σ0 = R(Σ̂0)
−1Σ̂0. Let ρ1 = ρ((1−c1−cµ)Σ0+c1cc(2− cc)µeffκ

2eke
>
k +cµκ

2eke
>
k ) and ω1(κ) = c1cc(2− cc)µeffκ

2+
cµκ

2 such that

Σ̂1 = ρ−1
1

[
(1− c1 − cµ)Σ0 + c1cc(2− cc)µeffκ

2eke
>
k + cµκ

2eke
>
k

]
=: ρ−1

1

[
(1− c1 − cµ)Σ0 + ω1(κ)eke

>
k

]
.

The map ω1 is continuous, with ω1(0) = 0 and ω1(κ) → ∞ when κ→ ∞. Similarly, setting

ρ2 = ρ
(
R(Σ̂1)

−1Σ̂1 +
(
c1cc(2− cc)µeffκ

2
(
1− cc − Γ(p1)

−1
)
+ cµκ

2Γ(p1)
−2
)
eke

>
k

)
we get

Σ̂2 = ρ−1
2

[
R(Σ̂1)

−1(1− c1 − cµ)
2Σ0

+
(
R(Σ̂1)

−1(1− c1 − cµ)ω1(κ) + c1cc(2− cc)µeffκ
2
(
1− cc − Γ(p1)

−1
)
+ cµκ

2Γ(p1)
−2
)
eke

>
k

]
=: ρ−1

2

[
R(Σ̂1)

−1(1− c1 − cµ)
2Σ0 + ω2(κ)eke

>
k

]
,

with ω2 continuous since R and Γ are continuous by R2 and Γ1, ω2(0) = 0 and ω2(κ) → ∞ when κ→ ∞.
Likewise, for the next two steps, we find ρ4 > 0, ω4 continuous such that ω4(0) = 0, and ω4(κ) → ∞ when

κ→ ∞, and
Σ̂4 = ρ−1

4

[
R(Σ̂1)

−1R(Σ̂2)
−1R(Σ̂3)

−1(1− c1 − cµ)
4Σ0 + ω4(κ)eke

>
k

]
.

Then, by the intermediate value theorem, there exists κ > 0 such that

ω4(κ) = R(Σ̂0)
−1R(Σ̂1)

−1R(Σ̂2)
−1R(Σ̂3)

−1(1− c1 − cµ)
4(λk−1 − λk) > 0 .

Therefore,

[Σ̂4]B = ρ−1
4 R(Σ̂0)

−1R(Σ̂1)
−1R(Σ̂2)

−1R(Σ̂3)
−1(1− c1 − cµ)

4diag(λ1, . . . , λk−1, λk−1, λk+1, . . . , λd) .

Setting γ = ρ−1
4 R(Σ̂0)

−1R(Σ̂1)
−1R(Σ̂2)

−1R(Σ̂3)
−1(1 − c1 − cµ)

4, we have proven that we can reach θ4 with the
matrix Σ̂4 defined in (5.19).

B Proofs in Section 5.3
B.1 Proof of Lemma 5.10
Proof of Lemma 5.10. By R3, there exists C0 ∈ Sd

++, such that R is differentiable on a neighborhood of C0. Since R
is positively homogeneous by R1, then by Lemma 5.8 R is also differentiable on a neighborhood of Σ̂0 := ρ(C0)

−1C0.
Then, by Corollary 5.1, there exists θ0 = (z0, p0, q0, Σ̂0, r0) with z0 = q0 = 0 which is a steadily attracting state.

Let T ∈ N, v1:T ∈ OT
θ0

and h1:T ∈ VT . We denote for t ∈ {1, . . . , T}:

θt = (zt, pt, qt, Σ̂t, rt) = St
θ0(v1:t) and θht = (zht , p

h
t , q

h
t , Σ̂

h

t , r
h
t ) = St

θ0(v1:t + h1:t) .

We have that, if v1:T = 0, then since q0 = 0, qt = 0 for t = 1, . . . , T and using (5.8) we find Σ̂t = Σ̂0. Since
v 7→St

θ0
(v) is continuous, and since R is differentiable in a neighborhood of Σ̂0, then there exists MV > 0 such that,

if ‖v1:T ‖2 6MV , then R is differentiable at Σ̂t. Hence we impose that ‖vt‖2 6MV /T for all t ∈ {1, . . . , T}.
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Define, for t = 0, . . . , T , bt = r0 × · · · × rt × R(Σ̂t)
−1 and bht = rh0 × . . . rht × R(Σ̂

h

t )
−1, and let Bt = btΣ̂t and

likewise Bh
t = bht Σ̂

h

t . Therefore by positive homogeneity of ρ, ρ(Bt) = ρ(btΣ̂t) = btρ(Σ̂t) = bt since ρ(Σ̂t) = 1.
Similarly ρ(Bh

t ) = bht and thus

Σ̂t =
Bt

ρ(Bt)
and Σ̂

h

t =
Bh

t

ρ(Bh
t )

. (B.1)

Moreover, define q̃t =
√
r̃t−1qt and q̃ht =

√
r̃ht−1q

h
t as well as ṽt+1 =

√
r̃tvt+1 and h̃t+1 =

√
r̃ht ht+1 where

r̃t = r0 × · · · × rt and r̃ht = rh0 × · · ·×rht . Hence, by applying (5.7):

q̃t+1 =
√
r̃tr

−1/2
t (1− cc)qt +

√
cc(2− cc)µeff

√
r̃tw

>
mvt+1

= (1− cc)
√
r̃t−1qt +

√
cc(2− cc)µeffw

>
mṽt+1 = (1− cc)q̃t +

√
cc(2− cc)µeffw

>
mṽt+1

and likewise
q̃ht+1 = (1− cc)q̃

h
t +

√
cc(2− cc)µeffw

>
m

(
(r̃ht /r̃t)

1/2ṽt+1 + h̃t+1

)
. (B.2)

Denote At+1 such that Σ̂t+1 = At+1/ρ(At+1) in (5.8). (Alternatively the matrix Σ̃t+1 in (2.16) equals At+1).
Then by positive homogeneity of R, R(Σ̂t+1) = R(At+1)/ρ(At+1) such that

At+1

R(At+1)
=

At+1

ρ(At+1)R(Σ̂t+1)
=

Σ̂t+1

R(Σ̂t+1)
(B.3)

Then, using the previous equation and (5.8):

Bt+1 = bt+1Σ̂t+1 = r0 × · · · × rt+1 ×R(Σ̂t+1)
−1Σ̂t+1 = r̃t+1R(Σ̂t+1)

−1Σ̂t+1 (B.4)
= r̃t+1R(At+1)

−1At+1 (B.5)

= r̃t+1 × r−1
t+1︸ ︷︷ ︸

r̃t

×

(
(1− c1 − cµ)R(Σ̂t)

−1Σ̂t + c1qt+1q
>
t+1 + cµ

µ∑
i=1

wc
i v

i
t+1(v

i
t+1)

>

)
(B.6)

= (1− c1 − cµ)r̃tR(Σ̂t)
−1Σ̂t + c1r̃tqt+1q

>
t+1 + cµ

µ∑
i=1

wc
i r̃tv

i
t+1(v

i
t+1)

> (B.7)

= (1− c1 − cµ)Bt + c1q̃t+1q̃
>
t+1 + cµ

µ∑
i=1

wc
i ṽ

i
t+1(ṽ

i
t+1)

> . (B.8)

Likewise,

Bh
t+1 = (1− c1 − cµ)B

h
t + c1q̃

h
t+1(q̃

h
t+1)

> + cµr̃
h
t

µ∑
i=1

wc
i (v

i
t+1 + hit+1)(v

i
t+1 + hit+1)

> . (B.9)

Let s = d(d+ 1)/2 be the dimension of the set of symmetric matrices Sd as a real vector space. Let ψ1 ∈ Rd be a
nonzero vector and define then ψ2, . . . , ψs nonzero vectors of Rd, such that (ψ1ψ

>
1 , . . . , ψsψ

>
s ) forms a basis of Sd.

Scaling down the length of ψk does not change that we have a basis of Sd and thus we impose that ‖ψk‖ 6 ε, where
ε is a positive constant that we precise in the next paragraph. Set T = 2s(s− 1) + 4 and set v1:T as below.

For t ∈ {0, . . . , s− 1}, we set

v2t+1 = r̃
−1/2
2t [ψt+1, . . . , ψt+1] ∈ Rdµ and v2t+2 = −(1− cc)r̃

−1/2
2t+1 [ψt+1, . . . , ψt+1] ∈ Rdµ (B.10)

such that
ṽ2t+1 = [ψt+1, . . . , ψt+1] and ṽ2t+2 = −(1− cc)[ψt+1, . . . , ψt+1]. (B.11)

Moreover, we choose ε > 0 small enough so that ‖vk‖2 6 MV /T for all k = 1, . . . , 2s. By definition of MV earlier
in the proof, we have that R is differentiable in Σ̂t for t = 0, . . . , T . If moreover pt 6= 0 for t = 1, . . . , T , then by
Lemma 5.9, v → ST

θ0
(v) is differentiable in v1:T . Besides, by Proposition 5.6, we have v1:2s ∈ O2s

θ0
.
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Observe now that there exists ψ1 ∈ Rd such that ‖ψ1‖ 6 ε and p1, p2 are nonzero. Indeed, p1 = (1 −
cσ)p0 +

√
cσ(2− cσ)µeffR(Σ̂0)

1/2Σ̂
−1/2

0

∑µ
i=1 w

m
i v

i
1 and using B0 = r0R(Σ̂0)

−1Σ̂0 we find p1 = (1 − cσ)p0 +√
cσ(2− cσ)µeffr

1/2
0 B

−1/2
0

∑µ
i=1 w

m
i r̃

−1/2
0 ψ1 = (1− cσ)p0 +

√
cσ(2− cσ)µeffB

−1/2
0 ψ1 and

p2 = (1− cσ)p1 +
√
cσ(2− cσ)µeffR(Σ̂1)

1/2Σ̂
−1/2

1

µ∑
i=1

wm
i v

i
2 (B.12)

= (1− cσ)
2p0 + (1− cσ)

√
cσ(2− cσ)µeffB

−1/2
0 ψ1 (B.13)

−
√
cσ(2− cσ)µeff r̃

1/2
1 B

−1/2
1

∑
wm

i (1− cc)r̃
−1/2
1 ψ1 (B.14)

= (1− cσ)
2p0 + [(1− cσ)B

−1/2
0 − (1− cc)B

−1/2
1 ]

√
cσ(2− cσ)µeffψ1 . (B.15)

Since v2 = −(1− cc)r̃
−1/2
1 [ψ1, . . . , ψ1] with ψ1 6= 0, given that according to (B.8), B1 = α1B0 + α2ψ1ψ

>
1 + α3q1q

>
1 ,

for α1, α2, α3 some nonnegative constants and α2 + α3 > 0 since c1 + cµ > 0, and ψ1, q1 6= 0 (see below), we have
(1− cσ)B

−1/2
0 6= (1− cc)B

−1/2
1 . Moreover, up to scaling ψ2, . . . , ψs sufficiently smaller than ψ1, we can ensure that

pt 6= 0 for t ∈ {3, . . . , 2s}. Then, by Lemma 5.9, and by composition since St+1
θ0

(v1:t+1) = S1
St
θ0

(v1:t)
(vt+1) we find

by induction that S2s
θ0

is differentiable at v1:2s. Then, by induction, since q̃t+1 = (1− cc)q̃t+
√
cc(2− cc)µeffw

>
mṽt+1

with ṽ2t+1 = [ψt+1, . . . , ψt+1] and ṽ2t+2 = −(1− cc)[ψt+1, . . . , ψt+1], we find that, for every t ∈ {0, . . . , s− 1}, we
have:

q̃2t+1 =
√
cc(2− cc)µeffψt+1 and q2t+2 = 0. (B.16)

For t = 0, . . . , s− 1, let κ1t ∈ R be arbitrary (we fix the value of κ1t later in the proof). We set, given an arbitrary
real number ε1 ∈ R, for t = 0, . . . , s− 1:

h2t+1 = [(r̃h2t)
−1/2 − r̃

−1/2
2t + (r̃h2t)

−1/2κ1t ε1]× [ψt+1, . . . , ψt+1] ∈ Rdµ

which implies
h̃2t+1 = [1− (r̃h2t/r̃2t)

1/2 + κ1t ε1]× [ψt+1, . . . , ψt+1] (B.17)
and

h2t+2 = −(1− cc)[(r̃
h
2t+1)

−1/2 − r̃
−1/2
2t+1 + (r̃h2t+1)

−1/2κ1t ε1]× [ψt+1, . . . , ψt+1] ∈ Rdµ ,

so that, by induction, starting from (B.2) we have:

q̃h2t+1 = (1− cc)q̃
h
2t +

√
cc(2− cc)µeffw

>
m((r̃h2t/r̃2t)

1/2ṽ2t+1 + h̃2t+1) (B.18)
= (1− cc)× 0 (B.19)

+
√
cc(2− cc)µeffw

>
m

(
(r̃h2t/r̃2t)

1/2 +
(
1− (r̃h2t/r̃2t)

1/2 + κ1t ε1

))
[ψt+1, . . . , ψt+1] (B.20)

=
√
cc(2− cc)µeff

(
1 + κ1t ε1

)
ψt+1 (B.21)

and

q̃h2t+2 = (1− cc)q̃
h
2t+1 +

√
cc(2− cc)µeffw

>
m((r̃h2t+1/r̃2t+1)

1/2ṽ2t+2 + h̃2t+2)

= (1− cc)
√
cc(2− cc)µeff

(
1 + κ1t ε1

)
ψt+1

− (1− cc)
√
cc(2− cc)µeffw

>
m

√ r̃h2t+1

r̃2t+1
+

1−

√
r̃h2t+1

r̃2t+1
+ κ1t ε1

 [ψt+1, . . . , ψt+1]

= 0

Note that, for i = 1, . . . , µ:

(r̃h2t)
1/2 × (vi2t+1 + hi2t+1) =

(
(r̃h2t/r̃2t)

1/2 +
(
1− (r̃h2t/r̃2t)

1/2 + κ1t ε1

))
ψt+1 =

(
1 + κ1t ε1

)
ψt+1 .

Then, using (B.9), we obtain for t ∈ {0, . . . , s− 1}, when ε1 → 0:

Bh
2t+1 = (1− c1 − cµ)B

h
2t + c1cc(2− cc)µeff(1 + κ1t ε1)

2ψt+1ψ
>
t+1 (B.22)

+ cµ

µ∑
i=1

wc
i

(
1 + κ1t ε1

)2
ψt+1ψ

>
t+1 (B.23)

= (1− c1 − cµ)B
h
2t + [c1cc(2− cc)µeff + cµ]×

(
1 + 2κ1t ε1

)
ψt+1ψ

>
t+1 + o(ε1) (B.24)
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From (B.8), we have that

B2t+1 = (1− c1 − cµ)B2t + c1q̃2t+1q̃
>
2t+1 + cµ

µ∑
i=1

wc
i ṽ

i
2t+1(ṽ

i
2t+1)

>

= (1− c1 − cµ)B2t + c1cc(2− cc)µeffψt+1ψ
>
t+1 + cµ

µ∑
i=1

wc
iψt+1ψ

>
t+1

= (1− c1 − cµ)B2t + [c1cc(2− cc)µeff + cµ]ψt+1ψ
>
t+1

that we use in (B.24) to obtain

Bh
2t+1 = B2t+1 + (1− c1 − cµ)

(
Bh

2t −B2t

)
+ [c1cc(2− cc)µeff + cµ]× 2︸ ︷︷ ︸

:=cb

κ1t ε1ψt+1ψ
>
t+1 + o(ε1)

= B2t+1 + (1− c1 − cµ)
(
Bh

2t −B2t

)
+ cbκ

1
t ε1ψt+1ψ

>
t+1 + o(ε1) . (B.25)

Moreover, for i = 1, . . . , µ:

(r̃h2t+1)
1/2 × (vi2t+2 + hi2t+2) = −(1− cc)

(
(r̃h2t+1/r̃2t+1)

1/2 +
(
1− (r̃h2t+1/r̃2t+1)

1/2 + κ1t ε1

))
ψt+1

= −(1− cc)
(
1 + κ1t ε1

)
ψt+1 .

Thus, we obtain, by (B.9) and (B.25):

Bh
2t+2 = (1− c1 − cµ)B

h
2t+1 + cµ

µ∑
i=1

wc
i (1− cc)

2(1 + κ1t ε1)
2ψt+1ψ

>
t+1

= (1− c1 − cµ)B2t+1 + (1− c1 − cµ)
2
(
Bh

2t −B2t

)
+ (1− c1 − cµ)cbκ

1
t ε1ψt+1ψ

>
t+1

+ cµ(1− cc)
2(1 + κ1t ε1)

2ψt+1ψ
>
t+1 + o(ε1)

= (1− c1 − cµ)B2t+1 + cµ(1− cc)
2ψt+1ψ

>
t+1 + (1− c1 − cµ)

2
(
Bh

2t −B2t

)
+ dbκ

1
t ε1ψt+1ψ

>
t+1 + o(ε1)

with
db = (1− c1 − cµ)cb + 2cµ(1− cc)

2 = 2(1− c1 − cµ) (c1cc(2− cc)µeff + cµ) + 2cµ(1− cc)
2 .

Yet, by (B.8) since by (B.16) q2t+2 = 0 and by (B.11) ṽi2t+2 = −(1− cc)ψt+1:

B2t+2 = (1− c1 − cµ)B2t+1 + cµ(1− cc)
2ψt+1ψ

>
t+1 .

Therefore,
Bh

2t+2 −B2t+2 = (1− c1 − cµ)
2
(
Bh

2t −B2t

)
+ dbκ

1
t ε1ψt+1ψ

>
t+1 + o(ε1) .

Then, by induction, we get,

Bh
2s = B2s + ε1

s∑
t=1

(1− c1 − cµ)
2s−2tdbκ

1
t−1ψtψ

>
t + (1− c1 − cµ)

2s(Bh
0 −B0) + o(ε1) ,

with Bh
0 −B0 = 0 by definition. By induction on k ∈ {1, . . . , s− 2}, we set for t ∈ {0, . . . , s− 1}:

v2t+2ks+1 = r̃
−1/2
2t+2ks[ψt+1, . . . , ψt+1] ∈ Rdµ ,

and
v2t+2ks+2 = −(1− cc)r̃

−1/2
2t+2ks+1[ψt+1, . . . , ψt+1] ∈ Rdµ .

We also set, given arbitrary real numbers εk ∈ R and for some κkt ∈ R for t ∈ {0, . . . , s− 1}:

h2t+2ks+1 = [(r̃h2t+2ks)
−1/2 − r̃

−1/2
2t+2ks + (r̃h2t+2ks)

−1/2κstε1]× [ψt+1, . . . , ψt+1] ∈ Rdµ

and

h2t+2ks+2 = −(1− cc)[(r̃
h
2t+2ks+1)

−1/2 − r̃
−1/2
2t+2ks+1 + (r̃h2t+2ks+1)

−1/2κstε1]× [ψt+1, . . . , ψt+1] ∈ Rdµ .
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Then, similarly to above, we obtain q2(k+1)s = 0 and

Bh
2(k+1)s = B2(k+1)s + εk

s∑
t=1

(1− c1 − cµ)
2s−2tdbκ

k
t−1ψtψ

>
t + (1− c1 − cµ)

2s(Bh
2ks −B2ks) + o(εk) .

Thus, by induction, we get qh2s(s−1) = 0 and

Bh
2s(s−1) = B2s(s−1) +

s−1∑
k=1

εk(1 − c1 − cµ)
2s(s−1)−2ks

s∑
t=1

(1 − c1 − cµ)
2s−2tdbκ

k
t−1ψtψ

>
t + o(ε1:s−1)

Note moreover that we can assume again that pt 6= 0, up to choosing again the ψk, k > 2, sufficiently smaller than
ψ1.

By Lemmas 5.3 and 5.5, for any v2s(s−1)+1 ∈ O1
θ2s(s−1)

, there exists v2s(s−1)+2:2s(s−1)+4 ∈ O3
θ2s(s−1)+1

such that
z2s(s−1)+4 = q2s(s−1)+4 = 0. Moreover, when v2s(s−1)+1 → 0, then we have that z2s(s−1)+1 and q2s(s−1)+1 tend
to 0 and thus we can impose that v2s(s−1)+2:2s(s−1)+4 → 0 as well. In particular, we can choose v2s(s−1)+1 small
enough such that pt 6= 0 for t = 2s(s− 1) + 1, . . . , 2s(s− 1) + 4. Hence, by Lemma 5.9, S2s(s−1)+4

θ0
is differentiable

at v2s(s−1)+4 (we have that R is differentiable at Σ̂t for all t = 1, . . . , T by imposing v1:T small enough, see the
beginning of the proof).

Consider then (S1, . . . ,Ss−1) a basis of kerDρ(B2s(s−1)+4). For k = 1, . . . , s−1, we can choose then the κkt ∈ R,
t = 0, . . . , s− 1 so that we have

(1− c1 − cµ)
2s(s−1)−2ks

s∑
t=1

(1− c1 − cµ)
2s−2tdbκ

k
t−1ψtψ

>
t = Sk . (B.26)

This is possible since (ψ1ψ
>
1 , . . . , ψsψ

>
s ) is a basis of Sd, and by the intermediate value theorem applied to the LHS

of (B.26), for k = 1, . . . , s. Set T = 2s(s− 1) + 4. Then, we have, when ε1:s−1 → 0,

Bh
T = BT +

s−1∑
k=1

εkSk + o(ε1:s−1) . (B.27)

Therefore, since Sk ∈ kerDρ(BT ) for k = 1, . . . , s, we have

ρ

(
BT +

s−1∑
k=1

εkSk + o(ε1:s−1)

)
= ρ(BT ) +

∑s−1

k=1
εk Dρ(BT )Sk︸ ︷︷ ︸

=0

+o(ε1:s−1) = ρ(BT ) + o(ε1:s−1)

and using (B.1) and (B.27)

Σ̂
h

T =
BT +

∑s−1
k=1 εkSk + o(ε1:s−1)

ρ
(
BT +

∑s−1
k=1 εkSk + o(ε1:s−1)

) =
BT +

∑s−1
k=1 εkSk

ρ (BT )
+ o(ε1:s−1)

= Σ̂T +

s−1∑
k=1

εkρ (BT )
−1

Sk + o(ε1:s−1).

However, (S1, . . . ,Ss−1) is a basis of kerDρ(BT ), and by Lemma 5.8, kerDρ(BT ) = kerDρ(Σ̂T ) = TΣ̂T
ρ−1({1}).

Thus we have shown that for every hΣ ∈ TΣ̂T
ρ−1({1}) for which we can find εk such that hΣ =

∑s−1
k=1 εkρ (BT )

−1
Sk,

there exist hz, hp ∈ Rd, hr ∈ R and h1:T ∈ (Rdµ)T such that DST
θ0
(v1:T )h1:T = [hz, hp, 0, hΣ, ht] which is the

statement (ii) of the lemma. The statements (i) and (iii) have been proven earlier in the proof.

B.2 Proof of Lemma 5.11
Proof of Lemma 5.11. Let θ0 ∈ X be a steadily attracting state satisfying Lemma 5.10. Then, there exists T0 > 0

and v1:T0 ∈ OT
θ0

such that conditions (i), (ii), (iii) of Lemma 5.10 are satisfied. Let T > T0, v1:T ∈ OT
θ0

and
h1:T ∈ VT . We denote for every t ∈ {1, . . . , T}

θt = (zt, pt, qt, Σ̂t, rt) := St
θ0(v1:t) and θht = (zht , p

h
t , q

h
t , Σ̂

h

t , r
h
t ) := St

θ0(v1:t + h1:t).
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Let s = d(d+ 1)/2 be the dimension of Sd. Then, kerDρ(Σ̂T0) = TΣ̂T0
ρ−1({1}) is a vector space of dimension

s − 1. Let (S1, . . . ,Ss−1) be a basis of kerDρ(Σ̂T0
). Then for k = 1, . . . , s − 1, by condition (ii) in Lemma 5.10,

there exists ξk1:T0
∈ VT0 such that DST0

θ0
(v1:T0

)ξk1:T0
= [hz, hp, 0,Sk, hr] (for some hz, hp, hr). If h1:T0

= εkξ
k
1:T0

∈ VT0

for εk ∈ R, we have by Taylor expansion and linearity of the differential:

Σ̂
h

T0
= Σ̂T0

+ εkSk + o(εk) .

Set then h1:T0 =
∑s−1

k=1 εkξ
k
1:T0

, so that, by linearity of the differential:

Σ̂
h

T0
= Σ̂T0 +

s−1∑
k=1

εkSk + o(ε1:s−1) . (B.28)

Moreover, by conditions (ii) and (iii) in Lemma 5.10, we get

zT0 = qT0 = 0 and p := pT0 6= 0 , (B.29)

and by Taylor expansion since ST0

θ0
(v1:T0

+ h1:T0
) = ST0

θ0
(v1:T0

) +
∑s−1

k=1 εkDS
T0

θ0
(v1:T0

)ξk1:T0
+ o(ε1:s−1)

zhT0
= 0 +O(ε1:s−1) and qhT0

= 0 + o(ε1:s−1) and phT0
= p+O(ε1:s−1) . (B.30)

Let j ∈ N and set T = T0 + j + 5 and
vT0+1:T0+j+5 = 0 (B.31)

Then vT0+1:T0+j+5 = 0 ∈ Oj+5
θT0

by Proposition 5.6. Since zT0
= qT0

= 0, then we obtain by applying the update
equations (5.5) and (5.7), that zT0:T = qT0:T = 0. By condition (i) in Lemma 5.10, ST0

θ0
is differentiable at v1:T0

.
Moreover, for t = T0, . . . , T −1, we have zt = qt = 0 and vt+1 = 0, hence by Lemma 5.9 (case a) S1

θt
is differentiable

at vt+1. By chain rule, ST
θ0

is differentiable at v1:T .
We set hT0+1:T0+j = 0, then since θhT0+j = Sj

θh
T0

(vT0+1:T0+j) by applying (5.5), (5.6) and (5.7) with v = 0 and
using (B.30), we have

zhT0+j = 0 +O(ε1:s−1) and qhT0+j = 0 + o(ε1:s−1) and phT0+j = (1− cσ)
jp+O(ε1:s−1) . (B.32)

Moreover, set 
hT0+j+1 = (H1, . . . , H1) ∈ Rdµ for some H1 ∈ Rd

hT0+j+2 = −(1− c1 − cµ)
−1/2Γ(pT0+j+1)

−1hT0+j+1

hT0+j+3 = (H3, . . . , H3) ∈ Rdµ for some H3 ∈ Rd

hT0+j+4 = −(1− c1 − cµ)
−1/2Γ(pT0+j+3)

−1hT0+j+3

hT0+j+5 = (H5, . . . , H5) ∈ Rdµ for some H5 ∈ Rd

Note that pT0+k = (1− cσ)
kp for k = 1, . . . , j + 5 by (5.6), and by Taylor expansion:

phT0+j+1 = (1− cσ)
j+1p+O(ε1:s−1,H1) .

Yet, Γ is locally Lipschitz by Γ1, thus Γ(phT0+j+1) = Γ((1 − cσ)
j+1p) + O(ε1:s−1,H1). Moreover, since by R1, we

have rT0+k = R((1− c1 − cµ)R(Σ̂T0+k)
−1Σ̂T0+k) = 1− c1 − cµ and since R is locally Lipschitz by R2, we have

rhT0+k = R((1− c1 − cµ)R(Σ̂T0+k)
−1Σ̂T0+k +O(h1:T0+k)) = 1− c1 − cµ +O(h1:T0+k)

= 1− c1 − cµ +O(ε1:s−1) +O(hT0+1:k) . (B.33)

When H1,H3,H5, ε1:s−1 → 0, since
θhT0+j+1 = S1

θh
T0+j

(0+hT0+j+1) (B.34)

by applying (5.5) we find

zhT0+j+1 =
zhT0+j + cmH1√
rhT0+j+1Γ(p

h
T0+j+1)
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and thus using (B.32) and (B.33):

zhT0+j+1 = cm(1− c1 − cµ)
−1/2Γ((1− cσ)

j+1p)−1H1 +O(ε1:s−1) + o(H1)

so,

zhT0+j+2 =
zhT0+j+1 − cm(1− c1 − cµ)

−1/2Γ(pT0+j+1)
−1H1√

rhT0+j+2Γ(p
h
T0+j+2)

= O(ε1:s−1) + o(H1) .

Likewise,
zhT0+j+4 = O(ε1:s−1) + o(H1,H3),

so that, in the end, since R is locally Lipschitz by R2 and Γ is locally Lipschitz by Γ1, then

zhT = zhT0+j+5 = O(ε1:s−1) + o(H1,H3) + cmr
−1/2
T Γ(pT )

−1H5+o(H5).

Furthermore using (B.34) and (B.32),

qhT0+j+1= (1− cc)(r
h
T0+j)

−1/2qhT0+j +
√
cc(2− cc)µeff(0 +H1)

=
√
cc(2− cc)µeffH1 + o(ε1:s−1)

and

qhT0+j+2= (1− cc)(r
h
T0+j+1)

−1/2qhT0+j+1

+
√
cc(2− cc)µeff(0− (1− c1 − cµ)

−1/2Γ((1− cσ)
j+1p)−1H1)

= (1− cc)(1− c1 − cµ +O(ε1:s−1,H1))
−1/2

√
cc(2− cc)µeffH1 + o(ε1:s−1)

+
√
cc(2− cc)µeff(1− c1 − cµ)

−1/2Γ((1− cσ)
j+1p)−1H1

= (1− c1 − cµ)
−1/2

[
1− cc − Γ((1− cσ)

j+1p)−1
]√

cc(2− cc)µeff︸ ︷︷ ︸
=:dp

j+1

H1 + o(ε1:s−1,H1) .

Likewise,

qhT0+j+3 = (rT0+j+2)
−1/2(1− cc)q

h
T0+j+2 +

√
cc(2− cc)µeffH3

= (1− c1 − cµ)
−1/2(1− cc)d

p
j+1H1 +

√
cc(2− cc)µeffH3 + o(ε1:s−1,H1)

and

qhT0+j+4 = (rT0+j+3)
−1/2(1− cc)q

h
T0+j+3 −

√
cc(2− cc)µeff(1− c1 − cµ)

−1/2Γ((1− cσ)
j+3)−1H3

= (1− c1 − cµ)
−1(1− cc)

2dpj+1H1 + (1− c1 − cµ)
−1/2(1− cc)

√
cc(2− cc)µeffH3

−
√
cc(2− cc)µeff(1− c1 − cµ)

−1/2Γ((1− cσ)
j+3)−1H3 + o(ε1:s−1,H1,H3)

= (1− c1 − cµ)
−1(1− cc)

2dpj+1H1 + dpj+3H3 + o(ε1:s−1,H1,H3) ,

where dpk := (1− c1 − cµ)
−1/2

[
1− cc − Γ((1− cσ)

kp)−1
]√

cc(2− cc)µeff for k = j + 1, j + 3. Then,

qhT = qhT0+j+5= (rhT0+j+4)
−1/2(1− cc)q

h
T0+j+4 +

√
cc(2− cc)µeffH5

= (1− c1 − cµ)
−3/2(1− cc)

3dpj+1H1

+ (1− c1 − cµ)
−1/2(1− cc)d

p
j+3H3 +O(H5) + o(ε1:s−1,H1,H3) .

For t = 0, . . . , T , we denote Σt = R(Σ̂t)
−1Σ̂t and Σh

t = R(Σ̂
h

t )
−1Σ̂

h

t . For t = T0, . . . , T − 1, given the choice of
vT0+1:T0+j+5 = 0 in (B.31), we have then Σ̂t+1 = (1− c1 − cµ)Σt/ρ((1− c1 − cµ)Σt) and by R1

Σt+1=
Σ̂t+1

R(Σ̂t+1)
=

(1− c1 − cµ)Σt

R((1− c1 − cµ)Σt)
= Σt .
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Thus, Σt = ΣT for t = T0, . . . , T . Moreover, we have for k = 0, . . . , j:

Σ̂
h

T0+k+1 =
(1− c1 − cµ)Σ

h
T0+k + c1q

h
T0+k+1(q

h
T0+k+1)

> + cµ
∑µ

i=1 w
c
ih

i
T0+k+1(h

i
T0+k+1)

>

ρ((1− c1 − cµ)Σ
h
T0+k + c1qhT0+k+1(q

h
T0+k+1)

> + cµ
∑µ

i=1 w
c
ih

i
T0+k+1(h

i
T0+k+1)

>)

Since ρ is C1 by ρ2, hence locally Lipschitz, and qhT0+k+1(q
h
T0+k+1)

> = 0 + O(‖h1:T0+k‖2) = o(h1:T0+k), we have
then:

Σ̂
h

T0+k+1 =
(1− c1 − cµ)Σ

h
T0+k

ρ((1− c1 − cµ)Σ
h
T0+k)

+ o(h1:T0+k) =
Σh

T0+k

ρ(Σh
T0+k)

+ o(h1:T0+k) = Σ̂
h

T0+k + o(h1:T0+k) ,

where we have used ρ1 to simplify the above equation. Therefore, we obtain by induction and using (B.28) that

Σ̂
h

T0+k = Σ̂T0
+

s−1∑
k=1

εkSk + o(ε1:s−1,H1,H3,H5)

and thus, using ΣT0+k = ΣT , and since R is locally Lipschitz by R2:

Σh
T0+k =

Σ̂
h

T0+k

R(Σ̂
h

T0+k)
=

Σ̂T0 +
∑s−1

k=1 εkSk + o(ε1:s−1,H1,H3,H5)

R(Σ̂T0
+
∑s−1

k=1 εkSk + o(ε1:s−1,H1,H3,H5))

=
Σ̂T0

R(Σ̂T0)︸ ︷︷ ︸
=ΣT0

+O(ε1:s−1) + o(H1,H3,H5) =ΣT +O(ε1:s−1) + o(H1,H3,H5) . (B.35)

It follows that:

phT0+j+1 = (1− cσ)p
h
T0+j +

√
cσ(2− cσ)µeff(Σ

h
T0+j)

−1/2 × (0 +H1)

= (1− cσ)
j+1p+

√
cσ(2− cσ)µeffΣ

−1/2
T H1 +O(ε1:s−1) + o(H1)

and

phT0+j+2 = (1− cσ)p
h
T0+j+1

+
√
cσ(2− cσ)µeff(Σ

h
T0+j+1)

−1/2 × (0− (1− c1 − cµ)
−1/2Γ((1− cσ)

j+1p)−1H1)

= (1− cσ)
j+1p+ (1− cσ)

√
cσ(2− cσ)µeffΣ

−1/2
T H1

−
√
cσ(2− cσ)µeff(1− c1 − cµ)

−1/2Γ((1− cσ)
j+1p)−1Σ

−1/2
T H1

+O(ε1:s−1) + o(H1,H3,H5)

= (1− cσ)
j+2p+ cpj+1Σ

−1/2
T H1 +O(ε1:s−1) + o(H1,H3,H5) .

Likewise,

phT0+j+3 = (1− cσ)p
h
T0+j+2 +

√
cσ(2− cσ)µeff(Σ

h
T0+j+2)

−1/2 × (0 +H3)

= (1− cσ)
j+3p+ (1− cσ)c

p
j+1Σ

−1/2
T H1

+
√
cσ(2− cσ)µeffΣ

−1/2
T H3 +O(ε1:s−1) + o(H1,H3,H5)

and

phT0+j+4 = (1− cσ)p
h
T0+j+3

+
√
cσ(2− cσ)µeff(Σ

h
T0+j+3)

−1/2 × (0− (1− c1 − cµ)
−1/2Γ((1− cσ)

j+3p)−1H3)

= (1− cσ)
j+4p+ (1− cσ)

2cpj+1Σ
−1/2
T H1 + (1− cσ)

√
cσ(2− cσ)µeffΣ

−1/2
T H3

−
√
cσ(2− cσ)µeff(1− c1 − cµ)

−1/2Γ((1− cσ)
j+3p)−1Σ

−1/2
T H3

+O(ε1:s−1) + o(H1,H3,H5)

= (1− cσ)
j+4p+ (1− cσ)

2cpj+1Σ
−1/2
T H1 + cpj+3Σ

−1/2
T H3 +O(ε1:s−1) + o(H1,H3,H5) ,
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where cpk := (1− cσ − (1− c1 − cµ)
−1/2Γ((1− cσ)

kp))−1
√
cσ(2− cσ)µeff for k = j + 1, j + 3. Finally,

phT0+j+5 = (1− cσ)p
h
T0+j+4 +

√
cσ(2− cσ)µeff(Σ

h
T0+j+4)

−1/2 × (0 +H5)

= (1− cσ)
j+5p+ (1− cσ)

3cpj+1Σ
−1/2
T H1

+ (1− cσ)c
p
j+3Σ

−1/2
T H3 +O(ε1:s−1) + o(H1,H3) +O(H5) .

By R2, we have

rhT = R
(
(1− c1 − cµ)R(Σ̂

h

T−1)
−1Σ̂

h

T−1 + o(H1,H3,H5)
)

= (1− c1 − cµ)R(Σ̂
h

T−1)
−1R(Σ̂

h

T−1) + o(H1,H3,H5)

= 1− c1 − cµ + o(H1,H3,H5) = rT + o(H1,H3,H5) ,

where we have used R1 to simplify the first line into the second line in the above equation. All in all, when
H1,H3,H5, ε1:s−1 → 0,

θhT = θT +


O(ε1:s−1)
O(ε1:s−1)

0∑s−1
t=1 εtSt

0

+ o(ε1:s−1,H1,H3,H5)

+


(1− c1 − cµ)

−1/2Γ(pT )
−1cmH5

(1− cσ)×
[
(1− cσ)

2cpj+1Σ
−1/2
T H1 + cpj+3Σ

−1/2
T H3

]
+O(H5)

(1− cc)(1− c1 − cµ)
−1/2 ×

[
(1− cc)

2(1− c1 − cµ)
−1dpj+1H1 + dpj+3H3

]
+O(H5)

0
0

 .

We identify the Taylor expansion of ST
θ0
(v1:T +h1:T ) in (5.20), with Lz = (1− c1− cµ)−1/2Γ(pT )

−1cm and LΣ
k = Sk

for k = 1, . . . , s− 1 and

WL = span(ξ11:T0
, . . . , ξs−1

1:T0
)× {0}j ×

(
1

−(1− c1 − cµ)
−1/2Γ((1− cσ)

j+1p)

)>

Rdµ

×
(

1
−(1− c1 − cµ)

−1/2Γ((1− cσ)
j+3p)

)>

Rdµ × Rdµ

and L : WL → Rs−1 × (Rd)3 maps a vector h1:T ∈ WL to a vector (ε1:s−1,H1,H3,H5) ∈ Rs−1 × (Rd)3 such that

h1:s−1 =

s−1∑
k=1

εkξ
k
1:T0

;hs+j:s+j+1 =

(
H1

−(1− c1 − cµ)
−1/2Γ((1− cσ)

j+1p)H1

)

hs+j+2:s+j+3 =

(
H3

−(1− c1 − cµ)
−1/2Γ((1− cσ)

j+1p)H3

)
;hs+j+4 = H5 .

Since the scalars ε1, . . . , εs−1 ∈ R and the vectors H1,H3,H5 ∈ Rd above can be chosen arbitrary and independently
of each other, the linear application L : WL → Rs−1 × (Rd)3 is surjective.

B.3 Proof of Proposition 5.7
Proof of Proposition 5.7(a) and (c). Suppose that either cc 6= 1, cσ 6= 1 and 1− cc 6= (1− cσ)

√
1− c1 − cµ, or that

cc 6= 1, cσ = 1. Assume moreover that cµ > 0. Apply then Lemmas 5.11 and 5.12 to get that there exist T ∈ N and
v1:T ∈ OT

θ0
with

(a) in the case cσ 6= 1, rge DST
θ0
(v1:T ) ⊃ Rd × Rd × Rd × TΣT

ρ−1({1})× {0};
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(c) in the case cσ = 1, rge DST
θ0
(v1:T ) ⊃ Rd × {0} × Rd × TΣT

ρ−1({1})× {0}.

In both cases, consider arbitrary hz, hp, hq ∈ Rd, HΣ ∈ TΣT
ρ−1({1}), with hp = 0 if cσ = 1, so that there exists

h1:T ∈ VT satisfying DST
θ0
(v1:T )h1:T = (hz, hp, hq,HΣ, 0)

>. By Taylor expansion, we have then

ST
θ0(v1:T + h1:T ) =


zT + hz
pT + hp
qT + hq
Σ̂T +HΣ

rT

+ o(h1:T ) .

Since R is positive and positively homogeneous, it is not constant around Σ̂T . Besides, R is differentiable at Σ̂T

and thus there exists w ∈ Rd such that DR(Σ̂T )(ww
>) 6= 0. Consider the nonconstant smooth function

Gw : s ∈ R 7→ FΣ(qt, R(Σ̂t)
−1Σ̂t, rt; s[w, . . . , w]) ,

see (5.14). Since R is locally Lipschitz on Sd
++, then R is locally Lipschitz on the submanifold rge Gw, which

is nontrivial since Gw is nonconstant. Then, by Rademacher’s theorem [19, Corollary B.5], R is differentiable at
Gw(s) for almost every s ∈ R. Moreover, we know that Σ̂T = Gw(0) and that DR(Σ̂T )(ww

>) 6= 0. Thus, by
upper semicontinuity of Clarke’s Jacobian [19, Proposition B.9], there exists a sufficiently small s > 0 such that
DR(Gw(s))(ww

>) 6= 0.
Then, we can find ε = sw ∈ Rd a nonzero vector small enough so that, if vT+1 = [ε, . . . , ε] ∈ O1

θT
, then R is

differentiable at Σ̂T+1, and DR(Σ̂T+1)(εε
>) 6= 0. Moreover, up to taking s > 0 smaller, we can assume that Γ

is differentiable at pT+1 6= 0 by Γ1. Hence by composition and by Lemma 5.9, ST+1
θ0

is differentiable at v1:T+1.
Indeed, by chain rule [13, Corollary 2.6.6], we have

DST+1
θ0

(v1:T+1)h1:T+1 = DF (ST
θ0(v1:T ), vT+1)

(
DST

θ0(v1:T )(h1:T ), hT+1

)
Let hT+1 = [h, . . . , h] ∈ Rdµ for some arbitrary h ∈ Rd. Then,

ST+1
θ0

(v1:T+1 + h1:T+1)

=


Fz(zT + hz, pT + hp, R(Σ̂T +HΣ)

−1(Σ̂T +HΣ), rT ; [ε+ h, . . . , ε+ h])

Fp(pT + hp, R(Σ̂T +HΣ)
−1(Σ̂T +HΣ); [ε+ h, . . . , ε+ h])

Fq(qT + hq, rT ; [ε+ h, . . . , ε+ h])

FΣ(qT + hq, R(Σ̂T +HΣ)
−1(Σ̂T +HΣ), rT ; [ε+ h, . . . , ε+ h])

Fr(qT + hq, R(Σ̂T +HΣ)
−1(Σ̂T +HΣ), rT ; [ε+ h, . . . , ε+ h])

+ o(h1:T+1)

see (5.11)-(5.15). Moreover, we have

Fz(zT + hz, pT + hp, R(Σ̂T +HΣ)
−1(Σ̂T +HΣ), rT ; [ε+ h, . . . , ε+ h])

=
zT + hz + cm(h+ ε)

r
1/2
T+1Γ(pT+1) +O(h, hp, hq,HΣ)

+ o(h1:T+1)

= Fz(zT , pT , R(Σ̂T )
−1(Σ̂T ), rT ; [ε, . . . , ε]) + r

−1/2
T+1 Γ(pT+1)

−1hz +O(h, hp, hq,HΣ) + o(h1:T+1) ,

Fp(pT + hp, R(Σ̂T +HΣ)
−1(Σ̂T +HΣ); [ε+ h, . . . , ε+ h])

= (1− cσ)(pT + hp) +
√
cσ(2− cσ)µeffR(Σ̂T +HΣ)

1/2(Σ̂T +HΣ)
−1/2(ε+ h) + o(h1:T+1)

= Fp(pT , R(Σ̂T )
−1(Σ̂T ); [ε, . . . , ε]) + (1− cσ)hp +O(h,HΣ) + o(h1:T+1) ,

Fq(qT + hq, rT ; [ε+ h, . . . , ε+ h])

= r
−1/2
T (1− cc)(qT + hq) +

√
cc(2− cc)µeff(ε+ h) + o(h1:T+1)

= Fq(qT , rT ; [ε, . . . , ε]) + (1− cc)r
−1/2
T hq +

√
cc(2− cc)µeffh+ o(h1:T+1) = qT+1 + h+q + o(h1:T+1) ,
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where h+q = (1− cc)r
−1/2
T hq +

√
cc(2− cc)µeffh,

Fr(qT + hq, R(Σ̂T +HΣ)
−1(Σ̂T +HΣ), rT ; [ε+ h, . . . , ε+ h])

= R
(
(1− c1 − cµ)R(Σ̂T +HΣ)

−1(Σ̂T +HΣ) + c1[qT+1 + h+q ][qT+1 + h+q ]
> + cµ[ε+ h][ε+ h]>

)
+ o(h1:T+1)

= R(Σ̃T+1) +DR(Σ̃T+1)[(1− c1 − cµ)R(Σ̂T +HΣ)
−1HΣ]

+DR(Σ̃T+1)[c1[qT+1(h
+
q )

> + h+q q
>
T+1]] +DR(Σ̃T+1)[cµ[εh

> + hε>]] + o(h1:T+1)

= Fr(qT , R(Σ̂T )
−1(Σ̂T ), rT ; [ε, . . . , ε]) + (1− c1 − cµ)R(Σ̂T )

−1DR(Σ̃T+1)HΣ

+ c1DR(Σ̃T+1)[qT+1(h
+
q )

> + h+q q
>
T+1] + cµDR(Σ̃T+1)[εh

> + hε>] + o(h1:T+1)

= Fr(qT , R(Σ̂T )
−1(Σ̂T ), rT ; [ε, . . . , ε]) +DR(Σ̃T+1)H̃

+
Σ + o(h1:T+1) ,

where
H̃+

Σ = (1− c1 − cµ)R(Σ̂T )
−1HΣ + c1[qT+1(h

+
q )

> + h+q q
>
T+1] + cµ[εh

> + hε>]

and
Σ̃T+1 = (1− c1 − cµ)R(Σ̂T )

−1(Σ̂T ) + c1qT+1q
>
T+1 + cµεε

> .

Let (x, y) ∈ Rd × R. Since cµ > 0 and DR(Σ̃T+1)(εε
>) 6= 0 (since as seen above DR(Σ̂T+1)(εε

>) 6= 0 and Σ̂T+1 is
proportional to Σ̃T+1, see Lemma 5.8), there exists h = lε, where

l = (y − c1DR(Σ̃T+1)[qT+1x
> + xq>T+1]− (1− c1 − cµ)R(Σ̂T )DR(Σ̃T+1)HΣ)/(2cµDR(Σ̃T+1)(εε

>)) ,

and hq = (1− cc)
−1r

1/2
T (x−

√
cc(2− cc)µeff lε) such that h+q = x and

DR(Σ̃T+1)H̃
+
Σ = (1− c1 − cµ)DR(Σ̃T+1)R(Σ̂T )

−1HΣ + c1DR(Σ̃T+1)[qT+1x
> + xq>T+1] + 2lcµ[εε

>] = y

Therefore, the linear map (hq, h) 7→ (h+q ,DR(Σ̃T+1)H̃
+
Σ) valued in Rd × R is surjective. Besides,

Σ̂
h

T+1 := FΣ(qT + hq, R(Σ̂T +HΣ)
−1(Σ̂T +HΣ), rT ; [ε+ h, . . . , ε+ h]) =

Σ̃
h

T+1

ρ(Σ̃
h

T+1)
,

where

Σ̃
h

T+1 = Σ̃T+1 + (1− c1 − cµ)R(Σ̂T )
−1HΣ + c1[qT+1(h

+
q )

> + h+q q
>
T+1]

+ cµ[εh
> + hε>] + o(h1:T+1) = Σ̃T+1 + H̃+

Σ + o(h1:T+1) .

Therefore, by using the Taylor expansion ρ(Σ̃
h

T+1)
−1 = ρ(Σ̃T+1)

−1 −Dρ(Σ̃T+1)H̃
+
Σ + o(h1:T+1) since ρ is positive

and continuously differentiable by ρ2, we get

FΣ(qT + hq, R(Σ̂T +HΣ)
−1(Σ̂T +HΣ), rT ; [ε+ h, . . . , ε+ h])

= FΣ(qT , R(Σ̂T )
−1(Σ̂T ), rT ; [ε, . . . , ε]) + ρ(Σ̃T+1)

−1H̃+
Σ − (Dρ(Σ̃T+1)H̃

+
Σ)Σ̃T+1 + o(h1:T+1) .

All in all, by Taylor expansion,

DST+1
θ0

(v1:T+1)h1:T+1 =


r
−1/2
T+1 Γ(pT+1)

−1hz +O(h, hp, hq,HΣ)
(1− cσ)hp +O(h,HΣ)

h+q
ρ(Σ̃T+1)

−1H̃+
Σ − (Dρ(Σ̃T+1)H̃

+
Σ)Σ̃T+1

DR(Σ̃T+1)H̃
+
Σ

 ,

which proves that every element in Rd×Rd×Rd×TΣ̂T+1
ρ−1({1})×R is reached by the linear map DST+1

θ0
(v1:T+1)

when cσ 6= 1 so DST+1
θ0

(v1:T+1) is surjective, hence of maximal rank, which proves the statement (a) (with T + 1

instead of T ). When cσ = 1, the statement (c) follows as well as there exists p = 0 ∈ Rd such that for every
(z, q,Σ, r) ∈ Rd × Rd × TΣ̂T+1

ρ−1({1})× R, (z, p, q,Σ, r) belongs to the range of DST+1
θ0

(v1:T+1).
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