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UrMapSens: Joint Mapping-Sensing Design of
Wireless Sensor Networks for Urban

Environmental Monitoring
Ahmed Boubrima, Walid Bechkit, Hervé Rivano, and Lionel Soulhac

Abstract— In this paper, we focus on the application of air quality
monitoring where wireless sensor networks (WSNs) collect pollu-
tion measurements to estimate ground-truth pollution maps. We
present UrMapSens, a novel WSN design strategy that aims to opti-
mize the deployment locations of sensor nodes and the estimation
of urban pollution maps. Unlike prior work, UrMapSens performs
the optimization of both sensor deployment locations and pollution
maps’ estimation in a joint way. We design our UrMapSens approach
based on data assimilation by combining physical models’ simula-
tions and expected sensor measurements in the estimation process
of air pollution maps. We ensure a joint mapping-sensing design by
determining the optimal number and locations of sensor nodes at
the same time, in addition to finding the best way of assimilating the measurements that will be collected. Moreover, we
use enhanced linearization techniques to provide a convex mathematical model based on mixed integer programming,
which can be solved efficiently using numerical solvers. To validate UrMapSens in real-life scenarios, we designed an air
pollution monitoring platform and used it to collect a dataset of nitrogen dioxide concentrations in Lyon, France. Based
on the experimentally collected dataset, we perform extensive evaluations of the proposed approach and show that our
joint mapping-sensing design outperforms the prior work in which the optimization of sensor deployment locations and
pollution maps’ estimation are performed independently.

Index Terms— Wireless sensor networks, sensor deployment, air pollution monitoring, data assimilation, joint design,
experimental validation.

I. INTRODUCTION

A IR pollution is one of the major challenging issues in
developed cities which, by trying to provide enhanced

public services, highly increase urbanization and industrial-
ization. The harmful effects of air pollution on human health
and the environment have been widely established in several
studies. This includes for instance major diseases like cancer
and asthma, global climate change, acid rains, reduced outdoor
visibility, etc. [2]. The first step in tackling air pollution is to
ensure effective fine-grained monitoring of harmful pollutants.
The main aim of air pollution monitoring, and mainly air
pollution mapping, is usually to generate accurate pollution
maps in a given area [3].

Traditionally, air pollution monitoring has been operated by
environmental regional and governmental authorities, which
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use conventional measurement stations that are equipped
with high-quality sensing technologies allowing them to get
accurate measurements of air pollution concentrations. The
traditional reference stations are however massive and very
expensive to be deployed at the scale of the neighborhood.
These limitations of traditional stations pushed industrials to
build a more flexible solution through the use of tiny pollution
sensors which are less accurate but smaller than the stations
and most importantly highly cheaper [4]. Those sensors are
designed to be deployed in a large number in a given city and
usually communicate wirelessly forming, therefore, a wireless
sensor network (WSN) [5].

Although sensor nodes are low-cost and can be deployed
in a large scale, the deployment budget is usually limited and
thus only the necessary number of nodes should be deployed.
As a result, a deployment approach should be used to optimize
the number and the locations of sensor nodes while ensuring
reliable pollution monitoring [6]. The deployment optimization
is a major challenge in WSN design [7], and consists in
determining the optimal positions of sensors and sinks so as
to cover the environment and ensure the network connectivity
while optimizing an objective function such as the deployment
cost or the network lifetime [8]. The network is said connected
if each sensor can communicate information to at least one
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sink node.
In addition to measurement-based traditional monitoring, air

pollution maps can be also obtained using physical models
(also called atmospheric dispersion simulators) which simulate
the phenomenon of air pollution dispersion. Physical models
take as input the locations of pollution sources, the pollutant
emission rate of each pollution source, and meteorological
data (temperature, wind, etc.) in order to estimate the pollutant
concentration at a given location [9].

In this paper, we propose UrMapSens, a novel WSN-based
air pollution monitoring strategy that aims to optimize the
deployment locations of sensor nodes and the estimation of
pollution maps. We use in this paper the terms pollution
sensing and pollution mapping to refer to the optimization of
sensor deployment locations and pollution maps’ estimation
respectively. UrMapSens performs the optimization of both
sensor deployment locations (i.e. pollution sensing) and pol-
lution maps’ estimation (i.e. pollution mapping) in a joint way
in contrary to prior work that aims to optimize either sensing
[10] [11] [12] or mapping [13] [14] [15] [16] [17] [18].

We design UrMapSens based on data assimilation by
combining physical models’ simulations and expected sensor
measurements in the estimation process of air pollution maps.
We ensure a joint mapping-sensing of air pollution monitoring
by determining at the same time the optimal number and
locations of sensor nodes, in addition to finding the best way
of assimilating the measurements that will be collected. To that
end, we define an appropriate mathematical formulation of pol-
lution coverage quality in the context of air pollution mapping.
Indeed, we formulate the quality of air pollution mapping of
a given sensor network, depending on the assimilation error
of pollution concentration at locations where no sensor is
deployed. The assimilation error is defined as the difference
between the unknown ground truth (or real) value of pollution
concentration and the concentration obtained by applying an
adequate data assimilation method on the measurements of
sensor nodes and the outputs of physical models. We then
use our formulation of air quality mapping combined with
mathematical linearization techniques to define a deployment
model using mixed integer linear programming (MILP).

In order to validate our proposed approach in real-life sce-
narios, we designed an air pollution monitoring platform and
used it to collect an accurate dataset of nitrogen dioxide con-
centrations. The collected dataset allowed us to characterize
in a realistic way the inputs of the data assimilation process,
which are used in our deployment optimization approach.

This paper is an extension of our preliminary work previ-
ously published in [1]. We highlight below the main extensions
and contributions compared to [1]

• In the early version of our work, the key idea was
to use data assimilation in order to define an appro-
priate mathematical formulation of coverage quality in
the context of air pollution mapping by formulating
the quality of air pollution mapping of a given sensor
network depending on the assimilation error of pollution
concentration at locations where no sensor is deployed.
Unlike our preliminary work, we propose in the journal
version to optimize jointly and at the same time both

the positioning of the sensors and the data assimilation
parameters. That is, we determine at the same time the
optimal number and locations of sensor nodes in addition
to finding the best way of assimilating the measurements
that will be collected at the selected locations.

• In order to validate our approach in real-life scenarios,
and contrary to our preliminary work, we evaluate the
proposed deployment model while considering a data-
based characterization of the inputs of the optimization
process. To that end, we designed an air pollution moni-
toring platform and used it to collect an accurate dataset
of nitrogen dioxide pollution concentrations.

• We perform in this journal extension multiple evaluations
in order to assess the performance of our joint optimiza-
tion of WSN deployment and pollution data assimilation.
Among our results, we show that the joint optimization
process outperforms the standard optimization way that
we previously proposed in our preliminary work in [1].

The remainder of this paper is organized as follows. We
first review the related work on the deployment issue of WSN
in section II. Then, we present in detail our mathematical
formulation of coverage quality in section III. Next, we present
our optimization model in section IV. We then present the
evaluation data set and analyze the obtained results in sections
V and VI before concluding our paper.

II. RELATED WORK

We review in what follows the main prior work on wireless
sensor networks’ deployment. Prior work, which started in the
early 2000s, focuses on the optimal placement of sensor nodes
so that the deployment region is covered and the connectivity
between nodes is maintained while minimizing the deployment
cost of the network or maximizing the network lifetime [8]
[19].

Chakrabarty et al. were among the first authors to tackle
the WSN deployment problem as they proposed in [20]
[21] to represent the deployment region as a grid of points.
They formulated coverage while assuming that each sensor
has a circular detection area, which defines the points that
a sensor can cover. In [22], Meguerdichian and Potkonjak
proposed to leverage the analogy between coverage and the Set
Cover Problem [23], an NP-complete optimization problem,
in order to reduce the complexity of the method proposed by
Chakrabarty et al. [20]. Both prior works assumed uniform
coverage between all the target grid points as opposed to
Altinel et al., who proposed in [24] to use integer linear
programming in order to consider different coverage require-
ments among the sensor field points. This was followed by
the works in [25] [26] that integrated data fusion in the
coverage definition in order to take into account the sensors’
collaborative detection of targets while relying on probabilistic
sensing models.

More recent methods improved upon the aforementioned
ones by integrating the communication constraints in the
design of the proposed deployment methods as in [7] [27]
[28] where authors used mixed integer programming to define
the communication paths between the network nodes and
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ensure the connectivity of the proposed solutions. Moreover,
recently published works as in [29] [30] [31] [32] [33] [34]
proposed dedicated heuristics, which provide near-optimal
solutions in minimal time. Furthermore, authors in [35] [36]
[37] address also the energy efficiency of the deployed nodes
by maximizing, for instance, the number of cover sets while
ensuring energy-aware connectivity.

The works mentioned so far target mainly the application
of event detection where sensor networks are mostly used to
detect harmful events (also called targets) that might occur
in the environment. Nevertheless, they do not fit applications
where sensors are characterized by inherent correlations and
hence measure correlated values depending on their spatial
and temporal location as in our application of regular air
quality monitoring. Indeed, air pollution sensors need to come
into contact with the pollutants in order to measure their
concentrations.

Authors in [10] [11] [12] [38] [39] proposed to address the
specific category of correlation-based sensor applications by
first assuming the existence of a set of data snapshots char-
acterizing the spatio-temporal variability of the phenomenon
to monitor, and then formulating the problem of finding
the best locations of sensors to reconstruct the data of the
whole phenomenon. However, these existing works are generic
and are not adapted to the application of regular air quality
monitoring as they assume that the physical phenomenon to
be monitored is either Gaussian or can be described with a
stationary process. Indeed, the dispersion of pollutants in the
air is more complicated than the Gaussian distribution and is
usually handled using physical models that take into account
the impact of weather conditions and pollution emissions [40].

In addition to being generic and not well adapted to
the application of air pollution monitoring, existing WSN
deployment methods are designed to optimize only sensor
locations without optimizing the mapping of the phenomenon
of interest. On the contrary, we propose and validate in the
next sections a novel WSN-based air pollution monitoring
strategy that aims to optimize the deployment locations of
sensor nodes and the estimation of pollution maps in a joint
way by incorporating the variables of the pollution estimation
process in the formulation of the optimal sensor locations.

III. COVERAGE QUALITY METRIC FORMULATION

In this section, we use data assimilation fundamentals in or-
der to define the coverage metric of our optimization approach.
Given a set of space locations with associated simulated
pollution concentrations in addition to a limited number of
measurements, we estimate air pollution concentrations by
combining both the simulations and the sensor measurements.
We focus on the Best Linear Unbiased Estimation (BLUE)
method. The efficiency of BLUE in providing accurate es-
timations compared to other simulations’ correction methods
has been demonstrated in many literature works [16] [41] [42].
The main notations used in this section are summarized in
table I.

Description Dim.
p Space points l × 1
g Unknown ground truth vector l × 1
s Simulations’ vector l × 1
s∗ Unbiased simulations’ vector l × 1
z Measurements’ vector n× 1
c Corrected simulations’ vector l × 1
H Measurements-to-Space mapping matrix n× l
δ Vector of random simulation errors l × 1
θ Vector of random sensing errors n× 1
γ Mean vector of simulation errors l × 1
B Covariance matrix of simulation errors l × l
F Covariance matrix of corrected simulations’ errors l × l
R Covariance matrix of sensing errors n× n
W Correction weights matrix l × n

TABLE I: Main notations

A. Inputs

Deployment region.: Let p be a vector of l discrete points
approximating the space in 2D or 3D. i.e. p = [p1, p2, ..., pl]

T

where pi = (xi, yi, zi). Without loss of generality, we assume
that sensors can be deployed at any location within p. We
use g ∈ Rl to denote the unknown ground truth pollution
concentrations at the l points of space. i.e. g = [g1, g2, ..., gl]

T

where gi is the pollution concentration at point i.
Sensor measurement locations.: Let z ∈ Rn be the set of

measurements performed using a set of sensors that are located
at n different locations (n being much less than l) in space p.
i.e. z = [z1, z2, ..., zn]

T where zi is measurement number i.
To map measurements to space locations, we define a matrix
H ∈ Rn×l where each matrix element hij is a Boolean set to
1 if measurement number i is performed at point j. Note that
H is a matrix where the sum of each row is equal to 1.

Sensing errors.: We assume that each measurement i has
a random error θi. With these definitions, z can be written
as a function of g as in formula 1. In matrix form, this is
equivalent to formula 2 where θ is the vector of measurement
errors.

zi = (
∑

j∈[1,l]

hij · gj) + θi (1)

z = Hg + θ (2)

We assume that θi has a zero mean and a variance equal
to ri. This is usually the case when pollution sensors are
properly calibrated, in which case the variance of measurement
errors is given by the manufacturer [43]. We also assume
that measurement errors are uncorrelated because they mainly
depend on the electronics of the sensing mechanism. Hence,
the covariance matrix R ∈ Rn×n of sensing errors is diagonal.

Physical models’ simulations.: We denote by s ∈ Rl the
vector of simulated concentrations where si, the simulated
value at point i, has an error δi with respect to the ground
truth value gi as in formula 3.

s = g + δ (3)

Simulation errors can be of any distribution but we assume
that their covariance matrix B and their mean vector γ are



4 IEEE SENSORS JOURNAL, 2024

known. We denote by s∗ the vector of unbiased simulations
as follows:

s∗ = s− γ (4)

Note that Matrix B and vector γ are specific to a given
atmospheric dispersion simulator. They can therefore be ap-
proximated using existing simulations together with measure-
ments data collected from other deployments that exist in other
regions of interest. Indeed, actual sensor data in addition to
pollution simulation results can be used to provide a statistical
sample of simulation errors and therefore approximate the
mean error values in γ and covariances in B.

In case there are no existing deployments that can be
leveraged, our approach can still be used in practice following
a short pre-deployment phase where a few sensors are used to
collect real-world data that is used to sample simulation errors
and then approximate mean errors and covariances.

In order to approximate matrix B using the obtained sample
of simulation errors, note that the covariance can be defined as
a function of variances and spatial correlations when dealing
with spatial phenomena such as air pollution [44]. Based on
that, we use the obtained sample of pollution simulation errors
in order to first calculate separately the variances and the
correlations of simulation errors. We provide an example of
this process in section V as we use sensor data obtained from a
4-month pre-deployment phase in Lyon, France to characterize
the simulation errors of atmospheric pollution simulators.

B. Formulation of simulations’ correction

Given an unbiased simulation vector s∗, a measurement
vector z and a matrix H defining measurement locations, the
objective is to get an estimation vector c ∈ Rl by combining
both measurements and simulation outputs; i.e. c = f(s∗, z).
In the case of the Best Linear Unbiased Estimation (BLUE),
c is defined as in formulas 5 and 6.

ci = s∗i +
∑

j∈[1,n]

wij · (zj −
∑

k∈[1,l]

hjk · s∗k) (5)

c = s∗ +W (z −Hs∗) (6)

Note that ci is therefore a correction of the simulated
value s∗i and this correction is obtained by subtracting a
weighted combination of the drifts between measurements and
simulations. The correction weights are defined by the matrix
W . In order to minimize the average variance of corrected
simulations’ errors, the weights in matrix W are calculated
using the formula 7 [45]. Note that in this case, W depends
neither on the measurements z nor on the simulations s∗,
but is rather a function of simulation and measurement error
covariances that are defined by matrices B and R respectively.

W = BHT (R+HBHT )−1 (7)

Let ηi be the error of the corrected simulation with respect to
the unknown ground truth value at point i defined as in formula
8. By replacing c using formula 6 and after simplification, we

can write η as a function of random measurement errors θ
and random simulation errors δ as in formula 9.

η = c− g (8)

η = (δ − γ) +W (θ −H(δ − γ)) (9)

Note that the mean of corrected simulation errors η is 0
because measurement errors θ are unbiased and γ is the mean
of simulation errors δ. In this case, the covariance matrix F
of corrected simulations’ errors is a function of matrices W ,
B and H as demonstrated in [45] as:

F = (Il −WH)B, (10)

where Il is the identity matrix. Formula (10) is equivalent
to formula (11) after replacing W based on formula (7).

F = (Il −BHT (R+HBHT )−1H)B (11)

C. Pollution coverage metric
We recall that H defines the locations of pollution sensors

and hence a given sensor network topology. To take into
account the quality of physical simulations’ correction in the
sensors’ deployment process, we define our pollution coverage
metric as the overall variance of corrected simulations’ errors,
which corresponds to the trace of matrix F . We use in the
following section our pollution coverage metric to constrain
the deployment optimization of sensor nodes to the require-
ments of the assimilation of pollution measurements in order
to improve the quality of physical simulations.

IV. URMAPSENS: JOINT OPTIMIZATION OF WSN
DEPLOYMENT AND SIMULATIONS’ CORRECTION

In this section, we propose a WSN deployment mixed
integer programming model where the objective is to reduce
air pollution simulation errors given a certain deployment
budget. Sensor nodes should be therefore deployed in such
a way to minimize the trace of the matrix F defined in
the previous section. In addition to optimizing the location
of sensor nodes, we also optimize the pollution simulations’
correction parameters (i.e. the correction weights matrix W ).
Indeed, and in contrast to the data assimilation literature works
which focus on only optimizing the correction weights W [45],
we aim to determine jointly and at the same time the optimal
positioning of sensor nodes in addition to finding the best way
of assimilating the measurements that will be collected at the
selected locations.

A. Optimization model: minimization of simulations’
errors with budget and connectivity constraints

Using a fine characterization of air pollution simulation
errors (matrix B and vector γ) and sensing errors (matrix R),
we aim to find the optimal sensor positions and assimilation
weights that correct the simulations s in the best way while
respecting a given deployment budget. In addition, we ensure
that the deployed sensors form a connected network. That is,
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each sensor is capable of communicating its collected data to
the network sink node either directly or through neighboring
sensor nodes.

1) Objective, coverage constraints and main variables: The
main decision variables of the optimization model are the
matrix H which defines the optimal sensor locations in
addition to the matrix W which defines the parameters of
the physical simulations’ correction process. We define our
objective function as in formula 12 in order to ensure the
minimization of the overall variance of corrected simulations’
errors fii, i ∈ [1, l].

Moreover, we derive from formulas 7 and 11 presented
in the previous section the scalar form of simulation errors’
variances fii as in constraints 13 and 14 where bij , hij ,
wij , and rij are the elements of matrices B, H , W , and R
respectively.

Let parameters costij define the cost of deploying a node
i at point j. Based on that, we define constraint 15 to ensure
that the overall cost of nodes does not exceed the maximum
allowed deployment budget, denoted using the input parameter
BUDGET .

In addition to the main coverage decision variables (hij ,
wij , and fii), and in order to take into the network connectivity
constraints that are discussed in the next subsection, we use
extra decision variables yi (denoting the optimal location of
the network sink node) and gij (denoting the communication
traffic between nodes i and j).

Objective: minimize
∑

i∈[1,l]

fii (12)

Subject to:
Pollution estimation constraints:

∀i1 ∈ [1, l], j1 ∈ [1, n],
∑

i2∈[1,l]

bi1i2 · hj1i2 =

∑
j2∈[1,n]

wi1j2 · (
∑

i2∈[1,l]

rj2i2 +
∑

i3∈[1,l]

hj2i2 · hj1i3 · bi2i3)

(13)

∀i ∈ [1, l], fii = bii · (1−
∑

j∈[1,n]

wij · hji)

−
∑

i′∈[1,l] | i′ ̸=i, j∈[1,n]

wij · hji′ · bi′i (14)

Deployment budget constraint:∑
i∈[1,n], j∈[1,l]

hij · costij ≤ BUDGET (15)

Auxiliary constraints:

∀j ∈ [1, l],
∑

i∈[1,n]

hij ≤ 1 (16)

∀i ∈ [1, n],
∑

j∈[1,l]

hij ≤ 1 (17)

Decision variables:
hij , yi ∈ {0, 1}; wij ∈ [0, 1]; fii, gij ∈ R+

2) Connectivity constraints: We formulate the pollution sen-
sor network connectivity as a flow problem. We consider the
same potential positions set for both sensors and the network
sink node while using binary variables yi to define the optimal
location of the sink node in the deployment region. We denote
by Γ(i), i ∈ [1, l], the set of neighbors of a node deployed
at the potential position i. This set can be determined using
sophisticated path loss models. It can also be determined
using the binary disc model, in which case Γ(i) = {j ∈
[1, l] where j ∈ Disc(i, R)} where R is the communication
range of sensors. Then, we define the decision variables gij as
the flow quantity transmitted from a node located at potential
position i to another node located at potential position j.

In order to formulate the network connectivity constraints,
we suppose that each sensor of the resulting WSN generates a
flow unit in the network, and then we verify if these generated
units can be recovered by sink nodes. Constraints 18 and 19 are
designed to ensure that each deployed sensor generates a flow
unit in the network. In addition, constraint 20 is designed to
ensure that absent nodes (i.e. corresponding to locations with
no deployed sensors) do not participate in the communication
process. Finally, Constraint 21 ensures that the overall flow is
conservative, i.e. the flow sent by the deployed sensors has to
be received by the deployed sink node.

Connectivity constraints:∑
j∈Γ(i)

gij −
∑

j∈Γ(i)

gji ≥
∑

k∈[1,n]

hki − (l + 1) · yi, i ∈ [1, l]

(18)∑
j∈Γ(p)

gij −
∑

j∈Γ(p)

gji ≤
∑

k∈[1,n]

hki, i ∈ [1, l] (19)

∑
j∈Γ(i)

gij ≤ l ·
∑

k∈[1,n]

hki, i ∈ [1, l] (20)

∑
i∈[1,l]

∑
j∈Γ(i)

gij =
∑

i∈[1,l]

∑
j∈Γ(i)

gji (21)

We provide in Fig. 1 an example of a pollution sensor
network in order to show how the connectivity constraints are
executed. Here, we have 5 sensor nodes that have been already
located using the coverage constraints and we already have a
potential location of the sink node. Our objective is to verify
if the network is connected or not using the flow concept.

• In Fig. 1, the dotted lines are not valid links because
the sensors that are involved in those lines are not close
enough. Therefore, flow units are not sent over those links
thanks to constraints 18, 19 and 20.

• We force all the sensors to send each a flow unit. Note that
some nodes send their flow unit directly to the sink node
whereas the others go through their neighbors. Also note
that the flow is conservative on each node, for instance, a
node that receives a unit from a neighbor has to send to
the sink two units: its unit plus the one of its neighbor.



6 IEEE SENSORS JOURNAL, 2024

• Finally, note that the overall flow is conservative thanks
to constraint 21: the sink node receives all the 5 units
generated by the 5 sensor nodes.

Fig. 1: Illustrative example of the flow concept.

3) Linearization of the optimization model: Due to the prod-
uct of decision variables h and w in constraints 13 and 14,
the optimization model is not convex and hence cannot be
solved efficiently with state-of-the-art optimization solvers. To
address that, we use linearization techniques [46] that allow us
to transform the variables’ products into linear constraints and
therefore get a convex and mixed integer linear programming
model (MILP), which can be solved efficiently in practice [47].

We linearize each product of two binary variables hab · hcd

by replacing it with a new variable vabcd that is defined using
the following constraints:

vabcd ≤ hab

vabcd ≤ hcd

vabcd ≥ hab + hcd − 1 (22)

Furthermore, we linearize each product of a real variable
and a binary variable wab · hcd by replacing it with a new
variable oabcd that is defined as in the following constraints:

oabcd ≤ wab

oabcd ≤ hcd

oabcd ≥ wab − (1− hcd)·
oabcd ≥ 0 (23)

B. Dual model: minimization of the deployment cost with
coverage constraints

In addition to the optimization model previously presented
in this section, we also consider in this paper the case of
the dual problem where the objective is to minimize the
deployment cost while ensuring that the corrected simulation
errors’ overall variance does not exceed a given threshold. In
this case, the objective function to minimize is defined using
the budget formulation in formula 15. In addition, we define
a new pollution coverage constraint in order to restrict the
trace of matrix F to the threshold input value of corrected
simulation errors’ variance.

C. Resolution of the optimization model
The proposed optimization model is based on mixed integer

linear programming that can be solved using exact MILP

solvers. In terms of complexity, the execution time of the
MILP solvers increases exponentially with the size of the
problem. Indeed, the complexity of MILP models is mainly
due to the number of binary variables which causes an
exponential increase in the number of iterations when using the
exact MILP solvers. Based on this fact, we use the MILP form
of the proposed formulation only to solve small and medium-
sized instances. For large problem instances, we design a
heuristic algorithm that allows us to reduce the execution
time of the deployment approach while providing near-optimal
deployment solutions.

Tuning the exact MILP solvers while using an input in-
tegrality gap value is a common technique to get feasible
solutions of the MILP models within a reasonable execution
time. This integrality gap value defines the quality gap between
the theoretical optimal solution and the current solution of the
MILP solver during its execution time.

In order to solve our optimization model on large instances
in a reasonable time while getting near-optimal solutions, we
propose in this paper to leverage the well-known concept of
linear relaxation (Algorithm 1). Linear relaxation is an ap-
proximation technique that allows us to reduce the complexity
of our designed integer programming model by relaxing the
integrality constraints of binary decision variables hij and
yj , thus resulting in a linear programming model that can
be solved efficiently using commercial solvers. The fractional
solutions of the resulting linear model are then rounded to
either 0 or 1 in order to obtain the desired solutions of the
original integer programming model [48].

Algorithm 1 Heuristic algorithm

Inputs: p
Outputs: {hij}, {yj}

repeat

Solve the assimilation-based LP deployment model
Let q be the maximum fractional variable among hij

and yj variables
Add constraint q = 1 to the LP model

until all the variables are binary

Algorithm: We first define the linear programming model
LP while considering the same objective function and con-
straints as our initial assimilation-based deployment model and
relaxing all the binary variables h and y. Note that since binary
variables are considered in the range of [0, 1], the solutions
of the LP model are not necessarily binary. Moreover, note
that in a given LP solution where deployment variables h
and y are fractional, the variable having the maximum value
(i.e. the closest binary variable to 1) corresponds to the most
important node in the satisfaction of coverage and connectivity
constraints. Based on this fact, we propose in each iteration of
our heuristic algorithm to deploy a sensor at point j̄ where hij̄

is the closet variable to 1 or to deploy the sink node at point
j̄ if yj̄ is the closest variable to 1. The loop, which performs
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iterative rounding after running the optimization model in each
iteration, stops once the deployment variables are equal to
either 0 or 1, and all the coverage and connectivity constraints
are ensured.

V. EXPERIMENTAL CHARACTERIZATION OF SIMULATION
ERRORS

The main input of the WSN deployment model that we
propose in this paper is the covariance matrix of air pollution
simulation errors, denoted B, which is the main parameter in
our pollution coverage metric formulation presented in formula
11. To validate our approach in real-life scenarios, we aim
in this section to experimentally characterize the covariance
matrix B. To that end, we collect a neighborhood-scale air
pollution dataset using a custom-built platform while focusing
on the nitrogen dioxide pollutant.

Moreover, and without loss of generality, we focus in the
evaluation part of this paper on the case of pollution simula-
tions that are generated by Sirane [40] [49] [50], which is an
enhanced atmospheric dispersion simulator that is designed for
urban areas and takes into account the impact of street canyons
on the pollution dispersion phenomenon.

In the following, we first present our air pollution moni-
toring platform. Then, we discuss the context of the collected
dataset and finally, we present the characterization process of
the covariance matrix of air pollution simulation errors.

A. UrPolSens: a WSN-based pollution sensing platform
In order to collect accurate pollution measurements at the

neighborhood scale, we designed a low-cost WSN-based air
quality monitoring platform while focusing on the energy
consumption of nodes compared to existing platforms. In our
platform, which is named UrPolSens and illustrated in Fig. 2,
sensor nodes measure the nitrogen dioxide pollutant (NO2) at
a 1Hz frequency (using B4 electrochemical sensing probes
that are developed by Alphasense Inc.; each NO2 probe is
connected to a 16-bit ads1115 ADC running at gain 4). In
addition, we also measure temperature and humidity using
DHT22 probes. NO2, humidity, and temperature sensing
probes are connected to an ATMEGA328P-PU, which is an
8-bit low-power microcontroller operating on 5V.

In Fig. 3, we provide a block diagram of our lab-designed
sensor nodes. Collected data is timestamped every second
using a real-time clock module before being stored in an
EEPROM short-term memory. Then, for every period of 10
minutes, the content of the EEPROM is transferred into an
SD card. Using the EEPROM memory allows us to minimize
the power consumption of the SD module, which is turned on
only for a few milliseconds every period of 10 minutes.

Sensors also transmit averaged collected data to a gate-
way every period of 10 minutes using low-power long-range
(LoRa) communication modules (Semtech SX1276). The gate-
way node (which is connected to a power outlet) forwards
the sensors’ data to the decision center using a cellular 4G
connection.

In terms of power consumption, and using the aforemen-
tioned sensing and communication periods, our sensor nodes

(a) Sensor node

(b) Core module

Fig. 2: An illustration of our lab-designed sensor nodes (a)
and the designed core module part (b).

consume on average 75mW (which corresponds to 15mA on
5V ). Each node is powered using 2 USB batteries (totaling
a 30000mAh capacity at 3.7V ) allowing it to run for over
2 consecutive months thanks to the low-power hardware
components used in our design.

Fig. 3: A block diagram of our sensor nodes.

B. Measurement campaign and collected dataset
We deployed a set of 12 UrPolSens sensors in the center

of Lyon, France from July to October 2018. The deployment
locations are depicted in Fig. 4, which highlights the 350m
x 150m deployment area. In order to ensure the accuracy of
the collected measurements, our sensor nodes were calibrated
based on reference sensors (blue cylinders in Fig. 2, which are
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Cairsens sensors provided by Cairpol Inc.) during 3 consec-
utive days before the main measurement campaign. Thanks
to this proper calibration, we concluded that our sensors have
less than 10% error compared to reference sensors.

Fig. 4: Deployment area of the UrPolSens platform.

C. Characterization of simulation errors

In order to evaluate our deployment approach in a real-
life scenario, and without loss of generality, we approximate
the B matrix of nitrogen dioxide pollution simulations that
are generated by Sirane, and this by building an empirical
covariance function using our collected measurements in ad-
dition to typical simulation outputs of Sirane. Mainly, we use
monthly pollution simulations that correspond to the same 4
months during which our data was collected (July - October
2018). We therefore obtain a set of 48 monthly simulation
values (4 monthly values at each of our 12 sensing locations)
in addition to the initial set of 48 monthly measurements.
Then, by subtracting simulations and measurements, we obtain
a dataset of real-world sensing errors of pollution simulations.

The covariance can be defined as a function of variances
and spatial correlations when dealing with spatial phenomena
such as air pollution [44]. We therefore use the aforementioned
real-world dataset of pollution simulation errors in order to
first characterize separately the variance and the correlation
functions of these errors before deriving their covariance
function (matrix B).

Characterization of the variance. We plot the variance of
simulation errors as a function of Sirane’s simulation values.
The corresponding results are depicted in Fig. 5 and show
that the higher the simulated value, the higher the variance
of Sirane’s errors. This results in a good linear fit with 95%
accuracy.

Characterization of the correlations. In addition to the
variance function characterization, we also characterize the
correlations between simulation errors at each 2 spatial lo-
cations using our pollution dataset. Mainly, we characterize
spatial correlations using the Euclidean distance between
sensing locations, and this is based on the fact that pollu-
tion is a spatially distributed phenomenon [51]. We depict
the corresponding results in Fig. 6, which shows that our
spatial correlations decrease as the distance between locations
increases. In addition, we show that using a Gaussian fit, we
achieve 90% accuracy.

Fig. 5: Characterization of the variance function of Sirane’s
simulation errors.

Fig. 6: Characterization of the spatial correlation function of
Sirane’s simulation errors.

VI. EVALUATION RESULTS

Our proposed optimization deployment model is a sen-
sor deployment strategy that ensures -by mathematical
construction- that the selected deployment locations of sen-
sor nodes are the optimal ones for improving air pollution
simulations. That is, given a set of air pollution simulations,
our deployment model is formulated to determine the best
locations where sensors should be placed in order to reduce
the errors of air pollution simulations.

In this section, we present the evaluations that we have
performed in order to assess the performance of our proposed
WSN deployment model. We consider as a potential deploy-
ment region (space area denoted p) an area of 500m x 500m
located in Lyon, France. We discretize our deployment area
while considering a 30m spatial granularity, which allows us to
consider 289 potential deployment locations of sensor nodes.

We run the empirical variance function (linear fit in Fig.
5) to build a variance map of simulation errors on top of our
potential deployment region and depict the output in Fig. 7. We
then use this variance map together with our characterization
of spatial correlations (Gaussian fit in Fig. 6) in order to
build the B matrix corresponding to the potential deployment
region.

In terms of nodes’ characteristics, we define matrix R by
setting the default variance of pollution sensing errors to
1[µg]2/m6 (provided by the nitrogen dioxide sensing cell
manufacturer). We also set the default communication range
of nodes to 100m.
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Fig. 7: Variance map of the deployment region in [µg]2/m6.

In the following, we first provide a proof-of-concept in order
to explain how the WSN deployment process is performed.
Then, we evaluate our pollution coverage efficiency which
is based on a joint optimization of sensor positioning and
simulations’ correction while providing a comparison to prior
work. Finally, we assess the impact of pollution estimation
requirements on network connectivity.

A. Proof of concept

In order to provide a proof of concept of our joint WSN
deployment and air pollution simulations’ correction, we run
our optimization model to minimize the deployment budget
while ensuring the network connectivity and an average as-
similation errors’ variance that is below a threshold equal to
100[ug]2/m6. We report the selected deployment locations
in Fig. 8 where sensors are depicted using blue circles and
relay nodes (i.e. nodes deployed to maintain the network
connectivity) are depicted using orange circles.

Fig. 8: Optimal deployment locations on top of the variance
map of simulation errors. Blue circles denote sensors and
orange circles denote relay nodes.

Fig. 8 shows that 40 sensors and 7 relay nodes are deployed
in total in order to ensure that the average variance of corrected
simulations is less than 100[ug]2/m6. Mainly, most sensors
are positioned at locations where the variance of simulation
errors is very high (greater than 150[ug]2/m6). This is because

the optimized correction error’s variance is a function of
simulation errors’ variance as already defined in formula 11.
Moreover, in high variance areas, nodes appear to be deployed
right next to each other (i.e. high density). This is indeed
due to the fact that the correlation between space locations
drops considerably beyond 50m according to our experimental
characterization in Fig. 6 (we recall that the spatial resolution
of the space grid in Fig. 8 is 30m).

B. Analysis of coverage results
We now evaluate the performance of our proposed deploy-

ment model in terms of the accuracy of corrected simulations
that can be obtained using our optimal deployment. We vary
the deployment budget and report in Fig. 9 the improve-
ment factor of the corrected simulations compared to Sirane’s
simulated values (i.e. ratio of the average variance of initial
simulation errors and corrected simulation errors). Moreover,
we consider two different cases in terms of sensing accuracy:
(ii) low sensing errors where the sensing errors’ variance is
set to 1[ug]2/m6; (ii) and mid-quality sensing errors where
the sensing error’s variance is set to 25[ug]2/m6.

Fig. 9: Performance improvement factor of our optimal de-
ployment model depending on the deployment budget and
sensing errors.

We first notice that the higher the number of nodes, the
higher the performance improvement. This is indeed expected
as deploying more sensors leads to the correction of the
simulations of more neighboring locations. Interestingly, the
results show that less than 50 sensors (out of 289 potential
locations) can reduce the variance of the errors of the Sirane
simulator by a factor of 2.

Figure 9 also shows that the performance improvement
achieved by our optimal deployment depends on the accuracy
of the sensing nodes. For instance, using only 45 nodes with
low sensing errors allows us to achieve more than a 2 improve-
ment factor whereas the performance improvement of the same
number of mid-quality sensors is around 1.8. Nevertheless, the
difference in terms of performance improvement between both
cases remains overall low, especially when only a few sensor
nodes are available to deploy.

C. Comparison to existing works
To analyze the performance benefit of our joint optimization

of WSN deployment and pollution simulations’ correction, we
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provide now a comparison between UrMapSens and existing
deployment methods where pollution mapping estimation pa-
rameters are not optimized. We use as a baseline the optimiza-
tion method presented in [1] and [19] where sensing positions
are optimized without optimizing pollution data assimilation.
We refer to the latter method by standard deployment opti-
mization and report in Fig. 10 the obtained results in terms of
corrected simulation errors’ average variance.

Fig. 10: Our joint optimization of WSN deployment and sim-
ulations’ correction compared to standard WSN deployment.

Results show that overall, we achieve on average 25%
errors’ variance reduction compared to the standard WSN de-
ployment model whether the number of deployed nodes is high
or low. This is because the parameters of simulation correction
(matrix W ) are highly connected to the optimal locations of
sensor nodes. As a result, a joint optimization of both outputs
allows the best simulation correction performance.

D. Analysis of connectivity results

Finally, we evaluate the impact of the connectivity range
on the use of the deployment budget and the quality of data
assimilation. While assuming that nodes are equipped with
long-range-capable radio modules (LoRa), we consider two
different scenarios depending on the communication range
of nodes: (i) a communication range equal to 100m; (ii)
and a longer communication range equal to 500m. We vary
the deployment budget and depict the resulting variance of
assimilation errors in Fig. 11.

Fig. 11: Impact of the deployment budget on coverage results
depending on nodes’ communication range.

Results show that using long-range communications leads
to less assimilation error when compared to short-range com-
munications for the same value of the deployment budget.
This is explained by the relay nodes that are added just to
ensure connectivity in the case of short-range communications,
which means that the deployment optimization of some nodes
is performed to improve connectivity but not necessarily
coverage.

Fig. 11 also shows that when the deployment budget in-
creases, the difference between the two communication tech-
nologies decreases. This is due to the deployment of coverage
nodes becoming so dense that the network is usually almost
connected even when using short-range communications.

VII. DISCUSSION: TIME SYNCHRONIZATION IN
POLLUTION SENSOR NETWORKS

Large-scale air pollution monitoring using low-cost wireless
pollution sensors requires efficient time synchronization in
order to ensure that pollution packets are accurately ordered
once they arrive at the sink node. Indeed, pollution assimi-
lation techniques, in general, and our proposed UrMapSens
approach, in particular, rely on data fusion to combine sen-
sor data and physical simulations in the pollution mapping
process. We assume that the construction of a pollution map
at a given time relies on measurements and simulations that
correspond also to the same and exact timestamp. As a
result, when sensor clocks are not synchronized, the pollution
mapping results obtained using our proposed optimization
approach are not guaranteed to be optimal.

Fortunately, the specifics of time-synchronization in
resource-constrained WSN networks have been recently inves-
tigated in the literature. Among the potential synchronization
approaches that fit our UrMapSens design is the BATS scheme
(Beaconless Asymmetric energy-efficient Time Synchroniza-
tion) [52]. Indeed, and adequately with the UrMapSens as-
sumptions, BATS relies on the sink nodes to carry out the com-
putational overhead of the time synchronization process while
assuming that sinks are equipped with powerful processors
and are not energy-constrained. Running the synchronization
procedure on sink nodes allows therefore to (i) reduce the
energy consumption of resource-constrained sensor nodes and
(ii) also reduce the synchronization errors that can result from
using the limited hardware of sensors. Furthermore, and in
contrast to traditional flooding-based synchronization schemes
where nodes broadcast beacon messages, BATS reduces the
communication overhead by relying instead on reverse one-
way message dissemination. This is achieved by reversing the
direction of synchronization messages from sink → sensors
to sensors → sink. As a result, the BATS scheme highly
reduces the energy consumption that is due to the time
synchronization process.

VIII. CONCLUSION

Wireless sensor networks (WSN) are widely used in envi-
ronmental applications where the aim is to sense a physical
phenomenon such as temperature, humidity, air pollution, etc.
Air pollution is one of the main physical phenomena that still
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need to be studied and characterized because it highly depends
on other phenomena such as temperature and wind variations.

In this paper, we tackle the deployment problem of wireless
pollution sensor networks and propose an application-aware
approach where both the positioning of pollution sensors and
the data assimilation parameters are optimized in a joint
way using mixed integer linear programming. In order to
experimentally validate our proposed approach, we applied it
to a real-world pollution dataset collected using custom-built
nitrogen dioxide sensors. This allowed us to assess the impact
of the optimization inputs on the results of our joint optimiza-
tion of WSN deployment and pollution data assimilation. As
a perspective, we plan to evaluate our approach using other
datasets that will be collected within different urban areas.
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