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Deep Equilibrium for Hyperparameter Estimation in
Dynamic PET Reconstruction

Alix Chazottes, Émilie Chouzenoux, Jean-Christophe Pesquet, and Florent Sureau

Abstract—Positron Emission Tomography (PET) is a functional
quantitative medical imaging modality with main applications in
oncology and treatment of neurodegenerative diseases. The re-
construction step solves a tomographic ill-posed inverse problem
with Poisson noise, with particularly high intensity for dynamic
protocols. The injected dose, radioactive tracer distribution, and
noise level, are also varying across the exams, which requires to
devise a sophisticated regularization scheme adapted to the pro-
tocol. In this work, we focus on constructing a parametric model
of the dose-dependence with a large number of hyperparameters
in regularized dynamic PET reconstruction. Our objective is
to emphasize the interpretability of the learned parameters.
Classical grid search becomes inefficient to explore such a high-
dimensional space of hyperparameters. This work investigates a
new approach based on the Deep Equilibrium (DEQ) framework.
Starting from an iterative algorithm, DEQ performs learning
on the fixed point of this algorithm seen as a (deep) sequence
of parameterized iterations. The dose-dependence model is then
built from a series of DEQ estimates obtained for a constant
number of detected events. The proposed method is validated
on a synthetic 2D+t database derived from acquired data of a
dynamic PET protocol.

Index Terms—PET image reconstruction, dynamic PET, Deep
Equilibrium

I. INTRODUCTION

POSITRON Emission Tomography (PET) is a functional
and quantitative imaging modality based on injecting a

radiotracer to a patient to target a specific molecular pathway,
with useful applications in oncology and in neurodegenerative
diseases study. Reconstruction of images of this radiotracer
distribution involves solving a tomographic ill-posed inverse
problems with Poisson noise. In dynamic PET, the temporal
evolution of the radiotracer distribution is estimated to derive
physiological information. The exam is typically divided into
several time frames to reconstruct, each with a low number
of detected events. The reconstruction problem is particularly
challenging as the signal to noise ratio is low, varies across
frames and across exams (in particular due to the injected
dose). This raises the need for constructing complex spatio-
temporal regularizers adapted to the dynamic protocol.

Deep Learning techniques have shown great potential in
medical imaging for a large number of tasks, including image
reconstruction [5]. In particular, hybrid reconstruction tech-
niques that combine learnt deep regularization operators and
physics-informed direct models have been explored to provide
accurate and explainable results.

When it comes to dynamic PET, various hybrid deep
learning approaches were already proposed for reconstruction

A.C., E.C. and J-C.P. are with the Center for Numerical Vision, Centrale-
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[2]. This work investigates an alternative approach, namely
the construction of a parametric model to capture the dose
dependence of ”optimal” hyperparameters of a spatio-temporal
regularization. This is achieved by estimating hyperparameters
at convergence for a given number of detected events. The
model parameters are then estimated by varying the number
of detected events. For the first step, estimating the relatively
large number of “optimal” hyperparameters using a grid-search
would be inefficient ; we rather propose to use the framework
of Deep Equilibrium (DEQ) models, developed for sequential
data [3]. To the best of our knowledge, such models have not
been used for dynamic PET reconstruction. We describe the bi-
level problem for hyperparameter optimization in Section II,
the parametric model and the data used on Section III, and
present our results on Section IV.

II. NOTATION AND BACKGROUND

A. Regularized Dynamic PET reconstruction

We denote by x ∈ RNT = (xt)1≤t≤T a sequence of T
images in time, with associated acquired data y ∈ RMT =
(yt)1≤t≤T . Following the approach in [1], the dynamic PET
reconstruction problem can then be formulated as

minimize
x∈RNT

+

f(x) = L(x, y) + ηΦ(x) +

⊺∑
t=1

λtΨ(xt, ϵ), (1)

where L is the Poisson negative log-likelihood and Φ (resp.
Ψ) is a temporal (resp. spatial) regularization term which
incorporates some prior knowledge on the images. These reg-
ularization terms are chosen as Φ(x) = 1

2

∑T
t=2 ∥xt − xt−1∥2

and Ψ(xt, ϵ) =
∑N

n=1

√
([Dhxt]n)2 + ([Dvxt]n)2 + ϵ2 with

Dh ∈ RN×N (resp. Dv ∈ RN×N ) the operator of horizontal
(resp. vertical) discrete gradient. For a given dose, the hyper-
parameters to estimate are the temporal parameter η > 0, the
spatial parameters λt > 0 for each frame t ∈ {1, . . . , T}, and
ϵ > 0 a smoothing hyperparameter.

B. Estimation of Regularization Hyperparameters

The estimation of hyperparameters η, ϵ, and λ = (λt)1≤t≤T

in (1) with T typically large (e.g., T = 20 in the dynamic
protocol considered here), dependent on the injected dose D,
can be formulated as a supervised learning problem:

minimize
ηD∈R∗

+,ϵD∈R∗
+,λD∈RT

+

∥x̂(ηD, ϵD, λD)− x∥2, (2)

where x is a reference low-noise image and x̂(η, ϵ, λ) a recon-
structed image obtained by solving (1) with hyperparameters
(η, ϵ, λ).
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III. MATERIALS AND METHODS

A. Proposed approach

To solve Problem (2), we trained a DEQ model [3], to
learn the regularization hyperparameters, for a patient, and
a constant number of detected coincidences corrected by the
number of background events (given D). We then repeat this
procedure for different values of D (taking into account proper
scaling of background events). As a final step, we perform a
fitting of the evolution of the estimated hyperparameters, as a
function of D, with a parametric model.

The forward pass requires to solve (1) for a given hyperpa-
rameter set (η, ϵ, λ). To do so, we followed the majorization-
minimization approach, using a logarithmic majorant surrogate
derived from [1, Example 3]. This choice is theoretically
expected not to impact the study [3]. The backward pass is
performed using PyTorch auto-differentiator.

B. Dataset

A synthetic dynamic database was derived from a 1-hour
exam (decomposed into 5× 60s, 5× 120s, 2× 150s and 8×
300s frames) on 18 healthy volunteers injected with 11C-PE2I,
a selective dopamine transporter radioligand. The approach
described in [6] was applied to the original time series to
produce a series of dynamic piecewise constants phantoms
based on PET measurements on 100 regions of interests. PET
simulations for a Biograph 6 TruePoint TrueV PET system
were then generated using an analytical simulator, by varying
the total number of detections during the exam [4] in the same
range as in the original database. The reference image in (2)
was chosen as the noise-free phantom.

C. Training the Deep Equilibrium model

For this study, the hyperparameters were learnt for a single
PET exam and a single axial slice at a time (2D+t data). For
a given PET image and a chosen dose, 96 noise realizations
where generated and then splitted into a training and validation
set of respectively 80 and 16 realizations. The loss function
was chosen as the Mean Squared Error (MSE) between the
original image and the reconstructed image, when solving (1)
with the hyperparameter set. The smoothing hyperparameter ϵ
was fixed equals to 0.1, and we focus on learning η and λ.

The DEQ model was implemented following the method-
ology described in [3], adapting the provided code and using
the Anderson acceleration for fixed point iteration with usual
convergence criteria based on relative difference (or maximum
number of 500 iterations, not reached in practice). The model
was trained on 50 epochs (in batchs of 16) using the Adam
optimizer, with a scheduled decreasing learning rate.

IV. RESULTS

A. DEQ approach compared to usual estimation methods

Table I shows some examples of final MSE values for the
DEQ model, compared to two state-of-the-art hyperparameter
estimation approaches where λ was set as a scalar (i.e., not
varying along time frame). The DEQ approach yields a much
better reconstruction quality in the same computational time,

which is visible on the reconstructed images (see Figure 1),
especially on frames with a low signal-to-noise ratio.

TABLE I: Comparison of the MSE for different estimation methods

Learnt Patient 1 Patient 1 Patient 2 Patient 2
params Dose 1 Dose 2 Dose 1 Dose 2

DEQ 21 5.26× 104 2.38× 105 4.03× 104 2.03× 105

DEQ 2 5.33× 104 2.58× 105 4.48× 104 2.14× 105

Grid search 2 5.33× 104 2.58× 105 4.51× 104 2.18× 105

TPE 2 5.38× 104 3.94× 105 4.51× 104 3.79× 105

Estimations based on Grid Search and a Tree Parzen Estimator (TPE) sampler
(Optuna) set to have equivalent computational times as the DEQ method.

(a) Reference
.

(b) DEQ - 21 params
(MSE: 0.95 × 105 )

(c) DEQ - 2 params
(MSE: 1.84 × 105 )

(d) Grid search
(MSE: 1.81 × 105 )

Fig. 1: Comparison of reference image (a) and absolute reconstruction errors
for 3 different hyperparameter estimation methods (normalized colorscale).

B. Robust regression for η and λ

Figure 2 shows an example of fitting of the learned value of
ηD for 6 doses, using four different parametric models. The
double exponential model yielded the best fit for each patient
with R2 scores over 0.98. Interestingly, regression coefficients
were found to be patient-robust. Double exponential models
were also the best fit for the λD dependency to dose.

Fig. 2: Example of fitting of the learned value ηD for 6 dose values D ∈
{150, 250, 300, 400, 500, 750} million of counts.

V. CONCLUSION

This work proposed the first use of the Deep Equilibrium
framework to the estimation of a high number of hyperparam-
eters in an iterative regularized TEP reconstruction approach.
A generic model for the dose-dependent hyperparameters was
learned, that could be applied for subsequent inference tasks.
These promising results open a broad range of perspectives in
the context of low-dose dynamic medical imaging.
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