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ABSTRACT

This paper addresses the problem of sparse signal recovery
from linearly transformed and noisy measurements. We pro-
pose to adopt the recent ‘deep unrolling’ paradigm, which
consists in creating a deep neural network inspired from an
iterative algorithm initially built for penalized loss minimiza-
tion. The iterations of the algorithm are recast as neural net-
work layers. The use of deep learning frameworks ensures an
efficient implementation and the possibility to learn the algo-
rithm native hyperparameters, through the minimization of a
task-oriented loss. For a given application, choosing an ade-
quate iterative scheme to unroll, and fine-tuning the architec-
ture is a challenging task. In this work, we present three deep
unrolled architectures dedicated to sparse signal recovery. We
then perform their comprehensive comparative study, through
the motivating application, arising in analytical chemistry, of
peak retrieval from blurred and noisy chromatography acqui-
sitions.

1. INTRODUCTION

Sparse signal restoration amounts to retrieving original data
from corrupted observations, assuming the sought solution is
a sparse vector characterised by few nonzero entries. Mea-
surements z ∈ Rm are related to groundtruth spike signal x ∈
Rn through the model

z = Hx+ ε, (1)

where H ∈ Rm×n is a linear operator simulating the acqui-
sition model, for instance a convolution, and ε ∈ Rm is the
realization of a noise, here assumed additive zero-mean i.i.d.
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Gaussian. The signal recovery problem consisting of estimat-
ing x from z is an inverse problem that was tackled thoroughly
in literature. A known approach relies on minimizing a de-
signed objective using iterative algorithms. For instance, in
explicit regularization [1], a cost function composed of a data
fidelity term and a prior term balanced by a regularization
hyperparameter is minimized. Regularization is incorporated
into the problem to mend the ill-posedness, by enforcing spar-
sity in the recovered estimate. For instance, ℓ1 norm, ℓ0 count
measure, or their smooth approximations [2, 3] can be used.
Another type of regularization consists in iterative or implicit
regularization [4] in which the implicit bias of first-order al-
gorithms is exploited to favor desirable properties of the so-
lution. In this case, the number of iterations plays the role of
the regularization parameter. Solving inverse problems like
(1) has also been addressed by supervised learning methods.
Common deep networks (such as CNNs) have been used for
signal deblurring [5], denoising [6], and reconstruction [7].
Such models are trained on large annotated databases, to learn
a mapping between inputs (degraded data) and outputs (orig-
inal data), to be used on test data. Lately, a new approach
called unrolling (or unfolding), combining model-based and
data-driven approaches has emerged [8]. The idea consists
in creating deep networks inspired from iterative algorithms,
such that each layer mirrors one iteration of the correspond-
ing algorithm. The benefits are (i) interpretability which con-
trasts with mainstream black-box supervised learning models,
(ii) computation speed provided by deep learning frameworks
such as Pytorch and Tensorflow, (iii) efficiency through su-
pervised and task-oriented tuning of the algorithm native hy-
perparameters. Many works have explored unrolling of var-
ious minimization algorithms, such as gradient descent [9],
interior point [10], half-quadratic [11], and proximal split-
ting methods [12, 13, 14, 15]. Bayesian approaches have
also recently been combined with unrolling in [16]. The de-
ployment of the unrolling principle involves several prereq-
uisites that might be application-dependent such as the op-
timization problem formulation, the algorithm to unroll, the
parameters to untie, etc. Several recent benchmark studies
have been made in the context of image processing, includ-



ing image restoration [14], and MRI reconstruction [17], but
1D signal restoration, as it occurs in analytical chemistry, re-
mains scarcely studied in that respect. In this work, we pro-
vide a comprehensive comparative benchmarking of deep un-
rolled methods for solving Problem (1). We design three un-
rolled architectures, relying on distinct optimization problem
formulation and resolution schemes. The first one relies on
a primal-dual algorithm [18] using an ℓ1-based constrained
formulation inspired from the implicit regularization frame-
work. Up to our knowledge, this is the first instance of un-
rolling such implicit formulation. The next two are inspired
from explicit regularization schemes, as more classically done
in unrolling, namely iterative soft thesholding (ISTA) [19]
based on ℓ1 penalty, and half-quadratic (HQ) algorithm [20],
that addresses a smoothed penalized least-squares formula-
tion. We compare the three iterative (i.e., unsupervised) and
unrolled (i.e., supervised) implementations on synthetic and
real datasets, from chromatography compound analysis. The
paper is organized as follows: in Section 2, we introduce the
mathematical notation and definitions useful for the rest of
the work. Section 3 describes our construction for the three
deep unrolled methods, devising the algorithms, designing the
architectures, and detailing our strategy to learn the desired
hyperparameters for each approach. Section 4 summarizes
our experimental settings, and presents our comparisons and
analysis. Lastly, Section 5 draws conclusions of the work.

2. MATHEMATICAL NOTATION

We adopt the convex analysis notation from [21]. Let H be
a Hilbert space, the subdifferential of a function f : H → R
at point x is the set valued operator ∂ f : H → 2H such that
∂ f (x) = {u ∈ H |(∀y ∈ H )⟨y− x|u⟩+ f (x) ≤ f (y)}. The
identity operator on H is denoted by Id. The set of proper,
convex and lower semi continuous (l.s.c) functions is denoted
by Γ0(H ) and the proximity operator is defined, for every x∈
H , by prox f (x) = argminu∈H f (u)+ 1

2∥x−u∥2
2. Finally, the

convex conjugate of a function is denoted, for every x ∈ H ,
by f ∗(x) = supu∈H ⟨x|u⟩− f (u). For a given convex closed
nonempty set C, ιC is the indicator function defined, for every

x ∈ H , by ιC(x) =

{
0, if x ∈C
+∞ otherwise

. The support function

σC = ι∗C is defined for all x ∈ H by σC(x) = supx′∈C⟨x′|x⟩.
We finally denote by B(z,ρ) the ℓ2 ball of center z and radius
ρ , expressed as B(z,ρ) = {z′ ∈ H | ∥z′− z∥2 ≤ ρ}.

3. PROPOSED METHOD

In this section, we design three unrolled architectures, built
upon proximal primal-dual, ISTA, and HQ iterative schemes
to solve (1). For each approach, (i) we formulate the opti-
mization problem to be solved, (ii) we derive the iterative al-
gorithm to solve it, and (iii) we propose the corresponding

unrolled neural network by reinterpreting the algorithm itera-
tions into layers, allowing to learn its hyperparameters.

3.1. Unrolled primal-dual (U-PD) architecture

3.1.1. Problem statement

Let us define x̂ ∈ Rn an estimate of x obtained by solving the
constrained minimization problem

x̂ ∈ arg min
x∈Rn

∥x∥1 s.t. ∥Hx− z∥2 ≤ ρ. (2)

Hereabove, ∥ ·∥1 is ℓ1 norm which aims to promote a sparsity
prior on the estimated solution and ρ > 0 is a hyperparameter
related to the noise level. In the case of an i.i.d. Gaussian
noise with standard deviation σ , a common setting arising
from the law of large numbers is ρ =

√
nσ . The minimization

problem (2) can be solved using a proximal splitting primal-
dual algorithm [22], which we describe in the next section.
The optimal solution is retrieved by combining the explicit
regularization induced by ρ with the implicit regularization
given by the early stopping of the iterations [23].

3.1.2. Primal-dual algorithm

Problem (2) can be recast into an unconstrained form which
is the primal problem

min
x∈Rn

(
ιB(z,ρ)(Hx)+∥x∥1

)
. (3)

The associated dual problem [18] is

max
y∈Rm

−
(

σB(z,ρ)(y)+∥−H⊤y∥1). (4)

The general saddle point problem is

min
x∈Rn

max
y∈Rm

⟨Hx,y⟩+∥x∥1 −σB(z,ρ)(y). (5)

To solve (5), the primal-dual approach initially proposed in
[18] can be used, leading to Algorithm 1. Convergence of the
sequence (xk)k∈N to a solution to (2) is established, for γ,τ
positive stepsizes verifying γτ ≤ 1

∥H∥2
2
.

Algorithm 1 Primal-dual (PD) algorithm
1: Init: Choose τ,γ > 0, (x0,y0) ∈ Rn ×Rm and y0 = y−1.
2: for k = 0,1, . . . do
3: ỹk = 2yk − yk−1
4: xk+1 = proxτ∥·∥1

(xk − τH⊤ỹk)
5: yk+1 = proxγσB(z,ρ)(·)(yk + γHxk+1)

6: end for

We now give explicitly the expressions of the proximity
operators involved in Algorithm 1. First,

(∀x = (xi)1≤i≤n ∈ Rn)

proxτ∥·∥1
(x) = (sign(xi)max(|xi|− τ,0))1≤i≤n . (6)
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Second, using Moreau’s decomposition in [21, Theorem 14.3
(ii)], for every γ > 0,

(∀y ∈ Rm) proxγσB(z,ρ)
(y) = y− γPB(z,ρ)

(
γ
−1y

)
. (7)

Hereabove, PB(z,ρ) is the projection onto the ball B(z,ρ) of
center z and radius ρ . Using the expression of this projection
leads, for every y ∈ Rm, and for every γ > 0, to

proxγσB(z,ρ)
(y)=

{
0, if γ−1y ∈ B(z,ρ)
y− γ(z+ y−γz

∥y−γz∥2
ρ) if γ−1y /∈ B(z,ρ)

.

(8)

3.1.3. Unrolled architecture

To create a deep neural network architecture, unrolling starts
by converting, for a fixed number of layers K, the algorithm’s
iterations into layers. In our case, the primal and dual it-
erations in Algorithm 1 reveal building blocks of feedfor-
ward network structures. Namely, we identify the following
multi-branch architecture: for a given observed data z, and for
k ∈ {0, . . . ,K −1},(

xk+1,yk+1

)
=
(
Lpk(xk,yk,yk−1),L

z
dk
(Lpk(xk,yk,yk−1),yk)

)
.

(9)
with a primal branch Lpk , and a dual branch L z

dk
(depending

on z), that process elements of the sequences (xk)0≤k≤K and
(yk)0≤k≤K . Each branch can be rewritten as a feedforward
layer, such that, for k ∈ {0, . . . ,K −1},

xk+1 = Lpk(xk,yk,yk−1) = Apk(Wpkxk +bpk), (10)

with weight matrix Wpk = Idn the identity matrix of Rn, bias
bpk =−τkH⊤(2yk − yk−1) ∈ Rn, and activation function

(∀x ∈ Rn) Apk(x) = proxτk∥·∥1
(x). (11)

Similarly, for k ∈ {0, . . . ,K −1},

yk+1 = L z
dk
(xk+1,yk) = Adk(Wdkyk +bdk), (12)

with Wdk = Idm, bias bdk = γkHxk+1 ∈ Rm, and activation
function

(∀y ∈ Rm) Adk(y) = proxγkσB(z,ρk)
(·)(y). (13)

For the sake of conciseness, we denote by L z
k , for k ∈

{0, . . . ,K − 1}, a global layer of our proposed architecture,
such that (xk+1,yk+1) = L z

k (xk,yk). We then propose to un-
tie sequences (τk)0≤k≤K−1, (γk)0≤k≤K−1 and (ρk)0≤k≤K−1,
involved in activation and bias terms of primal and dual
branches, allowing them to vary along layers to be learnt
automatically. To this end, we design network architectures
which will be attached to each layer L z

k , enforcing their
positivity through the ReLU activation function

(∀z = (zℓ)1≤ℓ≤m ∈ Rm) ReLU(z) = (max(0,zℓ))1≤ℓ≤m .

Specifically, let θ = {tk,gk,rk}0≤k≤K−1 be the vector of pa-
rameters to be learned then, for every k ∈ {0, . . . ,K −1},

τk = ReLU(tk), γk = ReLU(gk), ρk = ReLU(rk). (14)

The global layer architecture is showcased on Fig.1.
Once the multi-layer architecture is defined, there remains
to train it, to estimate the learnable weights θ . Let S =
{(xs,zs) | s ∈ {1, . . . ,S}} be a training set comprised of S
pairs of groundtruth and degraded data samples. The (primal-
dual) network output, for a given data z and initialization
(x0,y0) reads gz

θ
(x0,y0) =L z

K−1 ◦ . . .◦L z
k ◦ . . .◦L z

0 (x0,y0) ∈
Rn ×Rm. For a predefined loss ℓ : Rn ×Rn 7→ R, acting on
the primal space, the optimal hyperparameter setting θ̂ is the
solution to the optimization problem

min
θ

E(θ) =
1
S

S

∑
s=1

ℓ(g̃zs
θ
(xs,0,ys,0),xs), (15)

where g̃ ∈ Rn denotes the primal component of g. A com-
mon choice for the loss is the mean squared error (MSE) loss
obtained by setting ℓ(x,x) = 1

n∥x− x∥2. Standard neural net-
work training algorithms such as stochastic gradient or Adam
can be used to solve (15).

Fig. 1. Overview of one layer L z
k of the proposed U-

PD architecture. (Wpk)0≤k≤K−1, (Wdk)0≤k≤K−1, (bpk)0≤k≤K−1,
(bdk)0≤k≤K−1, (Apk)0≤k≤K−1 and (Adk)0≤k≤K−1 are respectively
primal/dual weight operators, biases and activations. (gk)0≤k≤K−1,
(rk)0≤k≤K−1, and (tk)0≤k≤K−1 are learnable weights and ReLU is
an activation enforcing positivity.

3.2. Unrolled ISTA (U-ISTA) architecture

3.2.1. Problem formulation

Let x̂ be the minimizer of the following regularized cost func-
tion F for estimating x,

x̂ ∈ arg min
x∈Rn

(
F(x) =

1
2
∥Hx− z∥2

2 +χ∥x∥1

)
. (16)
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Hereabove, χ is a regularization hyperparameter balancing
the data fidelity term and the non-differentiable ℓ1 norm aim-
ing to promote the sparsity prior.

3.2.2. Algorithm

To solve (16), ISTA [19], summarized in Algorithm 2 can be
used, γ is a stepsize in ]0,2/∥H∥2

2[.

Algorithm 2 ISTA algorithm
1: Init: Choose γ,χ > 0, x0 ∈ Rn.
2: for k = 0,1, . . . do
3: xk+1 = proxγχ∥·∥1

(xk − γH⊤(Hxk − z))
4: end for

3.2.3. Unrolled architecture

As described in Section 3.1.3, after reinterpreting the algo-
rithm initial K iterations as feedforward structures, sequences
(γk)0≤k≤K−1 and (χk)0≤k≤K−1 are untied and learnt by enforc-
ing nonnegativity using ReLU, yielding U-ISTA architecture.

3.3. Unrolled half-quadratic (U-HQ) architecture

3.3.1. Problem formulation

Lastly, we propose minimizing a differentiable cost function
to obtain the estimate x̂ of x. The objective function is com-
posed of a data fidelity term and a sparsity-inducing regular-
ization function, so yielding

x̂ ∈ argmin
x∈Rn

(
F(x) =

1
2
∥Hx− z∥2

2 +Ψ(x)
)
, (17)

with (∀x ∈ Rn) Ψ(x) = ∑
n
i=1 ψ(xi). The i-th component of a

vector x in Rn is denoted by xi with i∈ {1, . . . ,n} and ψ :R→
[0,+∞) is defined as the hybrid potential,

(∀t ∈ R) ψ(t) = λ1δ1

(
|t|−δ1 log

(
|t|
δ 1

+1
))

+

λ2
δ 2

2
2

log
(

1+
t2

δ2

)
. (18)

The above penalty, introduced in [11], mixes the Fair poten-
tial, that approximates the ℓ1 norm, and the Cauchy potential,
approaching the ℓ0 count measure.

3.3.2. Half-quadratic algorithm

The optimization problem (17) is minimized by the half-
quadratic (HQ) algorithm [20], given in Algorithm 3. For
every k ∈ N, A(xk) is a symmetric definite positive matrix
ensuring a majorizing property on the curvature of F , and
γk > 0 is a stepsize. Explicit expressions of ∇F(xk) and A(xk)
for Problem (1), and convergence guarantees for HQ method,
can be found for instance, in [3].

Algorithm 3 Half-quadratic (HQ) algorithm
1: Init: Choose x0 ∈ Rn.
2: for k = 0,1, . . . do
3: Build majorant metric A(xk),
4: xk+1 = xk − γkA(xk)

−1∇F(xk).
5: end for

3.3.3. Unrolled architecture

As for U-HQ, we learn (λ1,k,λ2,k,γk)0≤k≤K−1 according to the
architecture described in [11, Sec.4.3]. Namely, we retained
the variant U-HQ-FixS, from [11, Sec.4.3], for its simplicity
and low complexity.

4. EXPERIMENTAL RESULTS

In this section, we present our experimental results, through
an application arising from chromatography. Chromatogra-
phy is a separative technique in analytical chemistry, aiming
to identify chemical components of a mixture, given their se-
lective adsorption and retention time. The acquisition step,
given the chromatogram x, reads as Problem (1), where H
models the instrument response (e.g., Gaussian blur) [24, 25].

4.1. Datasets

We build three synthetic datasets, D0, D1, and D2, with pairs
(x,z), of size n = 2000 and m = 2099, using the generative
model (1). Matrix H is a Toeplitz convolution matrix, as-
sociated to a centered Gaussian blur with standard deviation
equals one, and ε is a Gaussian i.i.d. noise, with standard
deviation 0.02. Each ground truth signal x mimics a realis-
tic 1D chromatography diagram, using x = π ∗ s, with π a
Fraser-Suzuki kernel [26], with peak width 0.5 and asymme-
try coefficient 0.2. Moreover, the ground truth s is a randomly
generated spiky signal whose sparsity pattern depends on the
dataset, namely s has 1.5%,3%, and 4.5% non-zero entries,
and 5, 3, and 1, as its minimum distance between two con-
secutive peaks, for datasets D0, D1, and D2, respectively. We
create training, validation, and test sets of sizes 1000, 200 and
200 for the three datasets. Finally, we also present inference
results, for each method, on the real spectra from [24].

4.2. Iterative methods

We compare U-PD, U-ISTA, and U-HQ, as described in Sec-
tion 3, to their respective iterative optimization approaches
PD, ISTA, and HQ. The stepsizes γ and τ of PD algorithm are
set following the strategy proposed in [23], namely τγ = 0.99

∥H∥2
2

and τ = γ . The bound ρ is finetuned manually, using a pre-
defined grid of values proportionally to the noise level. For
initialization we use x0 = y0 = y−1. The set of parameters
providing the lowest MSE on 200 samples randomly picked
from the training set is retained, to be used on the test set. For
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ISTA, we also directly finetuned χ proportionally to the noise
level. The last iterative-based method we compare with is the
HQ algorithm, where parameters (λi,δi)i∈{1,2} are determined
by grid search. PD, ISTA, and HQ are run until stabilization
of the MSE, on an Intel@ Xeon(R) W-2135 CPU @ 3.70 GHz
with 12 cores, using Python 3.8.5 code.

4.3. Training settings

The MSE loss is used for training all unrolled methods as well
as to finetune parameters of optimization-based methods. In
all experiments, training and validation batch sizes are set to
5. Learnable weights are tuned through backpropagation us-
ing Adam, where the learning rate is set according to each
dataset, to maintain a stable training. As entry for the mul-
tiple architectures, we use the null vector, namely for U-HQ
and U-ISTA, x0 = 0 and for U-PD, x0 = y0 = y−1 = 0. To
set the number of layers, we train the unrolled architectures
for several choices of K, and retain the number of layers re-
turning a minimal loss on validation set while maintaining a
reasonable training execution time. Unrolled methods are im-
plemented using Pytorch 1.8.0, and run on an Nvidia DGX
server with GPU V100 SXM2, 32 GB RAM.

4.4. Numerical results

Table 1 summarizes all our results. Unrolled architectures
outperform their iterative counterparts in terms of average
restoration quality, measured in MSE, and truncated SNR in
dB (TSNR, as defined, for instance, in [11]), notably for HQ
and PD. U-ISTA seems to be slightly disadvantaged, which
might show that learning only the regularization and stepsize
parameters was not enough to reach full representation capac-
ity for this network. PD and its unrolled version are (some-
times far) below their competitors, in quantitative scores. This
is probably due to the slow convergence of PD iterations, as it
can be seen in Figure 2(left). Inference time of unrolled meth-
ods is significantly lower than that of iterative methods, since
the number of layers is considerably lower than typical itera-
tion numbers, and a GPU implementation is used. Among all
unrolled approaches, U-HQ exhibits a higher execution time,
due to costly matrix inversions, while U-ISTA is the fastest.
We finally test our trained networks, U-PD, U-ISTA, and U-
HQ, on the restoration of a real signal from [25], degraded
in a similar fashion than our synthetic signals. We retrieve
SNR values of 14.31 dB, 14.92 dB, and 21.68 dB, respec-
tively. On this signal, U-HQ outperforms ℓ1-based methods
U-PD and U-ISTA, by a large margin, due to its smoothed
hybrid penalty (18). The latter helps to better retrieve the
non-null signal baseline, as well as to recover precisely its
peak intensities without bias effect, as can shown in Figure
2(right).

Fig. 2. Left: Average MSE loss (and zoom) vs iterations/layers,
on validation set of D0, for iterative schemes (continuous black) and
trained unrolled schemes (cyan markers), using PD, ISTA, and HQ
(from top to bottom. Right: Real chromatogram from [25] (black
line) and its restoration (green line), using U-PD, U-ISTA, and U-
HQ (from top to bottom)

5. CONCLUSIONS

This work proposes a comprehensive study of three deep un-
rolling approaches for solving a sparse inverse problem aris-
ing in analytical chemistry. Our experiments show the com-
petitiveness of all unrolling paradigms with respect to their
respective iterative counterparts. The fastest iterative meth-
ods seem to yield optimal unrolling architectures, which con-
firms previous studies in the field of image processing. The
final choice of method remains highly dataset and task depen-
dent, and benchmarking remains necessary. To that end, re-
producible code is made available by the authors at https:
//github.com/GHARBIMouna.
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