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Abstract

Dealing with extreme values is a major challenge in probabilistic modeling, of great im-
portance in various application domains such as economics, engineering and life sciences.
In the context of Generative Modeling, it is known that models based on transforma-
tions of light-tailed distribution, such as Generative Adversial Networks (GANs), fail to
capture the behaviour in the tails. In particular, these models are not able to capture
the dependence in extreme regions. We study a modified version of the GAN algorithm,
where the input is a heavy-tailed distribution (and we call it HTGAN). Recalling the
stable tail dependence function (stdf), a tool from extreme-value theory that measures
the dependence structure in extreme regions, we provide a bound on the approximation
of the stdf of the target with the output of a HTGAN. This bound scales as N−1/(d−1),
where N is the dimension of the input noise of the network and d is the dimension of
the data of interest. This suggests increasing the dimension of the latent noise to gain
precision in the estimation of dependence. We perform experiments, comparing HTGAN
with a classical light-tailed GAN (LTGAN) on both synthetic and real datatets exhibiting
heavy-tailed characteristics. These experiments confirm our theoretical findings: first, the
HTGAN algorithm is better at reproducing dependence in extremes than LTGAN. Sec-
ond, we show that the quality of approximation gets better as the dimension of the latent
noise increases.

Keywords: Generative modeling, dependence, extremes, heavy-tailed distributions
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1 Introduction

Statement of the problem. Examining extreme events is a critical concern across various
fields such as economics, engineering, and life sciences, with wide-ranging applications like ac-
tuarial and financial risks [AA10, Chapters X and XIII]-[EKM97, Chapters 1 and 6]-[MFE15,
Chapters 5 and 16, Part III], communication network reliability [Rob03], and aircraft safety
[PW05]. Extreme events play a crucial role also in the context of climate change [ZMW+20],
with the occurrence of more and more severe weather events, or in the context of cyber-
security [CSF+22] with the increasing number of cyber-attacks of private companies or public
entities. In recent decades, the importance of extreme event analysis has surged in financial
risk management, which calls for an ever-increasing number of types of risk (market, credit,
operational, reputational, cyber, climate, and so on and so forth) to be encompassed in or-
der to measure their impacts on banking activity and the stability of the financial system.
In particular, regulators [Eur14] are increasingly imposing stress tests to test the resilience
of the banking system against different risk categories. These stress tests involve numerical
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simulations of unfavorable yet plausible extreme scenarios, serving as a primary means to
evaluate the potential impact on risks (see [ECB23] for the 2023 exercises in Europe). Often,
extreme events are described as tail events of multivariate relevant random variables.
The challenge arises in efficiently obtaining relevant samples for assessing these tail risks. In-
formally, it writes as finding a generator G and a latent distribution µZ which one can easily
sample from, such that:

Z ∼ µZ , G(Z)
d
= target distribution.

A large family of numerical approaches relies on physics-based methods, and aims to efficiently
sample the distribution tail with minimal computational effort and to avoid the inefficiency
of a basic accept-rejection algorithm. These methods are specific to the model at hand:
among these methods, we mention importance sampling [Buc04, Chapter 4], MCMC with
splitting – [GL15], or interacting particles system – [DG05]. Another family of simulation
schemes is data-driven approaches which do not require the knowledge of the (supposedly
existing) physical model behind the sample generation. These data-driven schemes take as
input a data set of observations of given size ndata and design a generative model able to
re-generate samples that mimic the empirical distribution of the observed data. This concept
aligns with recent paradigms in Artificial Intelligence such as Generative Adversarial Networks
(GANs) initiated by [GPAM+14] and Variational Autoencoders (VAEs) by [KW14], score-
based diffusion models [SDWMG15], normalising flows [PNR+21], etc.
Our work is in this vein for generating extreme samples. Unlike the classical uses of Deep
Generative Models as mentioned above, where the number ndata of training data is generally
colossal (millions), in the context of extreme events, ndata is small by nature (a few hundred
at most). Standard training procedures are thus bound to have poor performance all the more
so as, by construction, their design makes them unable to reproduce heavy and dependent
tails [AGG22]. The aim of this work is to design new efficient procedures taking advantage of
the probabilistic structure behind extreme values.

State of the art. Very recently, the machine learning community became aware of the
difficulties of sampling extremes using Deep Generative Models, requiring to appropriately
adapt known generative methods to the extreme setting. Most of the newly designed algo-
rithms were based on GANs, see an overview in [AGG24]. Three directions have been mainly
investigated in the litteratre. First, certain works apply some preprocessing to the data to get
rid of the tail heaviness, see Quant-GAN [WKKK20] and evtGAN [BZV+22]: essentially, it
consists in suitably transforming each data coordinate in order to retrieve either Gaussian or
uniform marginal distributions, then performing a usual GAN method and reverting to the
original space by inverse transform. A second direction is to consider new latent variables Z
with a heavy-tailed distribution. In [FBS20, HCL+21], a Generalized Pareto Distribution
is adopted for the latent distribution µZ , in contrast to original GANs which use light-tailed
distributions such as uniform or Gaussian. This idea finds its origins in a crucial observation:
neural networks are Lipschitz functions [WKKK20]. As such, they cannot transform a random
variable with light-tailed to a distribution with heavier tail, this is the main result of [LMH22].
Using heavy-tailed noise however raises an issue with the training procedure: if the underlying
distribution is too heavy-tailed, the gradient of the loss function may not exist. To alleviate
this, in [HCL+21], the authors introduce a loss function designed to produce stable training.
To be effective, these methods require to estimate accurately the tail-index parameters for
each marginal distribution, which is a difficult task because the number ndata of training data
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is usually small. In [HCL+21], the authors provide empirical evidence that the Pareto-GAN
method is able to match heavy-tailed distributions embedded in lower dimensional manifolds
in a high dimensional setup. However, they do not provide a quantification of the power of
Pareto-GAN to reproduce asymptotic dependence in the data, which is our main scope of
interest in this paper.
A third approach consists in suitably parameterize the generator to account for extreme-value
theory. This approach has been developed in [AGG22] (EV-GAN) where the renormalized log-
quantile (called tail index function by the authors) is learnt using ReLU neural networks. The
authors provide error bounds in uniform norm according to the complexity of neural networks
and the second-order conditions in extreme-value theory. The latter reference shows that EV-
GAN largely outperforms usual GANs, and is able to accurately sample X in dimension up
to 50. For higher dimension, the marginals of X are still accurately reproduced but the tail
dependence structure is under-estimated. Our work tackles the problem of better learning
the dependence between margins with neural networks.
The closest work to ours is presumably [HEN+22]. The authors endeavour to approximate
the stable tail dependence function (stdf) of the vector X of interest, see Definition 2.1 later,
which characterizes the dependence in the extremes, once the marginals have been standard-
ized to a unit Fréchet scale. Recall that, once the stdf is known (even approximately), the
vector X can be sampled using the spectral representation of a max-stable process [HHP18,
Theorem 2.1]. In [HEN+22] two learning techniques of the stdf are introduced. On the one
hand, a deterministic approach is proposed using a dedicated architecture of neural networks
called “d-Max NN”. The Fréchet marginalised data are projected onto directions in the sim-
plex leading to exponentially distributed data. An algorithm is then introduced to maximise
the log-likelihood using randomised directions on the neural network parameters. On the
other hand, a stochastic approach is designed, based on the stochastic representation of the
stdf via the spectral measure (see Proposition 2.2). Note that this approach is calibrated
using the previous deterministic method. At first glance, our approach may look similar
to [HEN+22] but it is actually quite different, even though we also work on unitary Fréchet
marginals. Here, we do rely on the spectral representation of max-stable processes, but we
rather directly design a generative model of the vector X using an unitary Fréchet latent
noise. In our opinion, this is much simpler since our approach avoids truncating (at a poorly
controlled rank) the max-stable representation. Then, in contrast to Pareto-GAN, we show a
convergence result of the approximated stdf to the true one when the dimension of the latent
noise increases.
Last, we shall mention the Tail-GAN of [CCXZ22] in a financial setting, where a usual GAN
is performed but the loss function for learning depends on the risk-metrics of the scalar
quantity of interest (e.g. Value-at-Risk and Expected Shorfall). It is a way to enforce the
generative model to reproduce some specific metrics: note that this is different to sample a
multidimensional extreme distribution.

Our contributions. We investigate the representation power of neural network based gen-
erative models with heavy-tailed input noise. In particular, we study the ability of such models
to reproduce multivariate asymptotic dependence, which is quantified by the stdf. To this end,
we first provide a modification to the original GAN training to accommodate the specificity of
heavy-tailed input noise. Then, the quality of approximation of the stdf by the modified GAN
is assessed thanks to the stdf representation in terms of D-norms (see Section 2.2). We show
that the approximation error is decreasing when the dimension of the latent noise increases
(see Theorem 2.12). Finally, we provide a set of experiments to illustrate the behaviour of
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the algorithm and perform a comparison with a benchmark method on both synthetic and
real datasets.

Organization of the paper. Section 2 is devoted to the theory on the representation
capability of the stdf with GANs based on heavy-tailed input noise. The main theoretical
tools are introduced before the statement of our approximation results. Experiments on
synthetic and real datasets are summarized in Section 3 to illustrate the generative power
of heavy-tailed GANs. We provide additional material in the Appendix, specifically: basic
results from extreme-value, D-norms and quantization theories, copula tools and measures of
dependence used in the paper, as well as the proofs of theoretical results.

Notations.

• [n] = {i ∈ N : 1 ≤ i ≤ n} denotes the set of natural numbers from 1 to n. ⌈·⌉ denotes
the ceil function.

• The vectors of the canonical basis of Rd are e i = (0, . . . , 0, 1, 0, . . . , 0), i ∈ [d], with a 1
on the ith coordinate.

• Vectors or matrices are denoted with bold symbols and scalar with roman ones. The
ith coordinate of a vector x is referred to as xi. Random variables are denoted with
capital letters and constant (deterministic) values with small letters. To fix ideas, x is
a constant scalar, X is an R-valued random variable, x is a constant vector and X is
a random vector. Vectors with equal scalar coordinates are denoted in bold, such as
0 = (0, . . . , 0) and 1 = (1, . . . , 1). The dimension will be clear from the context.

• Without further specifications, operations such as multiplication, division, max, expo-
nentiation and boolean operations on vectors are meant componentwise. For instance,
for two vectors a , b ∈ Rd, a x := (a1x1, · · · , adxd). Boolean operations are meant com-
ponentwise: x ≤ y ⇔ ∀i ∈ [d], xi ≤ yi. The scalar product is denoted with a dot:
a · x =

∑d
i=1 aixi.

• The cumulative distribution function (cdf) of a random variable X is denoted by FX .
The cdf of the extreme-value distribution is denoted by G and the associated domain of
attraction is denoted by Dom (G).

• supp(P ) denotes the support of P ,

• The Pareto distribution is defined by its cdf 1x≥1

(
1− x−1/γ

)
with γ > 0. When intro-

ducing a Pareto distribution, we might also parametrize it with α = 1/γ.

• #A denotes the cardinal of a set A.

2 Reproducing dependence in extreme regions with Genera-
tive Adversarial Networks: Theory

Some background on extreme-value theory is briefly given in Section 2.1. Section 2.2 provides
the tools necessary to study dependence in extreme regions of a distribution. Finally, some key
elements on Generative Adversarial Networks (GANs) are recalled in Section 2.3. Additional
material on each topic is also given in the Appendix. Finally, our theoretical results are
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presented in Section 2.4: we provide a quantization bound on how well GANs with heavy-
tailed noise (HTGANs) approximate the stdf of a target distribution.

2.1 Extreme-value theory

Extreme-value theory is a branch of statistics concerned with studying the upper tails of prob-
ability distributions. We refer to Section A.1 in the Appendix for a brief introduction to this
theory. Given a Rd valued random vectorX with associated cdf x ∈ Rd 7→ F (x ) = P (X ≤ x ),
extreme-value theory establishes the asymptotic distribution of normalized maxima of real-
izations of X . Whence normalized to unit Fréchet margins (A.17), the limiting distribution
function G⋆ is a simple max-stable distribution, see Definition A.2 and Equation (A.16). As
illustrated in the next paragraph, G⋆ encodes the dependence structure in the tails of F .

2.2 Measuring dependence in extremes

We first recall the definition of the stable tail dependence function (stdf) associated with F .

Definition 2.1. [HF06, Corollary 6.1.4] Let F be a continuous cdf on Rd belonging to the
max-domain of attraction of some distribution. Then, one can define

∀x ∈ (0,∞)d : ℓF (x ) = lim
t→+∞

tP
(
1− F1(X1) ≤

x1
t

or . . . or 1− Fd(Xd) ≤
xd
t

)
,

where Fj ’s are the marginal cdf of X . The limit ℓF is the so-called stable tail dependence
function (stdf) of F .

The stdf provides a “normalized” representation of the dependence structure of the distribu-
tion in the tails (as opposed to the copula function which globally models the dependence),
in the sense that its marginals are normalized: the stdf does not carry any information on the
marginal distributions of the base distribution of interest.
The following proposition gives the classical parametrization of the dependence structure in
terms of spectral measure. A more recent and less known parametrization using D-norms is
provided in Theorem 2.4 below.

Proposition 2.2 (Spectral representation of the stdf, [HF06, Remark 6.1.16.]). Consider a
cdf F (as in Definition 2.1) and its stdf ℓF . Then, there exists a measure Λ on the simplex

∆d−1 :=
{
ω ≥ 0 :

∑
i∈[d] ωi = 1

}
such that:

∀x ∈ (0,∞)d : ℓF (x) = d

∫
∆d−1

max
i∈[d]

(ωixi)Λ(dω), (2.1)

with constraints:

∀i ∈ [d] :

∫
∆d−1

ωi Λ(dω) = 1/d.

Quantifying dependence in extremes with D-norms. D-norms [Fal19] are a class of
norms in vector space, very convenient for studying dependence in extremes.

Definition 2.3 (D-norms, [Fal19, Lemma 1.1.3]). Let Γ = (Γ1, . . . ,Γd) ∈ Rd be a random
vector, whose components satisfy for all i ∈ [d], Γi ≥ 0 a.s. and E [Γi] = 1. Then,

∥·∥Γ : x 7→ ∥x∥Γ = E
[
max
i∈[d]

(|xi|Γi)

]
(2.2)

defines a norm on Rd, called a D-norm, and Γ is called a generator of the D-norm.
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Main properties of the D-norm are recalled in Appendix A.2. To alleviate the role of the
generator, we may simply denote the above norm by ∥·∥D. The key role of D-norms is
highlighted in the next result.

Theorem 2.4. Let F be a continuous cdf on Rd belonging to the max-domain of some dis-
tribution. Then, there exists a D-norm that exactly represents the stdf of F :

∀x ∈ (0,∞)d, ℓF (x) = ∥x∥D . (2.3)

This is a consequence of Theorem A.7 in the Appendix. Note that the two representations
in (2.1) and in (2.2)–(2.3) may look similar at first sight, but actually they are substantially
different. While both representations involve a probability measure (the spectral measure Λ
on the one hand, and that of the generator Γ associated with the D-norm on the other hand),
the second representation is more tractable for approximation purposes: Instead of designing
a non-negative measure on the simplex ∆d−1, one simply has to define a random vector
Γ ∈ [0,+∞)d with unit expectation.

Definition 2.5. Let F be a cdf satisfying the assumptions of Theorem 2.4. The stdf ℓF is said
to be discrete, with N atoms, when its D-norm is related to a generator Γ whose distribution
is discrete and made of N atoms.

Example 2.6. Let us consider the special case where d = N . Note that it can be typically
the case of the input of a generative model with a latent distribution of dimension N . Let F
be a cdf in RN with independent margins. Then, let

ℓF (x) =
∑
i∈[N ]

xi, ∀x ∈ (0,∞)N .

This stdf is discrete with N atoms: indeed, one can easily check that, if Γ has the discrete
uniform distribution on {N e1, . . . , N eN}, then E [Γi] = 1 for any i ∈ [N ], and its D-norm is
given by

∥x∥D = E
[
max
i∈[N ]

(xiΓi)

]
=

1

N

∑
i∈[N ]

xiN = ℓF (x), ∀x ∈ (0,∞)N .

With similar arguments, it is easily checked that the spectral measure is the discrete uniform
distribution on {e1, . . . , eN}.

The concept of Definition 2.5 is at the core of our numerical scheme, since we will consider
approximations based on discrete distributions for the generator Γ in Section 2.4.

Characterization of simple max-stable distribution using D-norms and homoge-
neous function. We aim at giving another criterion to establish the max-domain of attrac-
tion of a simple max-stable distribution. It will be crucially used in the proof of our main
result (Theorem 2.12).

Definition 2.7 (1-homogeneous function). A function h : [0,∞)d → [0,∞)d
′
is 1-homogeneous

if it satisfies:
∀x ∈ [0,∞)d, ∀λ ≥ 0 : h(λx ) = λh(x ).

The set of 1-homogeneous continuous functions from X to Y is denoted by H1 (X ,Y).
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The next result claims that identifying the stdf (or equivalently the D-norm) of a cdf F (with
asymptotically simple max-stable distribution) is equivalent to analyze tails of 1-homogeneous
transforms of the associated random vector

Theorem 2.8 ([FF21, Theorem 4.4]). Let X be a random vector in [0,+∞)d with continuous
cdf F and let ∥.∥D be a D-norm in Rd generated by Γ. The following equivalence holds:

∀x ∈ (0,∞)d : F t(tx) −→
t→∞

exp

{
−
∥∥∥∥1x

∥∥∥∥
D

}
(2.4)

⇐⇒ ∀h ∈ H1([0,∞)d, [0,∞)) : tP (h(X) > t) −→
t→∞

E [h(Γ)] . (2.5)

An indirect consequence of the above theorem is that the limiting value E [h(Γ)] does not de-
pend on the chosen generator of the D-norm, when h is a continuous 1-homogeneous function,
see [FF21, Theorem 3.5] for a direct proof.

2.3 Generative Adversarial Networks

Neural networks. We refer to [Mur22, Chapter 13] for a thorough introduction on neural
networks. Let us consider fully connected neural networks, also called Multi Layer Perceptron
(MLP). These neural networks consist of a chain of L operations of the form:

z l = fl (z l−1) = φl (b l +Wlz l−1) (2.6)

for l ∈ [L], where z l ∈ Rql , φl : Rql → (R+)ql is an activation function, ql is the number of
neurons on the layer l, W l is a matrix and b l is a bias vector. Note that z 0 corresponds
to the q0-dimensional input of the network, while zL is the qL-dimensional output. In this
work, we focus on neural networks with ReLU activation functions: φl(z ) = max {z ,0}. The
parameters of the network are:

θ = {b1, . . . , bL,W 1, . . . ,W L} ∈ Θ (2.7)

(activation functions are fixed), where Θ is the space of parameters, the full Euclidean space
without constraints.

Proposition 2.9. A neural network parameterized by (2.6) with ReLU activation functions is
a piecewise affine function. It is a continuous 1-homogeneous function when the bias vectors
are zero.

The proof is easy and left to the reader. Combining Proposition 2.9 with Theorem 2.8 shows
that a distribution (with simple max-stable distribution) transformed by a ReLU neural net-
work remains a heavy-tailed distribution with the same tail parameter γ.

Generative Adversarial Networks. Generative modeling is the task of approximating
at best a distribution of interest, here written X ∼ pdata ∈ Rd, and being able to draw
samples from it. One way to do is to find a map G which takes as input a random variable
Z ∼ pZ ∈ RN which is easy to sample, such that:

G(Z )
d
≈ X .

The random vector Z is commonly referred as the latent noise and pZ the latent distribu-
tion. Generative Adversarial Networks [GPAM+14] are widespread generative models. GANs
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consist of a generator G and a discriminator D. GANs play an adversial game where the
generator tries to mimic the true distribution generating the data whereas the discriminator
tries to uncover fake data points simulated by the generator. Namely, GANs optimize for:

min
G

max
D

V (D,G) = EX∼pdata [logD(X )] + EZ∼pZ [log(1−D(G(Z )))] , (2.8)

where pdata is the distribution of the data and pZ is the latent distribution. Usually, pdata is
chosen among the uniform or the Gaussian distribution. Both G and D are neural networks.
In this work, we consider neural networks parameterized with MLPs (2.6), and, with the
notations of (2.6), note that q0 = N and that qL = d.

2.4 New approximation results for the stdf

Our goal is to assess how well the dependence in the extremes of a target distribution can be
by approximated with a GAN based on heavy-tailed independent input noise. To this end,
our first result establishes the nature of the stdf of a neural network output, when used with
heavy-tailed input noise.

Proposition 2.10. Consider a random vector Z with a discrete stdf ℓZ with N atoms. Con-
sider a neural network Gθ,N , with ReLU activation functions and L−1 hidden layers, where θ
is the parametrization of the network (2.7) and N is the dimension of the input noise (q0 = N).
Assume that all the matrix weights (W1, · · · ,WL) are non-negative. Then, the stdf of the
output Gθ,N (Z) is discrete with at most N atoms.

See Section B.1 for the proof. It appears that the output of a neural network with heavy-
tailed input noise has a discrete stdf. The next result states that it is possible to attain perfect
reproduction of any discrete stdf with MLP neural networks.

Proposition 2.11. Consider a heavy-tailed random vector X with a discrete stdf ℓ with N
atoms. There exists a neural network Gθ∗,N with parametrization θ∗ ∈ Θ and input noise
Z ∈ RN with i.i.d. unit Fréchet margins such that:

ℓ = ℓGθ∗,N (Z)

where ℓGθ∗,N (Z) is the stdf of Gθ∗,N (Z).

In words, any discrete stdf can be perfectly approximated by a neural network with i.i.d. unit
Fréchet margins as input noise with sufficiently large dimension.
When the stdf of interest is not discrete, our final result proves that it can be nevertheless
approximated using a MLP neural network with an arbitrary precision.

Theorem 2.12. Let X be a random vector in Rd, with continuous cdf F , belonging to the max-
domain of some distribution. Denote by ℓF its stdf that is related to a D-norm (Theorem 2.4).
Consider using a MLP neural network Gθ,N with a single layer (i.e. L = 1) and with as latent
noise a random vector of N i.i.d. unit Fréchet margins, and denote by ℓGθ,N

its stdf. Then,

inf
θ∈Θ

sup
x∈(0,∞)d

∣∣ℓF (x)− ℓGθ,N
(x)

∣∣
∥x∥∞

≤ ϵ(N), (2.9)

where
ϵ(N) ∼ C(d)N−1/(d−1) as N → ∞, (2.10)

where C(d) is a constant depending on d and ℓF (1). The bound (2.9) is achieved with one
layer neural networks.
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In this previous theorem, note that the bound is a worst case scenario. For example, when the
stdf is discrete, the error is zero for N sufficiently large in virtue of Proposition 2.11. Let us
highlight that, in view of the upper bound (2.10), the attainable precision of the neural network
approximation increases with the dimension of the latent noise. However, the higher the
dimension d, the slower is the convergence. One can then expect that accurate approximations
of the dependence in high dimension would require high dimensional latent noise, which is
consistent with the intuition. This will be illustrated in the Numerical Experiments section.

3 Numerical experiments

First, we describe in Section 3.1 the proposed algorithms for training and sampling from a
dataset presenting heavy-tailed characteristics. Second, experiments performed on synthetic
datasets generated using the Gumbel copula are detailed in Section 3.2 to compare the pro-
posed method with the standard GAN approach. Finally, experiments on the stock market
index S&P are presented in Section 3.3.

3.1 Algorithms and implementation

3.1.1 Algorithms

We accommodate the original GAN algorithm [GPAM+14] to have a heavy-tailed latent noise.
This idea originates from [HCL+21]. Algorithm 1 describes the learning phase while Algo-
rithm 2 summarizes the generation phase.

3.1.2 Implementation

Code. The implementation is based on a publicly available GitHub repository1 using the
machine learning library PyTorch2. We adapt the source code so that both the generator and
discriminator are fully connected MLPs (2.6). For writing a specific architecture of a neural
network, we use a list that details all hidden layers, that is layers ql for l ∈ [L − 1] in (2.6).
As an example, a network parametrized by [100, 200] means that it has 2 hidden layers, that
L = 3, q1 = 100 and q2 = 200. For the activation functions, we use LeakyReLu [MHN13]:
note that our theoretical result (Theorem 2.12) still holds since a LeakyReLu is a difference
of two ReLUs. For gradient descent, we use the optimizer Adam [KB14] and we do not tune
the base parameters. Early stopping is used for regularization.
In these experiments, we allow the networks to have several hidden layers. The proof of
Proposition 2.11 only involves networks of depth one, but higher depths may be necessary to
reproduce the dependence in the tails. In (B.27), it is seen that a one layer transformation
produces a heavy-tail term (left term) and a bounded term. Our aim is that on one side, we
manage to catch the behaviour of the distribution tail with the left unbounded, 1-homogenous
term and, on the other side, we hope to capture the behaviour of the bulk with the right
bounded term.

Hardware. All experiments were performed on the cluster Cholesky3 of Ecole Polytech-
nique. Code was run on Intel Xeon CPU Gold 6230 20 cores @ 2.1 Ghz with 192 GB of
memory.

1https://github.com/eriklindernoren/PyTorch-GAN?tab=readme-ov-file#gan
2https://pytorch.org/
3https://docs.idcs.mesocentre.ip-paris.fr/cholesky/hardware description/
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Algorithm 1: Generative modelling: learning algorithm

input :

• Dataset
{
X (1), · · · ,X (ndata)

}
of ndata i.i.d. sample points in Rd.

• Fully connected initialized generator G and discriminator D.

• Estimators F̂1, . . . , F̂d of marginal cdf.

• Tail parameter γ > 0 for the renormalization step.

• GAN hyperparameters: Network architecture, optimization parameters and callbacks
(early stopping, maximum number of iterations . . . ). The parameters are dependent
on the chosen implementation. See Section 3.1.2 for more details.

begin

1. For any j ∈ [d], estimate the marginal cdf of Xj on the training set{
X

(1)
j , . . . , X

(ndata)
j

}
by

x ∈ R 7→ F̂j(x) ∈ [0, 1].

2. Transform the marginals to Fréchet distributions with tail parameter γ:

∀i ∈ [ndata], j ∈ [d] : X̃
(i)
j =

 1

1− F̂j

(
X

(i)
j

)
γ

. (3.11)

3. Train GAN over transformed data
{
X̃

(1)
, . . . , X̃

(ndata)
}
: optimize (2.8) where pdata is

a componentwise Pareto distribution with tail parameter γ and independent margins.

return the optimal generator G⋆, and the estimators F̂1, . . . , F̂d of the margins.
end
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Algorithm 2: Generative modelling: sampling algorithm

input :

• Number of data points to sample nsample.

• Tail parameter γ > 0.

• Estimators F̂1, . . . , F̂d of the margins.

• Generator G⋆.

begin

1. Sample nsample points
(
z (1), . . . , z (nsample)

)
from pdata, a componentwise Pareto

distribution with tail parameter γ and independent margins.

2. Transform the noise through the generator:

∀i ∈ [nsample] : X̃
(i)
sample = G⋆(z (i)).

3. Transform the sample points X̃ sample to the original scale with the inverse of the
estimated margins:

∀i ∈ [nsample] , j ∈ [d] : X̂
(i)
j = F̂−1

j (X̃
(i)
j ). (3.12)

end

return Sampled points

{
X̂

(1)
, . . . , X̂

(nsample)
}
.
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3.2 Simulated data from a Gumbel copula with Pareto margins

We first propose in Section 3.2.1 a visual illustration of the behaviour of heavy-tailed la-
tent noise models on a two dimensional dataset. Second, we investigate in Section 3.2.2 the
performance of Algorithm 1 on higher dimensional data and perform a comparison with the
baseline GAN algorithm using Gaussian input noise. Specifically, we study the model’s ability
to reproduce data with both given dependence degree and tail heaviness. To this end, the
target distribution is obtained by combining a Gumbel copula with Pareto margins. We refer
to Section A.4 in the Appendix for basic material on copulas.

3.2.1 Two-dimensional data: an illustration

Let us first consider a toy dataset of size ndata = 10, 000 generated by a Gumbel copula in
dimension d = 2 with identically distributed Pareto margins, see the left panel of Figure 1 for
an illustration. It appears that, in the tail, data are evenly distributed along the horizontal
axis e1 and the vertical one e2. As a comparison, the right panel of Figure 1 displays a
plot of the input noise with independent Pareto random margins. In contrast to the Gumbel
training data, the independent Pareto noise whence conditioned to being large in norm, is
concentrated in the two directions e1 and e2. This is due to the fact that the spectral measure
associated with independent Pareto random variable is discrete, with weights on e1 and e2.
The left panel of Figure 2 displays the simulated data obtained with a GAN trained on the
previously described dataset using N ∈ {2, 3, 5, 10} independent Pareto random variables as
input noise. The right panel displays the histogram of the angles defined by arccos(X̂(1)/∥X ∥)
associated with 10% largest Euclidean norms ∥X ∥. For small latent dimensions N ∈ {2, 3},
one can notice spikes in the distribution tail: Generated datasets exhibit as many spikes as the
dimension of the latent noise. Indeed, the spectral measure of i.i.d. Pareto noise is discrete,
and, in accordance with Proposition 2.10, transforming a N -dimensional independent Pareto
noise (having a discrete spectral measure with N atoms) through a 1-homogeneous mapping
yields a distribution with a discrete spectral measure involving at most N atoms. For larger
dimensions N ∈ {5, 10}, spikes become less visible but it is still possible to distinguish them.
In these higher dimensions, it visually seems that the approximation of the dependence gets
better.

3.2.2 Higher dimensional experiments

After a thorough understanding of the behaviour of the model in a two dimensional setting,
we explore its performance on higher dimensional datasets, still using the Gumbel copula, but
with a variety of dependence and tail coefficients.

Experimental setup. The trained data are sampled from the d-dimensional Gumbel copula
(see Section A.4 in the Appendix) with d ∈ {2, 5, 10, 20, 50} and dependence parameter β ∈
{4/3, 2, 4}, leading to Kendall’s τ ∈ {1/4, 1/2, 3/4}. See Equation (A.25) for a definition of
Kendall’s τ . The margins are chosen to be Pareto distributed with shape parameter α ∈
{1.5, 2.0, 2.5}. In each of the 5× 3× 3 = 45 considered situations, ndata = 10, 000 data points
are simulated for training and 20, 000 data points are considered for testing. Note that the
testing set is larger than the training set in order to assess the ability of GANs to extrapolate
to extreme regions unseen in training. In this synthetic case, we provide the tail-index γ = 1/α
to Algorithm 1 and focus on the quality of reproduction of dependence in extreme regions.
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Figure 1: Illustration in a two-dimensional setting on simulated data of size ndata = 10, 000
with Pareto margins and tail parameter α = 2.0. Left panel: sample from a Gumbel copula
with dependence parameter β = 4/3. Right panel: sample with two independent margins.

Metrics. Two metrics are considered for assessing the performance of the GANS: the Ab-
solute Kendall Error (AKE), see [AGG22, Section 3.2 and Appendix A] for a definition and
some background, and the Sliced Wasserstein Distance (SWD), see Equation (A.26) in the
Appendix. Since the focus is on extreme regions, we compute the Euclidean norm of all
data points and select data points whose norms are larger than the upper ξ-quantile, with
ξ ∈ {90%, 95%, 99%}. Both metrics are then computed (denoted by akeξ and swdξ) on the
resulting points. This operation is performed both on the sample generated by GAN methods
and on the dataset simulated from the true distribution. These new subsamples are then
normalized on the Euclidean sphere, where the Sliced Wasserstein distance is estimated.

Preliminary hyperparameter search. We explore a number of possible parametrizations
of GAN models within a selected range of hyperparameters. For both the generator and the
discriminator, fully connected neural networks are used with the following 15 hidden dimen-
sions: [50], [75], [100], [125], [200], [300], [400], [100, 100], [200, 200], [300, 300], [400, 400],
[100, 200, 100], [200, 400, 200], [100, 200, 200, 100] and [200, 400, 400, 200]. For the latent di-
mension, we explore values N ranging from 1 to 200. For the optimization parameter, values
ranging (log-uniformly) from 10−6 to 10−1 are tested. We investigate the use of four batch
sizes: {128, 256, 512, 1024}. A Bayesian search (see [WCZ+19]) is implemented using weight
and biases’ sweep tool4. At first, some parametrizations are selected at random and, next,
the probability for a configuration to be selected is updated with the use of a Bayesian rule.
See the referred online documentation for more details on Bayesian hyperparemeter tuning.
Considering the top performing models of this research, the following conclusions can be
drawn on the choice of hyper parameters: Among tested models, best performing generators
(80%+) have a light parametrization (fewer parameters) [100] or [200], while best performing
discriminators (80%+) have a heavy parametrization (more parameters) [100, 200, 200, 100] or

4https://docs.wandb.ai/guides/sweeps
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N = 2

N = 3

N = 5

N = 10

Figure 2: Illustration in a two-dimensional setting on simulated data of size ndata = 10, 000
with Pareto margins and tail parameter α = 2.0. Left panel: generated data using a GAN with
independent Pareto margins of latent dimension N ∈ {2, 3, 5, 10}. Right panel: histogram of
angles for data with 10% largest Euclidean norms.
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[200, 400, 400, 200]. Bigger batch sizes yield better performances. Good values for the learning
rate include range

[
5 · 10−6, 5 · 10−4

]
.

Setting up models for comparison. After this hyperparameter exploration, two versions
of GAN are compared: the base version of GAN with a Gaussian noise Z ∼ N (0, IN×N ), re-
ferred to as LTGAN (LT for light-tailed), and our version, Algorithm 1, referred to as HTGAN
(HT for heavy-tailed). Thanks to the previous insights on the preliminary hyperparameter
search, we are able to choose a subset of evaluation hyperparameters to compare both models.
Both models are run for each configuration. In order to have an exhaustive comparison, a grid
search is performed on the following range of hyperparameters: N ∈ {2, 5, 10, 20, 50, 80}, hid-
den dimensions ranging in {[100, 200, 100], [200, 400, 200], [100, 200, 200, 100], [200, 400, 400, 200]}
for the discriminator, in {[100], [200]} for the generator, {10−4, 10−5} for the learning rate.

Results. It appears in Table 1 that HTGAN performs better than LTGAN with respect
to all six metrics and all considered dependence coefficients β ∈ {4/3, 2, 4} in the heavier
tail setting α = 1.5 (all percentages are above 50%). For α = 2.5, it appears that HT-
GAN fails to outperform the baseline on the β = 4, α = 2.5 setting. It suggests that in
low tail-index settings, light-tailed outputs still manage to provide a good approximation of
the target distribution, even thought the target is heavy-tailed. For almost all experiment
settings, HTGAN is comparatively better than LTGAN for the highest tail coefficient. For
the sliced Wasserstein distance, it appears that HTGAN gets comparatively better as both β
and γ = 1/α increase. This result is coherent with our theoretical development: It is known
that (piecewise) linear transformations of Gaussian variables cannot generate (asymptotic)
dependence in the tails [WKKK20], a case which is met when β gets larger and larger).
Figures 3 and 4 plot the performance of both methods for α = 1.5 and α = 2.5, with varying
values of β. With α = 1.5, the point cloud is well above the median and our method is better
performing than the baseline. In the case α = 2.5, the difference is not neat and no clear
conclusion can be drawn.

Table 1: Percentage (%) of parametrizations for which HTGAN is better than a LTGAN for
the six considered metrics. Results are given with precision ±0.1%. Values are averaged over
data dimensions d ∈ {2, 5, 10, 20, 50}.

β = 4/3 β = 2 β = 4
α 1.5 2 2.5 1.5 2 2.5 1.5 2 2.5

ake 90 65.8 68.1 65.6 80.4 78.4 66.7 88.7 86.6 72.6
ake 95 65.6 69.5 66.4 79.7 79.4 69.2 87.8 87.2 75.1
ake 99 62.5 67.4 65.1 77.0 80.1 72.7 86.8 88.0 78.4

swd 90 81.7 69.1 45.9 76.7 67.7 52.6 63.7 54.7 41.4
swd 95 84.5 74.3 51.1 76.9 66.7 54.3 62.0 52.2 39.5
swd 99 86.4 81.5 64.8 77.5 59.5 49.6 56.9 48.3 34.4

Latent dimension. Equation (2.9) gives evidence that a higher value of the latent dimen-
sion N is necessary to obtain a better approximation of the dependence structure. For each
experiment specification (i.e. a value for α and for d), we have performed a Bayesian hyper-
parameter search [WCZ+19] with 400 runs, with the same hyperparameter ranges as for the
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Figure 3: Illustration in a d-dimensional setting on simulated data of size ndata = 10, 000 from
a Gumbel copula (with dependence parameter β) and Pareto margins (with tail parameter
α = 1.5). Each three groups of 2 × 3 plots corresponds to one experimental setting, i.e. a
specification of α and β. Figures are averaged over dimensions d ∈ {2, 5, 10, 20, 50}. In each of
these three groups: the first row plots the specified metric of HTGAN vs LTGAN in log scale
for a given hyperparameter configuration. The second row is a histogram of the difference
of the log of the metric for HTGAN vs LHTGAN for each parametrization. The legend
corresponds to the proportion of cases where HTGAN performs better.
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Figure 4: Illustration in a d-dimensional setting on simulated data of size ndata = 10, 000 from
a Gumbel copula (with dependence parameter β) and Pareto margins (with tail parameter
α = 2.5), d ∈ {2, 5, 10, 20, 50}. See Figure 3 for further details.
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Table 2: Statistics (mean, min, max) on three on the top 5% best performing runs of HTGAN
(best performing w.r.t. the swd 90 metric). Statistics are averaged over β ∈ {4/3, 2, 4}.

N (latent dimension) α̂ swd 90
α d mean min max mean min max mean min max

1.5 2 75.96 10 195 1.53 1.16 1.72 0.03 0.01 0.06
5 91.07 17 197 1.61 1.20 1.96 0.04 0.01 0.06

10 90.69 21 197 1.72 1.30 2.23 0.04 0.01 0.07
20 91.33 26 182 1.77 1.23 2.64 0.03 0.01 0.07
50 107.98 22 188 2.05 1.31 4.00 0.02 0.01 0.04

2.0 2 40.71 5 122 2.07 0.70 3.44 0.04 0.01 0.08
5 55.96 11 164 2.41 1.63 3.68 0.04 0.01 0.12

10 57.36 10 187 2.83 1.49 4.66 0.04 0.01 0.10
20 64.60 10 191 3.03 1.06 4.88 0.03 0.01 0.07
50 69.02 14 187 3.42 1.63 5.27 0.02 0.01 0.04

2.5 2 39.24 2 154 2.82 1.27 4.92 0.04 0.01 0.10
5 50.20 7 177 3.54 1.33 7.63 0.05 0.01 0.13

10 57.40 9 174 4.17 1.31 7.40 0.04 0.01 0.09
20 72.98 12 175 4.32 0.97 8.79 0.03 0.01 0.06
50 58.02 9 169 4.44 1.07 7.97 0.02 0.01 0.04

previous experiment section. Table 2 summarizes statistics on the latent dimension, α̂ and
swd 90 for the top 5% run on each experiment. It appears that, empirically, the theoretical
result is verified: generally, for the various values of α, as the dimension of the data increases,
the optimal value of the latent dimension increases. We also note that, for each value of α, as
the dimension of the data increases, the estimate α̂ increases accordingly, which means lower
tails. However, this conclusion is to be interpreted with caution in view of the great variability
associated with the statistics (reflected by the values taken by min and max). This may be a
consequence of the instability in training generative models with heavy-tailed inputs [HP24].

3.3 Experiments on real data

The proposed HTGAN method is tested on the publicly available dataset5 consisting of daily
data for companies of the S&P500. The S&P500 is a stock market index tracking of the
500 most valuable companies in the United States. The signal of interest is the normalized
marginal returns for each stock:

rt = |(Xt+1 −Xt) /Xt| ,

which are bounded below by zero and only have an upper tail. The dataset consists of
ndata = 1259 normalized marginal returns for each ticker. Companies are organized using the
Global Industry Classification Standard (GICS). This classification divides companies into 11
sectors: Energy, Materials, Industrials, Consumer Discretionary, Consumer Staples, Health
Care, Health Care, Financials, Information Technology, Communication Services, Utilities and
Real Estate. Each sector is divided further into industry groups, industry and sub-industry.
The returns of the S&P500 present a particular correlation structure illustrated in Figure 5
by a heatmap of the table consisting of estimated Kendall’s tau for every pair of stock ticker,

5https://www.kaggle.com/datasets/camnugent/sandp500
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see the Appendix for more details on Kendall’s tau coefficient. It appears that returns are
more correlated within each sector, especially in both the Financials and the Utilities sectors,
than between sectors. Therefore, in the following, the performance of LTGAN and HTGAN
are assessed on the two subsets associated with sectors Financials and Utilities, having both
strong correlations (see Figure 5). Note that the number of tickers for the Financials and
Utilities sector are not the same: d = 27 for the Financial sector, and d = 57 for the Utilities
sectors.

Sectors and subsectors The subsectors for the financial sector are: Asset Management
& Custody Banks, Consumer Finance, Diversified Banks, Financial Exchanges & Data, In-
surance Brokers, Investment Banking & Brokerage, Life & Health Insurance, Multi-Sector
Holdings, Multi-line Insurance, Casualty Insurance, Regional Banks and Processing Services.
For the Utilities sector, Subsectors are: Electric Utilities, Gas Utilities, Independent Power
Producers & Energy Traders, Multi-Utilities and Water Utilities.

Data normalization. In the normalizing step (3.11) of Algorithm 1, two values of γ = 1/α
are investigated: α = 1.5 and α = 2.5. The cumulative distribution function is estimated
using its empirical counterpart:

F̂j(x) =
1

ndata + 1

ndata∑
i=1

I
{
X

(i)
j ≤ x

}
.

This transformation is not invertible, and therefore it is not possible to proceed to step (3.12)
in the generation step of Algorithm 2. Therefore, we skip this step in the generation process.
In our evaluation, we solely focus on the good reproduction of extreme regions. Our criteria
do not assess how well the marginals are fitted.

Results. Figure 6 presents the results for experiments run on the S&P500 dataset. The
results argue in favor of better performance of the heavy-tailed noise setting when data is
renormalized to Pareto margins with a larger tail index (case α = 1.5). This can be seen
in the proportion of cases in which HTGAN performs better than LTGAN: 62.5%, 64.3%
and 63.7% respectively for swd 50, swd 80 and swd 90 metrics. In the case of a lighter
tail, α = 2.5, the performance of HTGAN is degraded, with relative performances of 38.7%,
30.4% and 34.5% respectively for swd 50, swd 80 and swd 90 metrics. Therefore, for better
accuracy in extreme regions, we argue in favor of a smaller α in the renormalization step.

4 Conclusion

We have provided a theoretical framework to analyse how a HTGAN behaves in extreme
regions. We have established a bound on the quality of approximation of the stdf of the
target distribution. For this theoretical development, we made an extensive use of the deep
connections between Extreme Value Theory and the theory of D-norms. The numerical ex-
periments support the theoretical findings. Especially, they demonstrate the superiority of
the proposed method, HTGAN, in reproducing dependence in extreme regions compared to a
standard LTGAN, on both a variety of synthetic heavy-tailed distribution exhibiting different
dependence behaviours and a real dataset. We also demonstrated the influence of the latent
dimension in reproducing dependence in these regions. However, we have not addressed the
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Figure 5: Estimated Kendall’s τ for every pair of index considered. On top: every S&P500
ticker. Axis labeling corresponds to sectors of activity. On the bottom left: Financials sector.
Right: Utilities sector. Labels for both correspond to subsectors of activity. A comprehensive
list of sectors and subsectors is given in Paragraph 3.3.
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Figure 6: Results of the performance of HTGAN vs LTGAN on the Utilities (d = 27) and
Financials subsectors (d = 57) of the S&P500 dataset. Results are aggregated with respect
to the dimension d for plot. Each two groups of 2× 3 plots corresponds to one experimental
setting, i.e. α = 1.5 (top) and α = 2.5 (bottom). In each of these two groups: the first row
plots the specified metric of HTGAN vs LTGAN in log scale for a given hyperparametrization
configuration. The second row is a histogram of the difference of the log of the metric for
HTGAN vs the metric for LTGAN for each parametrization. The legend corresponds to the
proportion of cases where HTGAN performs better.
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issue of instability of training models with heavy-tailed inputs. This is left to further works.
There also remains an ambiguity regarding a sensible choice for the tail parameter α in the
marginal normalization step of the learning algorithm. We suggest that α should be treated
as an hyperparameter of the method that is left to tune by the practitioner in the learning
phase.
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A Theoretical background

Section A.1 provides additional background on extreme-value theory to complement Sec-
tion 2.1. Section A.2 is devoted to D-norms, introduced in Section 2.2. Section A.3 focuses
on the theory of quantization. Finally, Section A.4 provides some details on copulas and
measures of dependence.

A.1 Extreme-value theory

A.1.1 General set-up

Consider a Rd valued random vector X with associated cdf x ∈ Rd 7→ F (x ) = P (X ≤ x ).
The primary goal of extreme-value theory is to establish the asymptotic distribution of well
normalized maxima of realizations of X , see [Res87, BGTS04, HF06] for reference textbooks.
Let (X i)i∈[n] be an i.i.d. sample from F and consider

M n :=
maxi∈[n]X i − bn

an
,

where an > 0 and bn are normalizing sequences in Rd. Clearly, the cdf of M n is given by

FMn(x ) = Fn(anx + bn).

This remark gives rise to the following definition:

Definition A.1 (Max-Domain of Attraction (MDA), [HF06, Section 6.1.2]). A cdf F on Rd

is said to be in the max-domain of attraction of a cdf G, denoted by F ∈ Dom(G), if there
exist sequences an > 0 and bn, n ∈ N such that:

∀x ∈ Rd : Fn(anx + bn) −→
n→∞

G(x ). (A.13)

In other words, the normalized maximum of a sample from F converges in distribution to
a random vector with cdf G. It can be shown that the limiting distribution function is
necessarily max-stable, as defined below:

Definition A.2 (Max-stable distribution, [HF06, Section 6.1.2]). A cdf G on Rd is called
max-stable if, for any n ∈ N, there exist sequences an > 0 and bn ∈ Rd such that

∀x ∈ Rd : Gn(anx + bn) = G(x ).

Besides, convergence (A.13) can be extended to a continuous counterpart; one has F ∈
Dom(G) if and only if there exist two functions a t > 0 ∈ Rd and bt ∈ Rd such that:

∀x ∈ Rd : F t(a tx + bt) −→
t→∞

G(x ). (A.14)

A.1.2 Margins

Let us highlight that, if F fulfills (A.13) or (A.14), then its margins Fj satisfy

∀x ∈ R : Fn
j (aj,nx+ bj,n) −→

n→∞
Gj(x),

where Gj denotes the jth margin of G, j ∈ [d]. The univariate extreme-value theorem (see
for instance [FT28, Gne43]) then provides a parametric form for the cdf Gjs which generalizes
the parametrizations of Fréchet (γ > 0), Gumbel (γ = 0) and reverse-Weibull (γ < 0):
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Theorem A.3 ([HF06, Theorem 1.1.3]). The R-valued cdf’s satisfying (A.13) are of the form
Gγ(a·+b) with a > 0, b ∈ R and γ ∈ R, where Gγ is a Generalized Extreme Value Distribution
(GEVD) defined as

∀x ∈ R, 1 + γx > 0 : Gγ(x) = exp
{
− (1 + γx)−1/γ

}
. (A.15)

When γ = 0, G0 is interpreted as the pointwise limit in the above formula: G0(x) = exp {−e−x}.

Therefore, each margin Gj of G can be written as Gj = Gγj following (A.15) with γj ∈ R,
j ∈ [d]. Let us note that, for each max-stable cdf G, one can consider G⋆, the so-called
associated simple max-stable distribution, which is defined as:

∀x ∈ Rd : G⋆(x ) = G

(
xγ − 1

γ

)
, (A.16)

with γ = (γj)j∈[d] ∈ Rd. The margins of G⋆,j of G⋆ are unit Fréchet distributed i.e.

∀x > 0, G⋆,j(x) = exp {−1/x} . (A.17)

As a consequence, it is possible to characterize a GEVD with two components: On the one
hand, the marginal tail indices γ, which characterize its margins and, on the other hand, its
dependence structure encoded in G⋆.

A.1.3 Dependence structure

The following result establishes a strong link between the stable tail dependence function
(stdf) of G (as introduced in Definition 2.1) and its simple max-stable cdf G⋆.

Proposition A.4 ([HF06, Section 6.1.5]). Consider a max-stable cdf G and its associated
simple max-stable cdf G⋆ defined in (A.16). The stdf of G is given by

∀x ∈ (0,∞)d : ℓG(x) = − logG⋆(1/x).

We show in the next paragraph that both ℓG and G⋆ can be interpreted in terms of D-norms,
which is a key property for our analysis.

A.2 D-norms

Let us first recall classical results from multivariate extreme-value theory through the lens of
D-norms. The reference monograph on the matter is [Fal19].

A.2.1 Definition and basic properties

We start with the basic definitions.

Definition A.5 (Norm and D-norms). A function ∥·∥ : Rd → R+ is a norm on Rd if it verifies
three conditions: a) Positive definiteness, b) Absolute Homogeneity, c) Triangle inequality.
A subset of norms is the set of D-norms defined by

∥·∥Γ : x ∈ Rd 7→ ∥x∥Γ = E
[
max
i∈[d]

(|xi|Γi)

]
for a non-negative random variable Γ ∈ Rd with unit expectation (Definition 2.3), Γ is also
known as the generator of the D-norm.
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Let us give a few remarks. First, since D-norms are monotone and radially symmetric, not
all norms are D-norms (see [Fal19, Chapter 1]). Second, usual norms (such as the Lp-norms
for p ∈ [1,∞]) are D-norms. Last, observe that there are infinitely many generators Γ leading
to the same D-norm: multiply Γ by an independent positive random variable U with unit
expectation, it readily gives ∥·∥ΓU = ∥·∥Γ. Hence, to ease notations, sometimes we may
prefer to write the above norm by ∥·∥D to focus less on the generator Γ; in such a situation,
we refer to the generator Γ associated with the D-norm by writing Γ ◁ ∥·∥D, which reads
“Γ generates ∥·∥D”. Despite the multiple generators associated with the same D-norm, the
following theorem provides a uniqueness result on the choice of Γ when the norm of the
random variable Γ is constrained.

Theorem A.6 (Normed Generators, [Fal19, Theorem 1.7.1]). Let ∥·∥ be an arbitrary norm
on Rd. For any D-norm ∥·∥D on Rd, there exists a generator Γ ◁ ∥·∥D and a constant c with
the additional property P (∥Γ∥ = c) = 1. The distribution of the generator is uniquely defined.

Let us remark that taking ∥·∥ = ∥·∥1 as the L1-norm, the constant c is necessarily d:

∥Γ∥1 = c a.s. ⇒ c = E [∥Γ∥1] =
∑
i∈[d]

E [Γi] = d.

A.2.2 Relation with stdf

The next result is fundamental to connect a stdf to a D-norm.

Theorem A.7 (Representation of simple max stable distributions). A cdf G⋆ on Rd is simple
max-stable if and only if there exists a D-norm ∥·∥D on Rd such that:

∀x ∈ (0,∞)d : G⋆(x) = exp

{
−
∥∥∥∥1x

∥∥∥∥
D

}
. (A.18)

In particular, if G is a max-stable cdf on Rd, then its stdf is given by

ℓG(x) = ∥x∥D . (A.19)

The first statement (A.18) is taken from [Fal19, Theorem 2.3.3] or [FF21, Theorem 4.1], while
the second one (A.19) follows from Proposition A.4.

A.3 Quantization

The quantization problem. The quantization problem is concerned with finding the best
approximation of a random vector X ∈ Rd with a quantized version, i.e. a version that takes
a discrete number of values. For a general reference on quantization, see [GL00]. Finding
the best approximation of a random vector depends on the chosen measure. Define the
quantization problem [GL00, Section 10.1] of a probability measure P , for a given norm ∥·∥
(for example the Euclidean norm), as:

eN,∞(P ) := inf
f :Rd→Rd

{
P -esssup ∥X − f(X )∥ : #f(Rd) ≤ N

}
= inf

α ⊂ Rd

#α ≤ N

sup
x∈supp(P )

min
a∈α

∥x − a∥,
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where f : Rd → Rd is a quantizer. Since eN,∞(P ) depends on the probability measure P only
through its support, sometimes (see Lemma A.9 below) we will write eN,∞(A) as a function
of a set A ⊂ Rd (that can be taken as the support of P ).
Then, if supp(P ) is compact, Jordan measurable with positive volume [GL00, p.3], the fol-
lowing limit exists:

Q∞ (supp(P )) = lim
N→∞

N1/deN,∞(P ). (A.20)

Note that Q∞ (supp(P )) does not depend on the law of P but only on its support. Therefore,
we will interchangeably use a probability distribution or a set as input of Q∞(·). The limit
Q∞ (supp(P )) is called the covering coefficient or quantization coefficient of order ∞ and
can be expressed in terms of the covering coefficient Q∞

(
[0, 1]d

)
. Moreover, with a further

constraint, we have the following theorem:

Theorem A.8 ([GL00, Theorem 10.7]). Let A ⊂ Rd be a non empty compact set with
λd (∂A) = 0. Let Q∞

(
[0, 1]d

)
be the quantization coefficient of [0, 1]d defined in (A.20).

Then Q∞
(
[0, 1]d

)
> 0 and:

lim
N→∞

N1/deN,∞(A) = Q∞

(
[0, 1]d

)
λd(A)1/d, (A.21)

where λd is the Lebesgue measure in dimension d. We state the following technical lemma,
which will be helpful for the proof of Theorem 2.12:

Lemma A.9 ([GL00, Lemma 10.6]).

1. Let A,B ⊂ Rd be nonempty compact sets with A ⊂ B. Then,

∀N ∈ N : eN,∞(A) ≤ eN,∞(B). (A.22)

2. Let N , m and {Nk}k∈[m] be positive integers such that
∑

k∈[m]Nk ≤ N and consider m
nonempty compact sets {Ak}k∈[m]. Then,

eN,∞

 ⋃
k∈[m]

Ak

 ≤ max
k∈[m]

eNk,∞ (Ak) . (A.23)

Here is a particular case of (A.23) when N ≥ 2m:

eN,∞

 ⋃
k∈[m]

Ak

 ≤ max
k∈[m]

e⌈N/m⌉−1,∞ (Ak) . (A.24)

Proof. The proof of (A.23) can be found in [GL00, Lemma 10.6]. Equation (A.24) is deduced
from Equation (A.23) with Nk = ⌈N/m⌉ − 1 for all k ∈ [m].

A.4 Copulas, measures of dependence

Copulas. Let us consider a d-variate random vector X from a cdf F with continuous mar-
gins Fj . Sklar’s Theorem [Skl59] states that there exists a unique function C : [0, 1]d → [0, 1]
such that, for all x ∈ Rd,

F (x1, . . . , xd) = C(F1(x1), . . . , Fd(xd)).
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Introducing for any j ∈ [d] the uniformly distributed random variable Uj = Fj(xj), the
copula C is the cdf of the joint random vector (U1, . . . , Ud). Copulas are a tool for studying
dependence of probability objects, independently from the margins. See [Nel06] for a thorough
overview. As an example, the Gumbel copula is given by (see [Nel06, Equation (2.4.2.)]):

∀u ∈ [0, 1]d : Cβ(u) = exp

−

∑
i∈[d]

(− log(ui)
β

1/β
 .

where β ≥ 1.

Definition A.10 (Kendall’s τ , [Nel06, Theorem 5.1.3.]). Let C be a bivariate copula. Its
associated Kendall’s τ is:

τ = 4E [C(U1, U2)]− 1, (A.25)

where (U1, U2) ∼ C.

Kendall’s τ is a common measure of dependence for copulas, see [Joe14, Section 6.8] for an
estimation procedure. Note that Kendall’s τ for the Gumbel copula is given by τ = 1− 1/β,
β ≥ 1.

Wasserstein distance. Let µ and ν be two measures on Rd. Considering a cost function
c : Rd ×Rd → R+ and p ≥ 1, the p - Wasserstein distance associated with the cost c between
µ and ν is defined as [Vil09, Chap. 6]:

Wp(µ, ν) =

(
inf

γ∈Γ(µ,ν)
E(X ,Y )∼γ [c(X ,Y )p]

)1/p

,

where Γ(µ, ν) is the set of couplings of µ and ν, i.e. the set of distributions on Rd × Rd such
that the marginals are respectively µ and ν. The Wasserstein distance suffers from the fact
that there exists no closed formula to compute it, nor very accessible computable estimates in
dimensions higher that one. In order to perform estimation, we therefore rely on the sliced-
Wasserstein distance, which is an efficient proxy, much used for computations in experimental
settings [Nad21]. It is computed by randomly projecting the two compared measures on axes
defined by directions v and averaging over the projections. Specifically, the sliced-Wasserstein
distance is defined as:

swdp(µ, ν) = E
v∼U(Sd−1)

(
Wp

p (v#µ, v#ν)
)1/p

, (A.26)

where Sd−1 is the Euclidean unit sphere, v#µ (respectively ν) stands for the pushforward of
the projection X ∈ Rd 7→ ⟨X , v⟩ ∈ R, where X ∼ µ (respectively ν).

B Proofs of claims

B.1 Proof of Proposition 2.10

The following states an interesting corollary of Theorem 2.8, which we are the first to prove
formally as far as we know.
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Corollary B.1 (of Theorem 2.8). Let Z ∈ RN be a positive random vector with continuous
cdf FZ ∈ Dom(GΓZ

) where GΓZ
is a simple max-stable distribution, i.e. FZ satisfies (2.4)

and (2.5). Consider Φ ∈ H1

(
[0,∞)N , [0,∞)d

)
, such that:

E [Φ (ΓZ)] > 0.

Let X = Φ(Z). Then, Φ (ΓZ) /E [Φ (ΓZ)] =: ΓX is a valid generator of a D-norm and
FX ∈ Dom(GΓX

) where GΓX
is a simple max-stable distribution. Moreover, the normaliz-

ing constants to ensure convergence in (A.14) are at = tE [Φ (ΓZ)] and bt = 0.

Proof. In view of the characterization of Theorem 2.8, consider any h ∈ H1

(
[0,∞)d, [0,∞)

)
and

Ψh :

{
[0,∞)N → [0,∞),

z 7→ h
(

Φ(z )
E[Φ(ΓZ )]

)
.

Clearly, Ψh is continuous 1-homogeneous as composition of the continuous 1-homogeneous
functions Φ and h. Since FZ verifies (2.5), it follows that:

tP
(
h

(
Φ(Z )

E [Φ(ΓZ )]

)
> t

)
= tP (Ψh(Z ) > t) −→

t→∞
E [Ψh(ΓZ )] = E

[
h

(
Φ(ΓZ )

E [Φ(ΓZ )]

)]
.

Introducing Y = Φ(Z )/E [Φ(ΓZ )] = X /E [Φ(ΓZ )] and its corresponding distribution func-
tion FY , the previous convergence can be rewritten as:

∀h ∈ H1

(
[0,∞)d, [0,∞)

)
: tP (h (Y ) > t) −→

t→∞
E [h (ΓX )] ,

so that Y satisfies characterization (2.5) in Theorem 2.8. Moreover, since E [ΓX ] = 1 and
the coordinates of ΓX are non-negative, ΓX is indeed the generator of a D-norm. Therefore:

∀x ∈ (0,∞)d : F t
Y (tx ) −→

t→∞
exp

{
−
∥∥∥∥ 1

x

∥∥∥∥
ΓX

}
.

Noting that FY (x ) = FX (E [Φ(ΓZ )]x ) finally proves

∀x ∈ (0,∞)d : F t
X (tE [Φ(ΓZ )]x ) −→

t→∞
exp

{
−
∥∥∥∥ 1

x

∥∥∥∥
ΓX

}
=: GΓX

(x ).

and the result is proven.

We now complete the proof of Proposition 2.10. The previous result holds for continuous
1-homogeneous function Φ, which is not exactly the situation with a neural network with
ReLU activation functions because of the bias terms (see Proposition 2.9). However, we claim
that, asymptotically, these bias terms do not play any role on the stdf. To see this, let us
investigate the behavior of a ReLU-neural network when going from a layer to the next one.
Denoting by σ the ReLU activation function, and supposing that φl = σ, ∀l ∈ [L], we have

Z l = σ (W lZ l−1 + b l)

= σ (W lZ l−1) + [σ (W lZ l−1 + b l)− σ (W lZ l−1)] .
(B.27)

On the one hand, σ (W lZ l−1) is a 1-homogeneous function of Z l−1 and is thus a heavy-
tailed random variable if W l ̸= 0 and Z l−1 is heavy-tailed itself. On the other hand, the
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remaining term
[
· · ·

]
in (B.27) is a bounded random variable (bounded by |b l|); the stdf

of the sum of a heavy-tailed random variable and a bounded one is the stdf of the heavy-
tailed random variable. The stdf of (B.27) is therefore the stdf of the transformation without
the bias, and by induction the stdf of the output is the stdf of the input after iterative
applications of σ (W l ·) for l ∈ [L], which is 1-homogeneous continuous. Let denote by Φ
the output of the L compositions of σ (W l ·): since the matrix weights W l are non-negative,
Φ ∈ H1

(
[0,∞)N , [0,∞)d

)
. Therefore, Corollary B.1 applies and so the stdf associated with

the output of the network is ΓGZ
= Φ(ΓZ )/EΦ(ΓZ ), which has at most N atoms. Thus, the

proof is concluded.

B.2 Proof of Proposition 2.11

The next lemma can be interpreted in the following way. If a discrete random vector generates
a D-norm, then it admits a discrete counterpart which can be any other discrete distribution
with modified atoms: it is also a generator of the concerned D-norm.

Lemma B.2. Let Γ ◁ ∥·∥D where Γ ∈ [0,∞)d is discrete, that is Γ ∼ µΓ where

µΓ =
∑
i∈[N ]

piδγ(i) .

Consider a new discrete probability measure with positive weights (qi)i∈[N ] and a new random

variable Γ̃ ∼ µ
Γ̃
, where

µ
Γ̃
:=

∑
i∈[N ]

qiδγ̃(i) ,

with γ̃(i) = pi
qi
γ(i), i ∈ [N ]. Then, Γ̃ is a valid generator and Γ̃ ◁ ∥·∥D.

Proof. By definition of the D-norm, one has ∀x ∈ RN :

∥x∥D = EΓ

[
max
j∈[N ]

{|xj |Γj}
]

=
∑
i∈[N ]

pi max
j∈[N ]

{
|xj |γ(i)j

}
=

∑
i∈[N ]

qi max
j∈[N ]

{
|xj |γ̃(i)j

}
= E

Γ̃

[
max
j∈[N ]

{
|xj |Γ̃j

}]
.

Since E
Γ̃

[
Γ̃
]
= EΓ [Γ] = 1 and Γ̃ ∈ [0,∞)d, Γ̃ is a valid generator.

In particular, it is possible to choose uniform weights, qi = 1/N , i ∈ [N ]. In other words, if a
D-norm admits a generator which admits a finite number of values, it also admits a generator
with the same number of finite values, with uniform probability. This result is important as
it means that the class of generators of D-norms which take a finite number of values and
with uniform weights is as rich as the class of generator which take finite values with arbitrary
weights.
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Proposition B.3. Consider a generator Γ of a D-norm in Rd. Suppose that it is discrete
uniform with N atoms (γi)i∈[N ]:

µΓ =
1

N

∑
i∈[N ]

δγ(i) . (B.28)

Consider morever a random vector Z ∈ RN with i.i.d. unit Fréchet margins: Z = (Z1, . . . , ZN ).
Then, there exists a linear mapping Φ : RN → Rd such that:

FΦ(Z) ∈ Dom(GΓ) .

Proof. Let us first remark that FZ ∈ Dom(GΓZ
) with:

µΓZ
=

1

N

∑
i∈[N ]

δNei ,

see Example 2.6. Consider Γ ∈ RN a valid generator of a D-norm with a discrete uniform
distribution (B.28). There exists Φ : RN → Rd a linear function such that ∀i ∈ [N ] : Φ(e i) =
γ(i). Let us note that Φ is continuous 1−homogeneous because it is linear. Moreover, remark
that ∀i ∈ [N ] : γ(i) ∈ [0,∞)d implies Φ

(
[0,∞)N

)
⊂ Φ

(
[0,∞)d

)
and thus Φ(Z ) ∈ [0,∞)d.

Corollary B.1 ensures that

FΦ(Z ) ∈ Dom
(
GΦ(ΓZ )/E(Φ(ΓZ ))

)
= Dom(GΓ)

since

µΦ(ΓZ ) =
1

N

∑
i∈[N ]

δΦ(ei)/E[Φ(ΓZ )] =
1

N

∑
i∈[N ]

δγ(i) = µΓ.

The result is thus proved.

Remark B.4. This result ensures that, given any random vector of interest X for which
the associated d-norm generator ΓX has a uniform distribution with N atoms, one can find
a linear map Φ transforming a noise with unit Fréchet margins with at least N atoms to a
distribution whose D-norm generator is the desired one.

Lemma B.2 and Proposition B.3 together prove Proposition 2.11.

B.3 Proof of Theorem 2.12

The following technical lemma will be useful to prove the result:

Lemma B.5. ∀a, b, c ∈ Rd:∣∣∣∣max
i∈[d]

aibi −max
i∈[d]

aici

∣∣∣∣ ≤ ∥a∥∞max
i∈[d]

|bi − ci|.

Proof. Without loss of generality, suppose that maxi∈[d] aibi ≥ maxi∈[d] aici, the argument
being symmetric. One has:∣∣∣∣max

i∈[d]
aibi −max

i∈[d]
aici

∣∣∣∣ = max
i∈[d]

{aici + aibi − aici} −max
i∈[d]

aici

≤ max
i∈[d]

aici +max
i∈[d]

{aibi − aici} −max
i∈[d]

aici

≤ max
i∈[d]

|ai|max
i∈[d]

|bi − ci|
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and the result is proved.

We seek to find a upper bound on:

inf
θ∈Θ

sup
x∈(0,∞)d

|ℓF (x )− ℓGθ,N
(x )|/ ∥x∥∞ .

In view of the above, and remembering that the stdf of the output of a neural network is
discrete (Proposition 2.10), our goal is to find the best approximation of the D-norm ∥.∥Γ with
a discretized generator with N atoms; we will leverage results from quantization (Section A.3).
Take Γ an arbitrary generator of the D-norm related to ℓF . One has:

min
f :Rd→Rd,#f(Rd)=N

∣∣∣∥x∥Γ − ∥x∥f(Γ)
∣∣∣ = min

f :Rd→Rd,#f(Rd)=N

∣∣∣∣EΓ

[
max
i∈[d]

(|xi|Γi)−max
i∈[d]

(|xi|f(Γi))

]∣∣∣∣ ,
≤ min

f :Rd→Rd,#f(Rd)=N
∥x∥∞ EΓ

[
max
i∈[d]

|Γi − f(Γi)|
]

(B.29)

≤ ∥x∥∞ eN,∞(Γ), (B.30)

from Lemma B.5. To bound (B.30), we use a quantizer which has a constant sup-norm, which
existence is guaranteed by (Theorem A.6):

∥Γ∥∞ = c a.s.. (B.31)

Observe that the constant c must be related to the stdf using Definition 2.3:

ℓF (1) = E [∥Γ∥∞] = c.

Now, we are in a position to derive a bound on eN,∞(Γ).

Definition B.6. For any norm ∥·∥, let us denote by B∥·∥ the associated unit ball. Besides,

let B+
∥·∥ = B∥·∥ ∩ [0,∞)d be the part of the unit ball in the positive orthant.

Owing to (B.31) and Definition 2.3, supp (Γ) ⊂ c · [0, 1]d. Equation (A.21) shows that one can
get an error bound for (B.30) with rate N−1/d. However, it is possible to improve this result
by remarking that Γ takes values on the boundary of a hypercube (see (B.31)). Indeed, now
note that:

supp(Γ) ⊂ c · B+
∥·∥∞

⊂
⋃
i∈[d]

c · B+
∥·∥∞

(i), (B.32)

where, for all i ∈ [d],

B+
∥·∥∞

(i) =
{
(x1, . . . , xi−1, 1, xi+1, . . . , xd) : (x1, . . . , xi−1, xi+1, . . . , xd) ∈ [0, 1]d−1

}
.

Remark B.7. For all i ∈ [d], B+
∥·∥∞

(i) is canonically homeomorph to [0, 1]d−1 in the topolog-

ical space Rd−1 endowed with the topology of ∥·∥∞.

Using Lemma A.9 (inequality (A.22) with (B.32) from first to second term and from second
to third and inequality (A.23) from third to fourth), we get

eN,∞ (Γ) ≤ c · eN,∞

(
B+
∥·∥∞

)
≤ c · e⌈N/d⌉−1,∞

(
B+
∥·∥∞

(1)
)
= c · e⌈N/d⌉−1,∞

(
[0, 1]d−1

)
.

Gathering previous arguments, we have proved the following:
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Lemma B.8. Consider Γ ∈ Rd a generator of a D-norm such that ∥Γ∥∞ = c a.s. . Then,
the following holds true:

∀x ∈ Rd : min
f :Rd→Rd,#f(Rd)=N

∣∣∣∥x∥Γ − ∥x∥f(Γ)
∣∣∣ ≤ c · ∥x∥∞ e⌈N/d⌉−1,∞

(
[0, 1]d−1

)
.

From (A.21), we get that:

e⌈N/d⌉−1,∞

(
[0, 1]d−1

)
N→∞∼ (⌈N/d⌉ − 1)−1/(d−1)Q∞

(
[0, 1]d−1

)
λ([0, 1]d−1)1/(d−1)

N→∞∼ d1/(d−1)N−1/(d−1)Q∞

(
[0, 1]d−1

)
which proves (2.9), where C(d) = c · d1/(d−1)Q∞

(
[0, 1]d−1

)
in (2.10). The proof of Theo-

rem 2.12 is thus complete.
Observe that the quantization upper bound (B.30) is a bit rough since the right-hand side
of (B.29) refers to the L1-quantization that we bound using L∞-quantization. One could use
L1-quantization estimates but they would depend on the distribution of Γ and we prefer to
provide worst-case estimates.
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