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Abstract

The predatory bacterium Myxococcus xanthus can invade prey bacteria using two distinct

motility apparatuses. It is commonly acknowledged that adventurous motility is used for isolated

bacteria, while social motility corresponds to bacterial clusters. Inspired by recent biological

findings, we propose a simple model of predatory invasion focusing on the co-occurrence of

these two mechanisms and their possible synergistic effects. At microscopic scale, cell motion is

persistent; therefore, we opt for a transport-reaction model, extending previous reaction-diffusion

models. Another specificity is the structuration of the bacterial population into clusters with

varying speeds and persistence times. In the linear regime, we find a transition from normal

speed to anomalous speed, consistent with reaction-diffusion theory but with specificities due

to the hyperbolic nature of the model. For the nonlinear regime, we numerically observe and

study the existence of transitions between pulled and pushed fronts. Finally, we reproduced

biological experiments with mutants lacking each of the motility apparatuses based on relevant

modifications of the model. Moreover, we propose a rational basis for the reported synergistic

effects. Our work paves the way for a better understanding of the complex waves of bacterial

population advance, which are precursors to biofilm formation.
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Introduction

Biology. Myxococcus xanthus is a social bacterium that moves and feeds cooperatively in preda-

tory groups. Myxococcus xanthus bacteria employ two distinct modes of motility: social motility

(S) and adventurous motility (A). Social motility is associated with the presence of type IV pili,

which act as grappling hooks at the bacterial pole, promoting coordinated movement within

clusters of bacteria [1]. Adventurous motility, on the other hand, involves gliding mechanisms

that enable individual bacteria, mainly at the edge of the colony, to move [2]. These two motility

systems, which depend on the expression of two distinct sets of genes [3], exhibit completely

different characteristics which we will detail in the remainder of this article.

M. xanthus is a predatory bacterium, known to attack a wide variety of prey [4, 5]. The

biomass released by the prey microorganisms is rich in amino acids and lipids, which constitute

their main sources of carbon and energy. Myxococcus xanthus employs two attack strategies,

choosing them based on the prey type [6]. The first strategy involves a frontal attack, where

the predatory bacteria gradually penetrate the prey colony and progressively lyse the prey cells

[7, 8]. In the other strategy, named wolf pack, M. xanthus cells surround the prey colony and

undulate before killing it [8, 9]. In this article we focus on modeling the frontal attack.

The main mechanism of prey destruction results from contact-dependent killing by the bac-

teria. According to several recent studies, isolated bacteria of Myxococcus xanthus approach prey

cells using their adventurous motility. Upon direct contact, they stop their movement and induce

the death of the prey cell [10, 11, 12]. Cooperation among Myxococcus xanthus cells, as observed

by Rosenberg et al., promotes vegetative growth and predation [13]. This cooperation enables a

common secretion of hydrolytic enzymes, improving the efficiency of prey biomass degradation

within a cluster, suggesting more efficient predation compared to individual cells [13]. In addi-

tion, Zhang et al. noted that isolated bacteria of M. xanthus frequently leave killed Escherichia

coli prey without degrading the biomass, probably due to insufficient production of degrading

enzymes [9, 11]. In the mathematical model we introduce, we assume that isolated bacteria lyse

prey bacteria and leave the biomass behind. These nutrients will later be consumed by bacterial

clusters.

These rod-shaped bacteria can move along their main axis thanks to their two motility
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systems. At certain points, these bacteria reverse their direction by changing polarity [14].

Several studies have shown that M.xanthus is not chemotactic towards its prey [15], and whether

the bacterium exhibits chemotactic behaviors in general remains controversial [16, 17]. Bacteria

in bacterial clusters tend to be faster than isolated bacteria [18].

Since the pioneering works of Fisher [19] and Kolmogorov-Petrovskii-Piskunov [20], the dis-

persion of biological species is commonly modeled using reaction-diffusion equations. A major

problem, in our case, with the choice of diffusion is that it does not model the persistence of mo-

tion [21]. In one dimension, and only in one dimension, the movement of the bacteria corresponds

to a Run and Tumble process, also called telegraph dispersal, based on a velocity jump process

[22, 23]. This choice is increasingly employed to model biological systems (see, for example, [24,

25, 26]), notably for modeling bacterial motility [27, 28, 29, 30].

In one dimension, during the Run phase, the particle moves in a straight line to the right or

to the left at speed v. Then, after a random time interval, following a Poisson distribution, the

particle undergoes a sudden stop and instantly reverses its direction. This movement is modeled

by the following two kinetic equations,
∂tf

+ +
v

ϵ
∂xf

+ =
1

2τϵ
(f− − f+),

∂tf
− − v

ϵ
∂xf

− =
1

2τϵ
(f+ − f−),

(1)

where f+ (resp. f−) corresponds to the density of bacteria moving to the right (resp. left).

The parameter ϵ is a scaling parameter that represents the ratio between the spatial scale and

the mean free path of bacteria. The transport term models the Run phase, while the RHS

corresponds to the Tumble phase/ Reversal phase. Making the change of variable f = f+ + f−

and using the Kac trick [31], the system (1) simplifies into a single equation given by

τϵ2∂tt + ∂tf = τv2∂xxf. (2)

When ϵ = 0, equation (2) becomes the heat equation, ∂tf = D∂xxf , where

D := τv2. (3)

This relation linking the diffusion coefficient, to the combination of persistence and instantaneous

speed, is crucial in our study. The investigation of the mean square displacement (MSD) also

enables the determination of relation (3) [23].
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Model introduction.

The population of M. xanthus is structured into isolated bacteria and different clusters that

interact with the nutrients present in the environment. The size of clusters is represented by

the variable i, and we assume that the cluster size cannot exceed the size limit n, where n is a

positive integer. The density of clusters of size i moving to the right is represented by the variable

p+i , while the density of clusters of size i moving to the left is represented by the variable p−i .

We also denote pi as the density of bacterial clusters of size i, defined by pi := p+i + p−i .

The densities p+1 and p−1 are given by the following system of equations,
∂tp

+
1 +

1

ϵ
∂xp

+
1 =

1

2ϵ2
(p−1 − p+1 ) + F+

1 [p±j ] + C+
1 [p

±
j ] +

α1p1(1− p)+
2

,

∂tp
−
1 − 1

ϵ
∂xp

−
1 =

1

2ϵ2
(p+1 − p−1 ) + F−

1 [p±j ] + C−
1 [p

±
j ] +

α1p1(1− p)+
2

,

(4)

with, p the total number of bacteria given by the following formula, p := p1 + 2p2 + . . . + npn

and (1− p)+ corresponding to the positive part of 1− p, (1− p)+ := max{1− p, 0}.

By a scaling of the time and space, which we do not detail in this document, the coefficients

corresponding to the instantaneous speed and persistence of isolated bacteria are chosen equal

to 1. The operator F±
i [p±j ] represents the fragmentation events associated with bacterial clusters

of size i moving to the right (+) or to the left (-) between times t and t + dt. This operator is

given in general form by the following equality

F±
i [p±j ] =

1

2
× 2

n∑
j=i+1

β(j)η(j, i)pj − β(i)p±i , i ∈ {1, . . . , n},

where β(i) represents the fragmentation rate of clusters of size i. The first sum represents larger

clusters that have fragmented into two distinct parts, with one resulting cluster having size i.

We assume that when a cluster of bacteria fragments, the two daughter clusters randomly choose

their direction, either to the right or to the left. In this sum, the function η corresponds to the

fragmentation kernel; in other words, η(j, i) represents the probability that a cluster of size j

fragments into a cluster of size i and a cluster of size j− i. The second term of the fragmentation

term corresponds to clusters of size i that have fragmented during the time interval dt. In this

article, we make the following assumptions

β(j) = β × j, and, η(j, i) =
1

j − 1
, for all i ∈ {1, . . . , j − 1}.
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We assume that the larger a cluster is in size, the more likely it is to undergo fragmentation.

Regarding possible fragmentation events, we assume them to be uniformly probable.

The operator C±
i [p

±
j ] corresponds to the coagulation events during the time interval dt, and

it is given by the following formula

C±
i [p

±
j ] =

1

2

i−1∑
j=1

γ(i− j, j)

[
p±j p

±
i−j +

1

2
(p+j p

−
i−j + p−j p

+
i−j)

]
− p±i

n−i∑
j=1

γ(j, i)pj , i ∈ {1, . . . , n}.

The first term corresponds to the coagulation event of two clusters of smaller sizes forming a

cluster of size i. Here, we assume that if two clusters are moving in the same direction, the

resulting cluster from their coagulation will also move in the same direction. When two clusters

coagulate but are not moving in the same direction, in this case, the newly formed cluster has

an identical probability of moving either to the right or to the left. The function γ(i − j, j)

represents the probability that a cluster of size j coagulates with a cluster of size i − j. We

assume that the function γ is given by

γ(j, j′) = γ × j × j′, for all j, j′ ∈ {1, . . . , n} such that j + j′ ≤ n.

The second term of the coagulation operator represents all clusters of size i that have coagulated

with another cluster to form a larger-sized cluster. The fragmentation and coagulation operators

preserve the mass, p.

Finally, we model the division of isolated bacteria. When an isolated bacterium divides, we

assume that the two daughter bacteria will also be isolated. The parameter α1 corresponds to

the proliferation rate. As the mass p increases, the proliferation term decreases. When the mass

exceeds a threshold, we assume that division events are no longer possible.

For clusters of size i ∈ {2, 3, . . . , n}, the equations of the couple (p+i , p
−
i ) are given by

∂tp
±
i ±

v(i)

ϵ
∂xp

±
i = ± 1

2τ(i)ϵ2
(p−i −p+i )+N

[
d(i− 1)p±i−1 − d(i)p±i

]
(1−p)++F±

i [p±j ]+C±
i [p

±
j ], (5)

where N is a spatiotemporal variable corresponding to the nutrient density.

These equations have the same coagulation and fragmentation terms as the equations (4).

The division term is now given by the term

Division term: N ×
[
d(i− 1)p±i−1 − d(i)p±i

]
× (1− p)+.
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The nutrients are created by prey lysis. We assume that N is governed by the following equation,

∂tN = δp1(1−N/NM ), (6)

with δ the rate of nutrient creation and NM the carrying capacity. We assume that the diffusion

of these nutrients is negligible. These nutrients created by the predation of isolated adventurous

bacteria will, in proportion to the nutrient presence, enable the division of bacteria within bac-

terial clusters. In this equation, we assume that the effect of bacteria on prey depends on the

size of the clusters. Isolated bacteria kill the prey, creating nutrients, while the clusters consume

these nutrients to increase their division rate. Since we focus solely on the invasion phenomenon,

we do not model the degradation of these nutrients by bacterial clusters.

We assume, in this division term, that when a bacterium divides within a cluster, the two

daughter bacteria remain part of the same cluster. Thus, the evolution of clusters of size i

between times t and t+ dt will depend on clusters of size i− 1 and size i for which a bacterium

will divide. We assume that the division rate, d, is given by the following formula

d(i) = i× α2, for all i ∈ {2, . . . n− 1}, and d(1) = d(n) = 0.

The linear growth of the function d represents the fact that every bacteria, whether in a cluster

or not, has the same chance of dividing. Consequently, the larger a cluster is, the more likely

one of its bacteria will divide. To ensure that the maximum size of bacterial clusters is equal to

n, we assume that bacteria can no longer divide within clusters of size n. Again, we assume that

the division rate decreases with respect to the total mass, p, and is only possible if the mass is

below the critical mass of 1.

The function v : i ∈ {2, . . . , n} 7−→ v(i) represents the instantaneous speed of bacterial

clusters of size i relatively to the isolated bacteria and the function τ : i ∈ {2, . . . , n} 7−→ τ(i)

represents the average time between a change of direction relatively to the isolated bacteria. For

the equations related to the clusters, we assume that the scaling parameter is the same as for

the isolated bacteria equations, ϵ.

Mathematical literature. The model (4)-(5)-(6) corresponds to an extension of the model

presented in the article by Calvez et al. [32]. In the article [32], the authors introduce a simpli-

fied reaction-diffusion model that only considers isolated bacteria and clusters of two bacteria.
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Their goal was to study the impact of the speed advantage of bacterial clusters. Through nu-

merical simulations, the authors highlight the presence of pulled and pushed fronts. Moreover,

in the article [33], the authors have demonstrated that under the assumption of fast coagulation-

fragmentation, there is a unique transition between pulled and pushed fronts. In the present

article, we enhance this model in several aspects. Firstly, we model bacterial clusters of size

greater than 2. Then, for the reasons described above, we favor a telegraph dispersal rather than

the previous diffusion operator. We also decide to model the creation of nutrients resulting from

the lysis of prey bacteria by isolated predator bacteria, as well as the effect of these nutrients on

the proliferation of bacterial clusters. Other, older models have been introduced to model the

spread of the M. xanthus bacteria [34, 35]. However, these models do not consider the predatory

nature of the bacteria and the coexistence of the two motility systems. The study of traveling

waves for reaction-telegraph equations has already been studied in numerous articles (See for

example [36, 37, 38, 39, 40, 41, 42, 43]) and for more general systems of several hyperbolic

equations [44, 45].

Results. In this article, we focus on the linear and nonlinear speeds of the model (4)-(5)-(6).

When the nonlinear speed equals the linear speed, the front is said to be pulled. Conversely, when

the linear speed differs from the nonlinear speed, the front is pushed [46]. Based on the marginal

stability conjecture and under certain assumptions, we propose a formula for the linear speed.

Two scenarios are possible: either the linear speed equals the linear speed of the two-equation

system (4), decoupled from the other equations; or the linear speed is greater than this speed,

in which case the propagation is termed anomalous. To the best of our knowledge, no article

reports such a phenomenon for hyperbolic equations. We also perform numerical simulations to

determine the nonlinear speed of the model. Our numerical results reveal the existence of both

a pulled front regime and a pushed front regime. In our numerical experiments, for the pushed

front regime, the nonlinear speed consistently exceeds the linear speed.

Myxococcus xanthus has two strains A+S− and A−S+ corresponding respectively to a pop-

ulation of Myxococcus xanthus bacteria composed solely of adventurous bacteria and another

composed solely of social bacteria. According to the results of biological experiments presented

in the article [12], the Wildtype strain (or A+S+) and the A+S− strain significantly invade the E.
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coli prey much faster than the A−S+ strain. Based on our model, we propose two mathematical

systems corresponding respectively to the A+S− and A−S+ strains. Our numerical simulations

yield results consistent with the biological experiments, showing that the A−S+ strain has great

difficulty invading the prey.

Finally, we investigate, through numerical simulations, the impact of the existence of both

motility systems on the invasion speed. To achieve this, we use the relation (3) linking the

diffusion coefficient with persistence and instantaneous speed. This allows us to study the in-

vasion speed for various parameter values (τ(i), v(i)) under the constraint 1 = τ(i)v2(i) for all

i ∈ {2, . . . , n}. According to our numerical simulations, the characteristics induced by the coex-

istence of adventurous and social motility systems significantly facilitate the predation of a prey

bacteria.

Outline. The document is organized as follows: In Section 1 we first study the simplified

system, n = 2, where only isolated bacteria and pairs of bacteria are considered. We first derive

the linear speed of the model. Subsequently, followed by an exploration of the nonlinear speed

through numerical simulations. Finally, we conclude this section by describing results related to

the biological modeling of this problem. In Section 2, we extend this analysis to the more general

case where n > 2, applying similar methods to investigate the behavior of the extended model.

1 Simplified case n = 2

In this section, we assume that clusters can only contain two bacteria. According to the biological

experimental data presented in the article [47], there is a symmetry between the probability of

fragmentation and coagulation. To simplify the calculations presented in this section, we assume

that the fragmentation rate equals the coagulation rate, and denote it by k.
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Under the assumption n = 2, the model (4)-(5)-(6) becomes the following,

∂tp
+
1 +

1

ϵ
∂xp

+
1 =

1

2ϵ2
(p−1 − p+1 )− k(p+1 )

2 − kp+1 p
−
1 + kp2 +

α1

2
p1(1− p)+,

∂tp
−
1 − 1

ϵ
∂xp

−
1 =

1

2ϵ2
(p+1 − p−1 )− k(p−1 )

2 − kp+1 p
−
1 + kp2 +

α1

2
p1(1− p)+,

∂tp
+
2 +

v

ϵ
∂xp

+
2 =

1

2τϵ2
(p−2 − p+2 )− kp+2 +

k

2
(p+1 )

2 +
k

2
p+1 p

−
1 ,

∂tp
−
2 − v

ϵ
∂xp

−
2 =

1

2τϵ2
(p+2 − p−2 )− kp−2 +

k

2
(p−1 )

2 +
k

2
p+1 p

−
1 ,

∂tN = δp1(1−N/NM ).

(7)

The choice of the term modeling bacterial proliferation is specifically motivated for values

of n strictly greater than 2. When n = 2, this term becomes irrelevant. Indeed, in the system

of equations (7), clusters of two bacteria gradually disappear, and nutrients do not influence

the predation behavior of M. xanthus. To overcome this problem, we add a nonlinear, nutrient-

dependent logistic proliferation term into the equations governing the two-bacteria clusters.

∂tp
+
1 +

1

ϵ
∂xp

+
1 =

1

2ϵ2
(p−1 − p+1 )− k(p+1 )

2 − kp+1 p
−
1 + kp2 +

α1

2
p1(1− p)+,

∂tp
−
1 − 1

ϵ
∂xp

−
1 =

1

2ϵ2
(p+1 − p−1 )− k(p−1 )

2 − kp+1 p
−
1 + kp2 +

α1

2
p1(1− p)+,

∂tp
+
2 +

v

ϵ
∂xp

+
2 =

1

2τϵ2
(p−2 − p+2 )− kp+2 +

k

2
(p+1 )

2 +
k

2
p+1 p

−
1 +

α2

2
Np2 (1− p)+ ,

∂tp
−
2 − v

ϵ
∂xp

−
2 =

1

2τϵ2
(p+2 − p−2 )− kp−2 +

k

2
(p−1 )

2 +
k

2
p+1 p

−
1 +

α2

2
Np2 (1− p)+ ,

∂tN = δp1(1−N/NM ).

(8)

Such a choice would be irrelevant for a larger n. The parameter v (resp. τ) represents the

advantage or disadvantage in speed (resp. average time before a change of direction) of clusters

of two bacteria.
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1.1 Linear speeds

In this section, we study the critical linear propagation speed of the model (8). Linearizing this

model around the zero equilibrium point gives us the following linear model:

∂tp
+
1 +

1

ϵ
∂xp

+
1 =

1

2ϵ2
(p−1 − p+1 ) + kp2 +

α1

2
p1, (9a)

∂tp
−
1 − 1

ϵ
∂xp

−
1 =

1

2ϵ2
(p+1 − p−1 ) + kp2 +

α1

2
p1, (9b)

∂tp
+
2 +

v

ϵ
∂xp

+
2 =

1

2τϵ2
(p−2 − p+2 )− kp+2 , (9c)

∂tp
−
2 − v

ϵ
∂xp

−
2 =

1

2τϵ2
(p+2 − p−2 )− kp−2 . (9d)

Note that equations (9c)-(9d) are independent of the variables p+1 and p−1 . However, the

variables p±2 , through the coupling term, influence the behavior of the variables p±1 . Nevertheless,

the variables p±2 decay exponentially to zero at every point for all x as t → ∞. Thus, one might

expect that the coupling term in equations (9a)-(9b) would quickly stop affecting the propagation

speed of the traveling wave solutions of p1. However, we will see that the coupling term can

irreversibly increase the wave speed. This type of phenomenon, called anomalous propagation,

was first introduced in the article [48] and has since been theoretically studied by numerous

authors [49, 50, 51, 52].

There are therefore two possibilities concerning the linear propagation speed of (9a)-(9d). In

the first case, the coupling term has no effect, and the critical asymptotic speed is determined

solely by the decoupled system of equations (9a)-(9b), i.e., with k = 0. In this case, we will

use the term normal speed. Conversely, when the pairs of bacteria, through the coupling term,

influence the speed of the isolated bacteria, we will refer to it as anomalous speed.

We define the linear propagation speed as follows:

Definition 1 (Linear propagation speed). The linear propagation speed of a linear system (S)

is given by

s⋆lin = sup{s : Ds(ν, λ) has a pinched double root with Re λ ≥ 0},

where Ds(ν, λ) is the dispersion relation associated with the problem (S), and the notion of a

pinched double root is introduced in the appendix A.

This definition is based on the distinction between convective instability and absolute insta-

bility [49]. In certain specific cases, this definition may prove to be imperfect. It then becomes
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necessary to consider the singularities of the pointwise Green’s function associated with the

problem. The connection between pinched double roots and these singularities has been studied

theoretically for a broad class of parabolic systems, by Holzer and Scheel in the article [49].

However, to simplify the calculations in Appendix A, we will nonetheless use this definition.

In Appendix A, we show that the linear propagation speed, s⋆lin, can take one of four possible

values:

• The two normal speeds: parabolic and hyperbolic

spara :=
2
√
α1

1 + α1ϵ2
, shyp :=

1

ϵ
.

• The two positive anomalous speeds given by:

(s±anom)2 = s±(0) =
−a2(0)±

√
a22(0)− 4a0(0)a4
2a4

,

provided these two speeds are well defined. The functions a0, a2, and the coefficient a4 are

defined by equations (A.9), (A.10), and (A.11), respectively, in Appendix A.

By definition 1, the selection principle among these possible linear speeds corresponds to

the maximum of those that are indeed associated with pinched double roots. Based on this

postulate, it is possible to explicitly calculate certain critical transition values, which will not

be detailed in this article due to their significant complexity. We illustrate transitions between

different possible linear speeds in Figure A.1.

When isolated bacteria are faster than clusters, we obtain the following result:

• If ϵ < 1/
√
α1, then the linear propagation speed can be the parabolic speed or one of the

anomalous speeds: spara, s+anom, and s−anom.

• If ϵ > 1/
√
α1, then the linear propagation speed corresponds to the hyperbolic speed.

In Appendix A, we also verify through numerical simulations that this linear propagation

speed is indeed selected for a nonlinear model in a pulled front regime, when initial conditions

correspond to Heaviside functions.
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1.2 Nonlinear speed – Pulled and Pushed regime

The speed of the nonlinear model (8) is not necessarily equal to the linear propagation speed.

In this section, we use numerical simulations to compare the nonlinear and linear speeds to

determine whether the front is pulled or pushed [46].

For numerical simulations, we employ the numerical scheme presented in the article [42],

which is based on the nonlinear flux-limiter schemes developed in the articles [53, 54]. To

approximate the wave speed, we use an algorithm based on the LeVeque-Yee formula [55, 56]. In

this work, we consider only steep initial data. More specifically, for the model (8), we consider

initial conditions of the form p±i (t = 0, x) = (p⋆i /2)H(x− x0), for i = 1, 2, where H denotes the

Heaviside function and x0 is a positive constant.

In Figure 1, we plot with black dots, for different values of parameter v, the evolution of

the critical speed for the nonlinear model normalized by the speed we obtain when v = 1. For

v = 1, the selected numerical speed corresponds well to the parabolic speed. However, a slight

numerical error on the order of 10−2 remains due to the inaccuracies of the numerical simulations

(mesh, convergence time, etc.). Since this error persists for other values of v, we have chosen to

normalize the results by the value calculated at v = 1 in order to improve the readability of the

figure and the comparison with theoretical speeds. The colored curves correspond to the linear

propagation speed normalized by the parabolic speed independent of v. We observe two different

scenarios separated by a critical threshold vc. When v < vc, the front is pulled; indeed, the

selected numerical speed corresponds to the parabolic linear speed. However, when v becomes

greater than the critical threshold vc, the speed becomes greater than the parabolic linear speed

and also greater than all possible linear speeds. Therefore, the front is pushed for v > vc. The

hyperbolic speed and the anomalous plus speed are not represented in this figure as they are not

admissible for the chosen parameter values.

We performed several additional numerical simulations, not presented in this article, for dif-

ferent parameter values. According to these simulations, it seems that the speed of the nonlinear

model can be equal to the parabolic and hyperbolic linear speeds but never equals either of the

two anomalous linear speeds. For the model associated with diffusion, numerical results pre-

sented in the articles [32, 33] also show these same results. Moreover, when the model is in the

pushed regime, the propagation speed appears to always be greater than the linear speed. For
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Figure 1: Comparison between the numerical critical speed of the model (8) and the
theoretical linear speed for different values of parameter v. The black points correspond
to the numerical critical speed of the model (8) normalized by the speed for v = 1. The red curve
represents the parabolic speed, and the cyan curve represents the anomalous minus speed. For
v small enough, the critical speed corresponds to the parabolic speed, indicating a pulled front
regime. For v > vc ≈ 1.1, the critical speed differs from the possible linear speeds, indicating a
pushed front regime. The other parameter values are given by k = 1, α1 = 1, α2 = 4, τ = 1,
NM = 6, ϵ = 0.9, and δ = 2.
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single reaction-diffusion equations, the nonlinear speed is always greater than the linear speed;

however, in the article [57], the authors presented a counterexample showing that this is not

always the case for reaction-diffusion systems.

1.3 Optimal invasion strategy

The difference in motility between isolated bacteria and bacterial clusters leads to distinct char-

acteristics regarding their persistence and instantaneous speed. In the article [18], it was shown

that bacterial clusters move faster than isolated bacteria. Moreover, based on the contrasting

mechanisms of adventurous and social twitching motility [58, 59], we decided to test the case

where A motility is more persistent than the other. Therefore, we assume that parameter values

are v > 1 and τ < 1.

In Figure 2, using numerical simulations, we look at the critical speed of the model (8) as

a function of the values of the couple of parameters linked to the motion characteristics (v, τ).

Once again, we normalize this numerical critical speed by the speed calculated at v = 1 and

τ = 1. When v = 1 and τ = 1, the front is pulled, and the selected linear speed is the parabolic

speed. The intensity of the red color represents the renormalized numerical critical speed. We

observe that as either v or τ increases, this speed also increases. Since the instantaneous speed

advantage of clusters is offset by a persistence disadvantage, it is also important to study the

evolution of the critical speed as one parameter increases and the other decreases.

As mentioned in the introduction, the diffusion coefficient is a combination of persistence

and instantaneous speed (3). We denote by D the ratio between the coefficient of diffusion

associated with bacterial clusters and the diffusion coefficient of isolated bacteria. To focus

exclusively on the impact of differences in instantaneous speed and persistence time between

clusters and isolated bacteria, we assume that this ratio is equal to 1, i.e., D := τv2 = 1. If this

ratio differs from 1, for example D > 1, this difference could alone influence the propagation

speed of the bacteria [32, 33]. We thus define s as the nonlinear critical speed of the model (8),

under the constraint 1 = τv2,

s(ṽ) = s⋆(τ = 1/ṽ2, v = ṽ),

with s⋆ the critical nonlinear speed of traveling wave solution of (8).

In Figure 3, we plot, for two parameter values α1, the variations of the speed s. Firstly, we
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Figure 2: Evolution of the numerical critical speed of the travelling wave as a function
of the parameters τ and v for the model (8). The colorimetry represents the intensity of
the numerical critical speed obtained from our numerical simulations, divided by the speed at
τ = 1 and v = 1 (parabolic speed). The circles correspond to the constraint D := τv2 = 1.
We note that under the constraint τv2 = 1, the increase of v and the decrease of τ leads to an
increase in the speed ratio. The parameter values are: α1 = 0.5, α2 = 4, k = 1, ϵ = 0.85, δ = 3,
NM = 6.
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Figure 3: Evolution of the numerical critical speed of the model (8) under the con-
straint 1 = τv2 for: Top. α1 = 0, Bottom. α1 = 1. The black curves represent the numerical
nonlinear speed of the model (8). For the bottom figure, we normalize this numerical speed by
the speed calculated at τ = 1 and v = 1 (parabolic speed). We calculate this speed for different
values of v under the constraint 1 = τv2, so as v increases, the value of the parameter τ , not
shown in the figure, will decrease. The rectangles above the two figures illustrate the pushed or
pulled regime of the traveling wave. We observe that in both cases, the increase in v coupled with
the decrease in τ leads to an increase in the critical speed. The values of the other parameters
are given by α2 = 4, k = 1, ϵ = 0.85, NM = 3 and δ = 2.
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assume the extreme case where the division rate of isolated bacteria is zero, which is mathemat-

ically expressed as α1 = 0. In this case, we observe that the speed s is strictly increasing as v

increases (and as τ decreases) under the constraint 1 = τv2. Under the assumption α1 = 0, we

lose the linear proliferation term of isolated bacteria, so propagation can only occur through the

nonlinear terms.

In the case α1 = 1, we observe two possible scenarios. When v is small enough, the front is

pulled, and the critical nonlinear speed always corresponds to the normal critical nonlinear speed

in the case v = 1 and τ = 1. Indeed, according to our numerical simulations, it is impossible to

select an anomalous speed. When v becomes large enough, the front becomes pushed, and the

increase in v under the constraint 1 = τv2 leads to an increase in invasion speed. In this figure,

the critical transition between pulled and pushed fronts is close to the value vc ≈ 1.1 (τc = 1/v2c ).

This critical threshold strongly depends on the parameter values.

More generally, according to our numerical simulations, for α1 > 0, there exists vc such

that: if the advantage of instantaneous speed coupled with the disadvantage of persistence is

sufficiently small, i.e., v < vc, the invasion speed is not affected by this difference in speed

and persistence. In such a case, the coexistence of both motility systems would not impact the

propagation speed of the bacteria. However, if the instantaneous speed v becomes greater than

the critical threshold vc (resulting in τ < τc), in this case, the advantage of clusters leads to an

increase in the invasion speed. Thus, the coexistence of both motility systems, adventurous and

social, would be a significant advantage for predation.

2 Extended model n > 2.

In this extended model, the spatially homogeneous null state remains an unstable equilibrium

point. The stable steady state is more complex to characterize explicitly, and we use numerical

simulations to determine it.

2.1 Linear speed

By applying a reasoning similar to the case n = 2, by Definition 1, we show in Appendix B that

the linear propagation speed, s⋆lin, can take the following possible values:
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• The two normal speeds: parabolic and hyperbolic

spara :=
2
√
α1

1 + α1ϵ2
, shyp :=

1

ϵ
.

• The different anomalous speeds: s±anom,i for all i ∈ {2, . . . , n}, where s±anom,i are defined in

equation (B.3).

2.2 Nonlinear speed – Pulled and Pushed regime

In Figure 4, using numerical simulations, we plot, with black dots, the evolution of the critical

speed for the nonlinear model (4)-(5)-(6) for different functions v. More precisely, we define v as

a threshold function of the following form v(i) = 1i<⌊n/2⌋(i)+ v̄1i≥⌊n/2⌋(i), for all i ∈ {2, . . . , n},

with v̄ a positive real parameter that we vary in Figure 4. For the same reasons as before, we

normalize the numerical speed by the speed obtained at v̄ = 1. To compare with theoretical

linear speeds, we also illustrate the parabolic speed by the red curve and the largest of the

admissible anomalous speeds by the blue curve, both normalized by the parabolic speed. When

v̄ is small enough, the speed of the system (4)-(5)-(6) equals the linear prediction. However,

when v̄ becomes sufficiently large, the speed surpasses the linear speeds, and the front becomes

pushed.

2.3 Biological modeling

2.3.1 Propagation example

In Figure 5, we illustrate the traveling wave solution of the model with multiple cluster sizes (4)-

(5)-(6). Dotted lines represent the density of clusters of different sizes multiplied by their size at

a given time T . The propagation speeds associated with the densities pi, with i ∈ {1, . . . , n}, are

always similar. The grey area corresponds to the nutrient density at the same time. Upstream of

the front, we only observe the presence of isolated bacteria represented by the black line. These

isolated bacteria generate nutrients that subsequently allow the invasion of bacteria clusters.

The different cluster sizes are indicated by the following colorimetry: from blue (i = 2) to red

(i = n). We note that the invasion of clusters of different sizes occurs in a staggered and ordered

manner based on their size. After isolated bacteria, we observe the emergence of clusters of

two bacteria, then clusters of three bacteria, and so on. This heterogeneity is also observed
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Figure 4: Comparison between the numerical critical speed of the nonlinear model
(4)-(5)-(6) and the theoretical linear speed for different values of the parameter v̄.
The black points correspond to the numerical critical speed of the nonlinear model (4)-(5)-(6)
normalized by the speed for v̄ = 1. The red horizontal line represents the parabolic linear speed,
and the blue curve represents the largest admissible anomalous speeds, both normalized by the
parabolic speed. For v̄ small enough, the critical speed of the nonlinear model is equal to the linear
speed. Then, when v̄ becomes large enough, the nonlinear speed becomes strictly greater than
the linear speed. The values of the other parameters are given by β = γ = α1 = α2 = NM = 1,
n = 4, ϵ = 0.95, δ = 1.5, and the functions are given by τ(i) = 1 for all i ∈ {1, 2, 3, 4}, v(2) = 1.

in biological predation experiments with the bacteria M. xanthus [47]. Indeed, at the forefront

of the predation front, there are mainly isolated bacteria, called scouts. Following this group,

clusters of small size, called loners, appear. Finally, in the wake of these clusters, the invasion

of large clusters, called swarms, occurs.

2.3.2 Study of strain invasion speed

In the article [12], the authors investigated the invasion speed of three strains, Wildtype (A+S+),

A+S−, and A−S+. The Wildtype strain has both motility apparatuses, A and S, while the

other strains are mutants that have lost one of these systems: the A+S− strain has lost the S

apparatus, and the A−S+ strain has lost the A apparatus. To do this, the authors conducted

three similar predation experiments, one for each strain, which they stopped at the same time

to analyze the progress of the bacterial invasion. Their results show that the A−S+ strain has

significant difficulty invading the prey compared to the Wildtype and A+S− strains. In this
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Figure 5: Example of traveling wave solutions of the model (4)-(5)-(6) at time t = T .
The nutrient density, N , is represented in grey. The dashed lines correspond to the densities of
different sizes of bacterial clusters multiplied by their size, pi(x) × i at time t = T . The black
line represents isolated bacteria, while the lines from blue to red correspond to bacterial clusters
and more precisely, from the cluster of two bacteria in blue to the cluster of n bacteria in red.
We observe an invasion of isolated bacteria, leading to the creation of nutrients. In the region
where nutrients are present, we see the successive invasion of clusters of increasingly larger sizes.
This spatial heterogeneity in the distribution of different cluster sizes has been recently observed
biologically in the article [47]. The parameter values are given by β = γ = ϵ = δ = α1 = α2 =
NM = 1, n = 10, and the functions are defined as follows: v(i) = τ(i) = 1 for all i ∈ {2, . . . , n}.
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section, we adapt our model to the specific case of the A+S− and A−S+ strains.

To model the A+S− strain, we remove the transport term for bacterial clusters from the

previous model, i.e. v(i) = 0 for all i ∈ {2, . . . n}. Similarly, for the A−S+ strain, we remove

the transport term of isolated bacteria.

In Figure 6, we carry out numerical simulations similar to the biological experiments per-

formed in the article [12]. Specifically, we carry out three independent numerical simulations,

one for each strain, which we stop at the same time to compare the invasion of the three strains.

The black curve corresponds to the Wildtype strain, the red curve to the A+S− strain, and

the green curve to the A−S+ strain. Our numerical results are consistent with the findings of

the biological experiments; the A−S+ strain is significantly slower in invading the E. coli prey

compared to the other strains.

For these parameter values, the invasion speed of the Wildtype strain is similar to the invasion

speed of the A+S− strain. However, as explained earlier, for other parameter values, the front can

be pushed, and in that case, the speed of the Wildtype strain would be greater than the speed of

the A+S− strain. Regarding the biological experiments performed in the article [12], the A+S−

strain is slightly faster in terms of predation than the Wildtype strain. Nevertheless, these results

are highly variable, and more experiments are needed to conclude a significant difference between

these two strains. Note that, in the absence of prey, the Wildtype strain propagates significantly

faster than both the A+S− and A−S+ strains, demonstrating that motilities A and S are used

synergistically [60]

2.3.3 Optimal motility strategy for invasion

The interest of the coexistence of the two motility systems is an important question in this

field. As explained earlier, these two distinct motility systems lead to significant differences in

bacterial movement characteristics. We assume that, for the reasons specified before, the diffusion

coefficient remains unchanged for different cluster sizes, and only differences in instantaneous

speed and persistence need to be considered. The A motility of isolated bacteria induces a

relatively low speed but, in return, a very high persistence in the same direction. In contrast,

the social motility of clusters generates a higher speed along one direction but a much lower

persistence. To study the impact of these differences on predation speed, we examine the critical
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Figure 6: Comparison of the invasion of the three different strains: Wildtype, A+S−,
A−S+ at time t = T . The black curve is a numerical solution of the model (4)-(5)-(6) associated
with the Wildtype strain. The red (respectively green) curve is a numerical solution of the same
model but without transport terms for clusters of bacteria (respectively for isolated bacteria)
and corresponds to the A+S− strain (respectively A−S+ strain). For the Wildtype strain and
the A+S− strain, the functions v and τ are defined as v(i) = 1.25 and τ(i) = 1/(1.252) for
all i ∈ {2, . . . , n}. For the A−S+ strain, the functions v and τ are defined as v(i) = 0 and
τ(i) = 1/(1.252) for all i ∈ {2, . . . , n}. The parameter values are: n = 10, β = γ = δ = α1 =
α2 = NM = 1, ϵ = 0.5.
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speed of the model (4)-(5)-(6) for different couples of functions (vj , τj) under the constraint

v2j τj = 1, corresponding to the assumption that the diffusion coefficient D is equal to 1 for all

cluster sizes (see (3)).

Several choices of function families are possible for instantaneous speed/persistence. We

particularly study linear functions and Hill functions. First, we assume that the functions vj

are linear. More precisely, we assume that the family of functions (vj)j corresponds to the lines

connecting the point (1, 1) to the point (n, v̄n,j), with v̄n,j ∈ R⋆
+ corresponding to the speed

of clusters of size n. When v̄n,j < 1, we have v′j < 0, so the clusters are slower than isolated

bacteria but, in return, will have a greater persistence (τj = 1/v2j ). We have the opposite result

for v̄j > 1. Moreover, as v̄j increases compared to 1, the difference in motility between isolated

bacteria and clusters becomes more significant. In the top of Figure 7, we illustrate the family

of functions (vj)j (on the left) for different values of (v̄j)j , as well as the associated family of

functions, (τj)j (on the right). In the bottom of Figure 7, we also plot the critical speed of the

model (4)-(5)-(6), for the different couples of functions (vj , τj) as a function of the coefficients

v̄j associated with these couples. The colors of the squares correspond to the color curves of the

associated functions vj and τj in the figures above. In Figure 8, we follow the same reasoning,

but this time taking functions vj in the form of Hill functions.

For both Figures 7 and 8, the results on the critical speed are similar. When the difference in

instantaneous speed between clusters and isolated bacteria is either a disadvantage or too small

an advantage, this difference in instantaneous speed/persistence does not affect the predation

speed of bacteria M. xanthus. More specifically, in this case, the front is pulled. Indeed, the

invasion speed is equal to the linear speed, which, for these parameter values, is the parabolic

speed. However, when the speed advantage of bacterial clusters (coupled with the disadvantage

of cluster persistence) becomes significant enough, the coexistence of A and S motility enables

faster invasion of the prey. In this case, the front is pushed, and the impact on the predation

speed is proportional to the difference in instantaneous speed/persistence. In other words, the

coexistence of two motility systems either does not affect predation speed, and in this case, the

invasion speed is solely influenced by isolated bacteria (pulled front), or it allows faster predation

(pushed front). Thus, according to our model, the coexistence of two motility systems is never

a disadvantage for predation.
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Figure 7: Evolution of the numerical critical speed of the model (4)-(5)-(6) under the
constraint 1 = τv2 with v a linear function. Top. On the left, we represent a family of
instantaneous speed functions vj . The instantaneous speeds vj are lines connecting the point
(1, 1) to the point (n, v̄j), with (v̄j) a uniform discretization of the interval [0.1, 5], represented
by the color spectrum from blue (v̄ = 0.1) to red (v̄ = 5). On the right, the figure illustrates the
functions τj associated with instantaneous speeds vj under the constraint 1 = v2j τj . Bottom.
For each couple of functions (vj , τj), we numerically compute the critical speed of the model
(4)-(5)-(6) and we indicate the result by a square with the corresponding colour. When v̄ is
small enough, the critical speeds are equal to the linear speed, and the front is pulled. In this
case, the propagation speed is independent of the coefficient v̄. However, when the coefficient,
v̄, becomes large enough, the front becomes pushed and predation of the bacteria is faster. The
values of the other parameters are given by n = 4, ϵ = 0.9, α1 = α2 = γ = β = NM = 1 and
δ = 3.
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Figure 8: Evolution of the numerical critical speed of the model (4)-(5)-(6) under the
constraint 1 = τv2 with v a Hill function. Top. On the left, we represent a family of
instantaneous speed functions vj . The functions vj are of the form vj(i) = 1 + v̄j · h(i)m/(1 +
h(i)m), where h is an affine function given by h(i) = i · h1 + h0, m is an integer and (v̄j) a
uniform discretization of the interval [−1, 5]. On the right, the figure illustrates the functions
τj associated with instantaneous speeds vj under the constraint 1 = v2j τj . Bottom. For each
couple of functions (vj , τj), we numerically compute the critical speed of the model (4)-(5)-(6)
and we indicate the result by a square with the corresponding colour. When v̄ is small enough,
the critical speeds are equal to the linear speed, and the front is pulled. In this case, the
propagation speed is independent of the coefficient v̄. However, when the coefficient, v̄, becomes
large enough, the front becomes pushed and predation of the bacteria is faster. The values of
the other parameters are given by n = 8, ϵ = 0.9, α1 = α2 = γ = β = NM = 1, δ = 3, m = 10,
h0 ≈ 0.28 and h1 ≈ 0.21.
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3 Conclusion

In this work, we introduce a model concerning the predation of the social bacterium Myxococcus

xanthus. This model, corresponding to an extension of previous models, aims primarily to model

and study the impact of differences between the two motility systems, A and S. For this model, we

determine a formula for the linear speed. Particularly, we demonstrate the presence of anomalous

speeds caused by the linear coupling between the clusters and the isolated bacteria. Regarding

the speed of the nonlinear model, our numerical simulations show the existence of a transition

between the pulled-front regime and the pushed-front regime, in which the selected speed exceeds

the linear prediction.

From a modelling point of view, the numerical simulations of our model verify characteristics

presented in biological experiments. Specifically, our model confirms the spatial distribution of

different cluster sizes in the invasion front. It also provides an explanation for biological exper-

iments on the invasion speed of the Wildtype, A+S−, and A−S+ strains. As the experiments

showed, the A−S+ strain had great difficulty in invading the prey. Furthermore, we use our

model to show that the coexistence of the two motility systems, A and S, has either a neutral or

a positive effect on faster predation. If the difference in motility does not lead to sufficiently large

differences in instantaneous speed and persistence, this coexistence will not influence the propa-

gation speed. Conversely, if this difference is significant enough, it will proportionally induce an

increase in the invasion speed.

To determine whether the coexistence of A and S motility has a neutral or positive impact on

predation, it is crucial to determine precisely the transition between a pulled-front and a pushed-

front regime. However, numerically approximating this transition with high precision is complex.

A new numerical method, based on far-field decomposition, makes it possible to approximate this

transition with extreme accuracy for a large family of reaction-diffusion systems [61]. It would be

interesting to extend these results to hyperbolic systems. Once this threshold has been precisely

calculated, it would be interesting to determine biologically reasonable parameter values in order

to determine the associated front regime: pulled or pushed.

In comparison to other bacterial predators specialized in specific prey, Myxococcus xanthus

stands out as a generalist predator capable of feeding on a wide variety of prey [9]. Due to the
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vast spectrum of potential prey for Myxococcus xanthus, the predation process of this bacterium

is likely to be extremely complex, involving various molecular mechanisms acting independently

or synergistically to attack different species. It would therefore be relevant to explore, both

mathematically and biologically, the variations in the predation process exerted by M. xanthus on

different prey species. Additionally, some bacterial prey, such as Bacillus subtilis, Pseudomonas

fluorescens and Escherichia coli, adopt defensive strategies, including the formation of specific

biofilms or the secretion of antibiotics [62, 63, 64, 65]. Therefore, it could also be interesting to

study the defensive reactions of prey against the predator.

In this article, we focused on the predation front of M. xanthus. In the wake of the inva-

sion front, two main phenomena occur successively: rippling and then the formation of fruiting

bodies. Following the advance of the predation front, the presence of cellular debris allows M.

xanthus cells to coordinate their movement by forming accordion-like undulations, similar to the

undulations of water [8, 66, 67, 68, 69]. During these undulations, called ripples, each wave crest

oscillates back and forth without generating a net displacement, although individual cells change

their positions. Then, in times of starvation, cells form aggregates, exchanging extracellular

chemical signals as well as signals from physical contact, thereby creating multicellular fruiting

bodies [70]. The cells involved in fruiting bodies undergo transformation into myxospores, highly

resistant to heat [71]. Sporulation has the advantage of enabling survival in hostile environments

and increasing germination and growth rates when the cells encounter favourable conditions.

In the literature, there are already several models of different natures aimed at modelling

rippling [69, 72, 73], including models with Run and Tumble motion [27, 74, 30]. Similarly,

numerous models have been introduced to model the formation of fruiting bodies (see, for ex-

ample, [75, 76, 77]). In order to develop a model encompassing all these phenomena, it would

be interesting to extend our hyperbolic model to determine if it can also describe, in the wake

of the invasion front, the rippling phenomenon and then, once nutrients are depleted, the for-

mation of fruiting bodies. The existence of periodic solutions in space (formation of fruiting

bodies) and/or in time (rippling) are phenomena that have already been extensively studied for

hyperbolic equations and systems of equations [78, 79, 80, 81, 82, 83, 84].
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A Derivation of the linear propagation speed for n = 2

First, we provide the definition of the term pinched double roots from [49, Defintion 4.2]

Definition 2 (Pinched double root). We say (ν⋆, λ⋆) is a pinched double root of the dispersion

relation Ds(ν, λ) if

1. Double root: we have

Ds(ν⋆, λ⋆) = 0, and, ∂νDs(ν⋆, λ⋆) = 0. (A.1)

2. Pinching: there exists a continuous curve λ(τ), with τ ∈ R+ satisfying:

• Re λ(τ) is strictly increasing,

• λ(0) = λ⋆,

• and Re λ(τ) → ∞ as τ → ∞,

and continuous curves of roots ν±(λ(τ)) which satisfy

• ν±(λ⋆) = ν⋆,

• and

lim
τ→∞

Re ν±(λ(τ)) = ±∞. (A.2)

In this work, we are only interested in time-stationary fronts in the moving frame reference.

Consequently, we consider the values λ ∈ R+, and negative eigenvalues, ν ∈ R−.
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Derivation of normal speeds. In the decoupled case, k = 0, the first two equations (9a)-(9b)

give us the following system
∂tp

+
1 +

1

ϵ
∂xp

+
1 =

1

2ϵ2
(p−1 − p+1 ) +

α1

2
p1, (A.3a)

∂tp
−
1 − 1

ϵ
∂xp

−
1 =

1

2ϵ2
(p+1 − p−1 ) +

α1

2
p1, (A.3b)

which can be expressed as,

ϵ2∂ttp1 + (1− α1ϵ
2)∂tp1 = ∂xxp1 + α1p1.

This linear equation has been extensively studied (See for example [36, 42]). In particular, it

has been shown that the associated critical propagation speed is given by the following formula
2
√
α1

1 + ϵ2α1
, if ϵ ≤ 1/

√
α1, (Parabolic regime)

1

ϵ
, otherwise. (Hyperbolic regime)

(A.4)

In the parabolic regime, the speed is a perturbation of the critical speed of the Fisher-KPP

parabolic equation. While, for the hyperbolic regime, the critical speed corresponds to the

maximum possible speed of the wave, which is equal to the coefficient of the transport term.

In the moving frame, ξ = x − st, we seek solutions in the exponential form eλt+νξp1, we

obtain the following dispersion relation,

D(1)
s (ν, λ) = ν2 + ν

s

1− ϵ2s2
(1− α1ϵ

2 − 2λϵ2) +
1

1− ϵ2s2
[
α1 − ϵ2λ2 − (1− α1ϵ

2)
]
,

with the two following associated roots,

ν±1 (λ, s;α1, ϵ) =
s(1− α1ϵ

2) + 2sϵ2λ∓
√
s2(1 + α1ϵ2)2 − 4α1 + 4λ(1− α1ϵ2 + λϵ2)

2(ϵ2s2 − 1)
. (A.5)

The dispersion relation has a double root when ν+1 = ν−1 . Since the speed of p±1 is given by

the value 1/ϵ, we consider only the range of plausible invasion speeds s ∈]0, 1/ϵ]. By performing

a Taylor expansion of the eigenvalues as λ → ∞, we obtain the following relation

ν±1 (λ, s) =
λϵ

(ϵs± 1)
+ o

λ→+∞
(λ).

Consequently, we have the following limit, ν±1 (λ, s) → ±∞ as λ → +∞. The pinching condition

is therefore satisfied. The equality ν+1 = ν−1 gives us

s21(λ;α1, ϵ) =
4α1

(1 + α1ϵ2)2
− 4λ(1− α1ϵ

2 + λϵ2)

(1 + α1ϵ2)2
. (A.6)
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To determine the linear propagation speed, we need to minimize the function Λ defined by

Λ(λ;α1, ϵ) :=
4λ(1− α1ϵ

2 + λϵ2)

(1 + α1ϵ2)2
.

• When ϵ ≤ 1/
√
α1, the minimum of the function Λ is reached at λ = 0. In this case, we

indeed obtain the parabolic propagation speed.

s1 = spara :=
2
√
α1

1 + ϵ2α1
,

already demonstrated by Hadeler [36] and Fedotov [38] using completely different methods.

• When ϵ > 1/
√
α1, the minimum of the function Λ is reached at λ = λ⋆, with λ⋆ := −(1−

α1ϵ
2)/(2ϵ2). Substituting this into equation (A.6), we obtain the hyperbolic propagation

speed s1 = shyp := 1/ϵ. In this case, the associated ν⋆ is null. Contrary to the pinched

double root of the parabolic case, the one of the hyperbolic case is not simple relatively to

λ.

Consequently, the concept of pinched double roots allows us to easily obtain the critical linear

speed of the system (A.3a)-(A.3b), which was already demonstrated in the article [42] using a

different method.

Derivation of anomalous speeds. To determine a potential anomalous speed, we now con-

sider equations (9c)-(9d). Following a similar approach as in the previous analysis, we can derive

the pair of eigenvalues associated with the system of two equations (9c)-(9d). These eigenvalues,

denoted as ν−2 and ν+2 , are defined by

ν±2 (λ, s; ϵ, v, τ, k) =
s(1 + 2ϵ2τk) + 2ϵ2τλs∓

√
4λτv2 (1 + 2ϵ2τk + ϵ2τλ) + s2 + 4kτv2(1 + ϵ2τk)

2τ(ϵ2s2 − v2)
.

(A.7)

The dispersion relation for the complete linear system (9a)-(9d), due to the triangular struc-

ture of the problem, is given by the following formula:

Ds(ν, λ) :=
(
ν − ν+1 (λ, s)

) (
ν − ν−1 (λ, s)

) (
ν − ν+2 (λ, s)

) (
ν − ν−2 (λ, s)

)
.

This dispersion relation has double roots if one of the equalities ν+1 = ν−1 , ν+2 = ν−2 , ν+1 = ν−2

and ν−1 = ν+2 is satisfied. As previously shown, the double root when ν+1 = ν−1 is pinched and
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leads to parabolic and hyperbolic speeds. The equality ν+2 = ν−2 is associated with a complex

propagation speed. Let us now consider the equality ν−1 = ν+2 . When ν+2 is real, its sign is always

positive according to definition (A.7). Therefore, we do not consider this equality. Finally, we

examine the last double root ν+1 = ν−2 . This time, analyzing the signs of the eigenvalues shows

that consistent triplets (ν, s, λ) can be obtained. As we have seen before, ν+1 tends to +∞ as

λ → +∞. Conversely, the expansion of ν−2 for λ → +∞ is given by the following relation

ν−2 (λ, s) =
λϵ

ϵs− v
+ o

λ→+∞
(λ).

Consequently, when s < v/ϵ, we have the limit ν−2 → −∞ as λ → +∞. Here, the possible wave

propagation speeds, s, lie between 0 and max(1/ϵ, v/ϵ). Therefore, it is possible to have s > v/ϵ

when v < 1. In this case, the root does not satisfy the pinching condition, and no anomalous

speed is expected.

The anomalous speed associated with the equality ν+1 = ν−2 is a solution of the following

polynomial equation,

a4s
4 + a2(λ)s

2 + a0(λ) = 0, (A.8)

with

a0(λ) :=
(
(λ+ k)

[
1 + ϵ2τ(λ+ k)

]
− τv2(λ− α1)

[
1 + ϵ2λ

])2
, (A.9)

a2(λ) :=
[
(1− α1ϵ

2)(1 + 2ϵ2τk) + 2α1τϵ
2 − 2kϵ2(1 + ϵ2τk)

]
{
(λ+ k)

[
1 + ϵ2τ(λ+ k)

]
+ τv2(λ− α1)

[
1 + ϵ2λ

]}
− τv2(1 + α1ϵ

2)2(λ+ k)
[
1 + ϵ2τ(λ+ k)

]
− (λ− α1)(1 + λϵ2), (A.10)

and,

a4 := ϵ2(α1 + k)(kϵ2 − 1)(τ [kϵ2 − 1] + 1)(1 + ϵ2kτ + α1ϵ
2τ). (A.11)

Solving equation (A.8) gives us two possibles real positive speeds

s±(λ) :=

√
−a2(λ)±

√
a22(λ)− 4a0(λ)a4
2a4

. (A.12)

We define Γ± as the sets given by

Γ± = {λ ∈ R+ : ν(λ, s±(λ)) is a pinched double root of Ds associated with admissible (s±, ν)}.
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Conjecture 1. If Γ+ ∪ Γ− ̸= ∅, then 0 ∈ Γ+ ∪ Γ−, and we have the following results:

- If 0 ∈ Γ+, then

s+(0) ≥ max

(
max
λ∈Γ+

s+(λ), max
λ∈Γ−

s−(λ)

)
.

- If 0 ∈ Γ−, then

s−(0) ≥ max

(
max
λ∈Γ+

s+(λ), max
λ∈Γ−

s−(λ)

)
.

In other words, when there exists a family of admissible pinched double roots associated with the

equality ν+1 = ν−2 parameterized by λ, the maximum associated speed is given by the one at λ = 0.

The high complexity of the polynomial coefficients (A.9), (A.10), and (A.11) makes proving

such a result challenging. To ensure its validity, we verified that this result holds true for

1015 different parameter values, uniformly distributed in the parameter space (α1, ϵ, τ, v, k) ∈

[0.05, 10]5. For each of these tests, the maximum admissible speed was indeed located at λ = 0.

Under the assumption of the conjecture 1, we thus define the two anomalous speeds of our

problem given by

s±anom := s±(0) =

√
−a2(0)±

√
a22(0)− 4a0(0)a4
2a4

. (A.13)

Unlike speeds for the parabolic and hyperbolic regimes, these anomalous speeds depend on the

parameters v, τ , and k. When ϵ = 0, the term a4 becomes zero, thus there is only one anomalous

speed, which is given by the formula,

s±anom(ϵ = 0) = α1

√
θ − 1√
k + α1

+

√
α1 + k√
θ − 1

,

with θ = τv2. This equality is in good agreement with the result obtained in the article [51].

To conclude, we obtain the following result:

Proposition 1 (Linear propagation speed for n = 2). We assume conjecture 1. By definition 1,

the critical linear propagation speed, s⋆lin, can take one of four possible values:

• The two normal speeds: parabolic and hyperbolic

spara :=
2
√
α1

1 + α1ϵ2
, shyp :=

1

ϵ
.
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• The two anomalous speeds:

s±anom = s±(0) =

√
−a2(0)±

√
a22(0)− 4a0(0)a4
2a4

,

with a0, a2, and a4 defined by equations (A.9), (A.10), and (A.11), respectively.

Numerical simulations. In this section, we focus on the selected wave speed for a nonlinear

model sharing the same linear part of the model (8). More precisely, we introduce a nonlinear

model without certain nonlinear terms such as coagulation, in order to have fronts always lin-

early determined. This allows us to numerically verify whether the linear speed predicted by

Proposition 1 is indeed the one selected by a nonlinear model in the pulled front regime.

We consider the following nonlinear model,

∂tp
+
1 +

1

ϵ
∂xp

+
1 =

1

2ϵ2
(p−1 − p+1 ) +

k

2
p2(1− p1) +

α1

2
p1(1− p1), (A.14a)

∂tp
−
1 − 1

ϵ
∂xp

−
1 =

1

2ϵ2
(p+1 − p−1 ) +

k

2
p2(1− p1) +

α1

2
p1(1− p1), (A.14b)

∂tp
+
2 +

v

ϵ
∂xp

+
2 =

1

2τϵ2
(p−2 − p+2 )− kp+2 , (A.14c)

∂tp
−
2 − v

ϵ
∂xp

−
2 =

1

2τϵ2
(p+2 − p−2 )− kp−2 . (A.14d)

corresponding to an hyperbolic extension of the model presented in the article [51].

In Figure A.1, we plot the selected speed of the model (A.14a)-(A.14d) using numerical

simulations (black points) and the theoretical linear speeds presented in Proposition 1 (colored

lines) for various values of the parameter ϵ. We observe that the numerical selected speed indeed

corresponds to the predicted linear speed. When ϵ is small enough, the linear speed matches the

parabolic speed (red line). As ϵ increases, the selected speed first becomes the minus anomalous

speed (cyan line) and then the plus anomalous speed (magenta line). For other simulations not

presented in this article, with different parameter values, we have also observed the possibility

to select the hyperbolic speed (green line).

For the parabolic and anomalous regimes, the linear propagation speed is determined by a

simple pinched double root at λ = 0. In these regimes, our numerical simulations show that

the modified nonlinear model indeed selects the marginally stable front. For these initial steep

conditions, this scenario is expected and corresponds to the marginal stability conjecture. (see [85,

86, 87, 49] for further details). This conjecture was recently proven in the context of higher-order
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Figure A.1: Comparison between the numerical selected speed of the modified model
(A.14a)-(A.14d) and various linear speeds for different values of ϵ. The numerical selected
speed of the model (A.14a)-(A.14d) is represented by black points. The theoretical linear speeds
are depicted by solid colored lines: red (parabolic), green (hyperbolic), cyan/magenta (anomalous
minus/plus). The selected speed of the model (A.14a)-(A.14d) aligns with the linear prediction
of Proposition 1. The parameter values are given by: k = 2, α1 = 2, v = 1.5, τ = 1.

scalar parabolic equations by Avery and Scheel in [88], and later extended to reaction-diffusion

systems by Avery [89].

For the hyperbolic regime, the linear propagation speed is induced by a double pinched double

root at λ = λ⋆ > 0. This type of situation is more complex and has been studied, for instance,

in the articles [49, 90, 91]. In this situation, it is possible to overestimate pointwise growth rates

and fail to correctly determine the marginally stable front [49, Remark 4.5]. According to our

numerical simulations, we observe that this speed can indeed be selected by the model (A.14a)-

(A.14d). For example, under the assumption v < 1 and ϵ > 1/
√
α1, the hyperbolic speed is

always selected.
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B Derivation of the linear propagation speed for n > 2

Linear propagation speed. Linearizing around the zero equilibrium point, we obtain the

following linear system
∂tp

±
1 ± 1

ϵ
∂xp

±
1 = ± 1

2ϵ2
(p−1 − p+1 ) +

n∑
j=2

β(j)η(j, 1)pj +
α1

2
p1,

∂tp
±
i ± v(i)

ϵ
∂xp

±
i = ± 1

2τ(i)ϵ2
(p−i − p+i ) +

n∑
j=i+1

β(j)η(j, i)pj − β(i)p±i , for all i ∈ {2, . . . , n}.

(B.1)

The derivation of the linear propagation speed is similar to the case n = 2. Due to the

triangular structure of the system (B.1), the dispersion relation is given by

Ds(ν, λ) =

n∏
i=1

(
ν − ν+i (λ, s)

) (
ν − ν−i (λ, s)

)
, (B.2)

where ν±i corresponds to the pair of eigenvalues associated with the two equations for clusters

of size i, independent of all the other equations, i.e., under the assumption β(j) = 0 for all

j > i. Consequently, ν±1 are the same as previously, explicitly defined by equations (A.5). The

eigenvalues ν±i , for all i ∈ {2, . . . , n}, are defined by equation (A.7) in the case k = β(i), v = v(i),

and τ = τ(i).

The pinched double roots of (B.2) associated with an admissible speed and slope can be

obtained when ν+1 = ν−1 or when one of the equalities ν+1 = ν−i with i ∈ {2, . . . , n} is satisfied.

In the first case, the associated speeds are the two normal speeds, while the second case leads to

anomalous propagation speeds. For each cluster size i ∈ {2, . . . , n}, we assume the equivalent of

conjecture 1, allowing us to define the two anomalous speeds for each cluster size.

s±anom,i := s±i (0) =

√√√√−a2,i(0)±
√
a22,i(0)− 4a0,i(0)a4,i

2a4,i
, for i ∈ {2, . . . , n}. (B.3)

where the coefficients a0,i, a2,i, and a4,i are calculated in the same way as the coefficients a0, a2,

and a4, defined respectively by equations (A.9), (A.10), and (A.11).

We thus obtain the following proposition:

Proposition 2 (Critical linear propagation speed for n > 2). We assume conjecture 1 for the

different cluster sizes. By definition 1, the critical linear propagation speed, s⋆lin, can take the

following possible values:
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• The two normal speeds: parabolic and hyperbolic

spara :=
2
√
α1

1 + α1ϵ2
, shyp :=

1

ϵ
.

• The different anomalous speeds: s±anom,i for all i ∈ {2, . . . , n}.

As before, the linear speed selected among these possible linear speeds corresponds to the

maximum of the admissible speeds.

Numerical simulations. As previously, we introduce a nonlinear system that shares the same

linear system (B.1), but whose nonlinear terms are chosen to have no impact on the wave speed,
∂tp

±
1 ± 1

ϵ
∂xp

±
1 = ± 1

2ϵ2
(p−1 − p+1 ) +

n∑
j=2

β(j)η(j, 1)pj +
α1

2
p1(1− p),

∂tp
±
i ± v(i)

ϵ
∂xp

±
i = ± 1

2τ(i)ϵ2
(p−i − p+i ) +

n∑
j=i+1

β(j)η(j, i)pj − β(i)p±i , ∀i ∈ {2, . . . , n}.

(B.4)

Case n = 3. In the first step, we assume that n = 3 to simplify the problem. There are six

admissible linear speeds: the parabolic speed, the hyperbolic speed, the two anomalous speeds

associated with clusters of size 2, and finally the two anomalous speeds associated with clusters

of size 3.

In Figure B.1, we plot the selected speed of the modified model (B.4) using numerical simu-

lations (black points), as well as the admissible theoretical normal and anomalous linear speeds

(colored lines) for different parameter values of v(3). The anomalous speed associated with clus-

ters of size 2, s±anom,2, is represented in blue while the anomalous speed associated with cluster

of size 3, s±anom,3, is in yellow. Again, for the numerical simulations, we consider only steep

initial data. For this choice of parameter values, the hyperbolic speed is not admissible, and

the only normal linear speed is the parabolic speed, represented by the red curve. To illustrate

the phenomenon of anomalous speed selection, presented in Definition 1 and Proposition 2, we

vary the value of v(3) so that the admissible anomalous speed associated with clusters of three

bacteria becomes greater than the admissible anomalous speed associated with clusters of two

bacteria. As we can see in Figure B.1, the selected speed will transition from the anomalous

speed associated with clusters of two bacteria to the anomalous speed associated with clusters

of size three.
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Figure B.1: For n = 3, comparison between the numerical selected speed of the mod-
ified model (B.4) and various linear speeds for different values of v(3). The black dots
correspond to the numerical selected speed of the system (B.4). The red curve represents the
parabolic speed, the blue curve the anomalous speed associated with cluster of size 2, s±anom,2,
and finally, the yellow curve corresponds to the anomalous speed associated with cluster of size 3,
s±anom,3. For this parameter regime, the hyperbolic speed is not admissible. The parameter values
are given by β = 1, α1 = 1, ϵ = 0.9, and the functions τ and v are given by τ(2) = τ(3) = 1 and
v(2) = 2.

Case n > 3. We also perform numerical simulations in the case n > 3. In Figure B.2, we

plot the numerical selected speed of the modified model (B.4) using black dots, as well as the

theoretical linear speeds for different values of the parameter ϵ and for two different cases, n = 8

and n = 12. When ϵ is small enough, the linear speed indeed corresponds to the parabolic speed,

represented by the red curve. For both figures, the results are similar. When ϵ becomes large

enough, the numerical speed becomes the largest of the admissible anomalous speeds represented

by the blue curve. We also illustrate the hyperbolic speed with the green curve, even though it

is never selected for these parameter values. These numerical results are in agreement with the

Proposition 2.
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Figure B.2: Comparison between the numerical selected speed of the modified model
(B.4) and the various possible linear speeds for different values of ϵ, and for: Top,
n = 8; Bottom, n = 12. The black dots represent the numerical selected speed of the system
(B.4). The red (resp. green) curve corresponds to the parabolic (resp. hyperbolic) linear speed.
The largest of the admissible anomalous speeds is represented by the blue curve. The numerical
simulations in the two figures are in agreement with Proposition 2. The values of the other
parameters are β = 1, α1 = 1, and the functions τ and v are given by τ(i) = 1 and (Top)
v(i) = 1 + 1.3× 1i≤4(i), (Bottom) v(i) = 1 + 1.6× 1i≤6(i) for all i ∈ {2, . . . , n}.
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