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Abstract—In practice, clinicians achieve a diagnosis by follow-
ing a sequence of steps, such as laboratory exams, observations,
or imaging. The pathways to reach diagnosis decisions are
documented by guidelines authored by expert organizations,
which guide clinicians to reach a correct diagnosis through these
sequences of steps. While these guidelines are beneficial for fol-
lowing medical reasoning and consolidating medical knowledge,
they have some drawbacks. They often fail to address patients
with uncommon conditions due to their focus on the majority
population, and are slow and costly to update, making them
unsuitable for rapidly emerging diseases or new practices. In-
spired by clinical guidelines, our study aimed to develop pathways
similar to those that can be obtained in clinical guidelines. We
tested three Large Language Models (LL.Ms) — Generative Pre-
trained Transformer 4 (GPT-4), Large Language Model Meta
Al (LLaMA), and Mistral — on a synthetic yet realistic dataset
to differentially diagnose anemia and its subtypes. By using
advanced prompting techniques to enhance the decision-making
process, we generated diagnostic pathways using these models.
Experimental results indicate that LLMs hold huge potential
in clinical pathway discovery from patient data, with GPT-4
exhibiting the best performance in all conducted experiments.

Index Terms—Large Language Models, Diagnosis, Decision
support, Diagnostic pathways, Anemia.

I. INTRODUCTION

For complex diagnostic decisions, clinicians typically fol-
low diagnostic guidelines that outline the sequential steps
necessary to reach a diagnosis. These guidelines, developed
by panels of experts based on the best available evidence,
aim to standardize and streamline clinical decisions through
recommended procedures such as gathering information, mak-
ing observations, and ordering laboratory tests. However, the
development of guidelines is both costly and time-consuming,
making it challenging to develop guidelines that comprehen-
sively cover the entire spectrum of diseases. Therefore, there
is a pressing need for more flexible and scalable methods to
provide insights when clinical guidelines are incomplete or
unavailable.
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We believe that new techniques, trained on clinical data
or embedding a large amount of domain knowledge, can
complement traditional diagnostic guidelines. Our goal is to
develop methods that assist the decision-making process in a
step-by-step manner, as it has been importantly outlined in
previous research [1]. Following such an approach has the
potential to minimize unnecessary tests, optimize healthcare
costs, and offer more personalized and accurate diagnoses,
particularly for patients with uncommon conditions.

The extensive data available in Electronic Health Records
(EHRs), as well as the emergence of large language models
(LLMs) offers significant opportunities to enhance clinical
practice. EHRs contain structured, semi-structured, and un-
structured data about patients’ health, including medications,
laboratory test orders and results, diagnoses, and demographic
information. Previous studies have leveraged EHRs to train
machine learning (ML) methods to automatically suggest
diagnoses for patients [2]. However, these studies typically
use supervised ML methods to predict a single endpoint,
represented as a class label. For data-driven approaches to
be truly adopted in clinical practice, diagnoses should not be
limited to a single endpoint. Instead, they could be represented
as a pathway that encompasses the steps of medical reasoning
and decision-making. This work builds upon a previous study
that employed Deep Reinforcement Learning (DRL) trained
on EHRs to achieve this goal [3]]. In this paper, we propose
an approach that uses LLMs and explores different models,
evaluate their performance on the basis of synthetic but
realistic EHRs, and compare them with the DRL approach.

Anemia, defined as a lower-than-normal amount of healthy
red blood cells, was chosen as the clinical condition for this
study for three reasons: its diagnosis is primarily based on a
series of laboratory tests available in most EHRs; it is a com-
mon diagnosis, implying that the associated amount of data is
sufficient to train ML models; and the differential diagnosis of
anemia is frequently complex, making its guidance particularly
useful.

We chose to use LLMs because, like the DRL approach,
they can construct models that operate sequentially, passing
through various steps, or following a human-readable chain



of thought. We propose adapting prompts for LLMs to pro-
gressively build individualized pathways of observations to
make before suggesting a diagnostic decision. For instance, in
the anemia use case, a pathway would involve a sequence of
laboratory test requests, with their results guiding the decision
to request additional tests or make a diagnosis. We believe that
these constructed pathways can complement clinical guidelines
to aid practitioners in decision-making during the diagnosis
process.
Our main contributions are:

1) Developing and Evaluating Prompts: We created var-
ious prompts that communicate the diagnostic task to
the LLM to generate diagnostic pathways, and compared
their performance.

2) Evaluating LLM Performance: We compared the per-
formance of different LLMs in generating diagnostic
pathways and diagnosing patients.

3) Comparative Analysis: We compared the performance
of LLM-generated pathways with those generated by a
concurrent DRL-based approach, to assess differences
and improvements.

II. RELATED WORKS

The discovery of clinical pathways from patient data has
been extensively studied, with unsupervised learning methods
such as clustering [4]—[7]], topic modeling [8]-[10]], and par-
ticularly process mining [11]-[13] being the most prevalent.
Other works used supervised learning methods, such as deci-
sion trees [14]], [[15] and neural networks [16]], [[17], to learn
patient pathways from EHRs. Meanwhile, reinforcement learn-
ing has been actively applied in recent years to learn dynamic
treatment regimens for patients [18[]-[20]. The application of
Deep Reinforcement Learning for diagnosis pathways using
EHRs represents another innovative approach. Yu et al. [21]]
used DRL methods for cost-effective clinical tasks, including
the prediction of Acute Kidney Injury. In [3]], Muyama et al.
used EHR data to train DRL models for clinical diagnosis
pathway generation, formulating the diagnosis process as a
sequential decision-making problem within a Markov Decision
Process (MDP) framework.

Moreover, the recent emergence of LLMs has seen their
application in a wide range of tasks, including text genera-
tion, language translation, chatbot development, among others.
Their potential in clinical reasoning has gained significant
attention, particularly for enhancing diagnostic accuracy and
interpretability. Various studies have explored different frame-
works and methodologies to integrate LLMs into clinical
decision-making processes, aiming to address the unique chal-
lenges of the medical domain. Traditionally, the assessment
of LLMs has focused on multiple-choice questions. However,
recent studies have shifted towards free-response clinical ques-
tions, showing the promise of newer LLMs like Generative
Pre-trained Transformer 4 (GPT-4) in diagnosing complex
clinical cases. In [22], Wu et al. developed a framework called
In-Context Padding to guide LLMs’ reasoning with medical
knowledge seeds. This method involved extracting medical

entities from clinical contexts, inferring relevant entities using
a knowledge graph, and padding these knowledge seeds into
prompts to guide the inference process of LLMs. Similarly,
Kwon et al. [23]] used the Reasoning-Aware Diagnosis Frame-
work, which leverages prompt-based learning to generate
diagnostic rationales. They formulated clinical reasoning as a
Clinical Chain-of-Thought (CoT), allowing LLMs to provide
insights into patient data and the reasoning paths toward
diagnoses. Moreover, Savage et al. [24] developed diagnostic
reasoning prompts to evaluate the interpretability of LLMs,
such as GPT-4, in medicine.

In addition to these specific frameworks, LLMs like the
Pathways Language Model (PaLM) and its instruction-tuned
variant, Flan-PalLM, have shown state-of-the-art performance
on various medical question datasets [25]. These models
leverage a combination of prompting strategies and instruction
prompt tuning to enhance comprehension, knowledge recall,
and reasoning.

If these related works highlight the potential of LLMs in
clinical reasoning and decision-making, the study presented in
the paper aims to evaluate the effectiveness of various prompt-
ing techniques and incorporate domain knowledge to improve
the performance and explainability of LLMs for diagnosing
anemia, specifically using Electronic Health Records. It ex-
plores how different prompting strategies, including examples,
domain knowledge rules, and Chain-of-Thought reasoning,
impact the performance of different LLMs for this task. Also,
it provides a comparative error analysis between LLMS and a
DRL approach used in a previous study.

III. METHODS

A. The Models

We explored the programmatic use of three different LLMs,
based on the Transformer architecture described in [26] to
generate anemia diagnosis pathways. All three LLMs have
been pre-trained on a large corpus of texts. The LLMs we
used are:

1) Generative Pre-trained Transformer: Developed by
OpenAl [27], GPT [28] is an LLM that can be applied to
various generative tasks. In this work, we used the fourth
iteration in the GPT series, named GPT-4. A previous iteration
(GPT-3.5) was initially considered but ultimately discarded
because it consistently had a worse performance than GPT-
4 on our preliminary tasks. This study uses GPT-4 Turbo.

2) Large Language Model Meta Al (LLaMA): LLaMA [29]]
is a family of LLMs, developed by Meta Al [30]]. This study
uses LLaMA-3.

3) Mistral: Mistral is an LLM created by Mistral AT [31].
This study uses Mistral7B v0.3.

These models were applied to clinical reasoning tasks and
adapted to the specific case of finding the optimal sequence of
actions needed to achieve an accurate anemia diagnosis. We
note that while Mistral and LLaMA are open-source, GPT is
not.



B. Prompting

To achieve our objective, we tested the LLMs with vari-
ous prompt engineering approaches to enhance the decision-
making process and evaluate it over a synthetic, but realistic
dataset. The considered prompting approaches were:

e Providing a closed list of answers: The model is
prompted with the specification of the set of possible
answers it could answer.

o Setting a ‘“Persona’ [32]: Setting a personality or char-
acter within the prompting, so that the LLM reasons and
answers as if it was that personality.

o Providing examples: Providing the LLM with one to
n problem-solution or input-output examples so it has a
better understanding of the desired output.

¢ Sequential prompting: Instead of providing a single
question and receiving a single answer, the model is
prompted in a sequential manner, where at each step, it
asks one question and gains new information about the
patient, which in turn feeds the next step of the process.

o Providing sets of rules: Feeding the LLM with rules
from existing clinical diagnosis guidelines, to guide its
responses.

« Chain-of-thought [33]: The model is prompted to gen-
erate a step-by-step (chain) reasoning to explain its re-
sponse, which breaks down the task into smaller reason-
ing steps.

Our various prompting experiments fall in two major cate-
gories: the Plain prompt, where we provide the LLM with
all the patient’s features (e.g. lab test results) at once and
the LLM responds once with a diagnosis; and the Sequential
prompt, where the LLM requests for patient features one-by-
one, and values are provided by our program to the LLM until
a diagnosis is reached.

1) Plain Prompt:

Following prompting good practices and preliminary testing,
the very first prompt we tested included the set of possible
diagnoses, i.e., the set of possible answers. To improve our
results, we experimented with changing the persona of the
models. We tested three persona settings: no persona, an
Al Assistant specialized in anemia, and a clinician, expert
in anemia. Based on preliminary and unreported empirical
results, we employed the “clinician” persona in all our reported
experiments. Similarly, we explored in preliminary phases the
impact of providing the LLM with examples, referred to as
“shots”, with three configurations: 0-shot, 1-shot, and few-shot
(i.e., 3 examples). Based on the unreported empirical findings,
we chose the 1-shot approach for the rest of our experiments.

To assess the impact of incorporating additional domain
knowledge into the prompt, we used a decision tree made
from clinical diagnosis guidelines [3|] and shown in Figure
[ We used it to provide LLMs with rules usually used for
the differential diagnosis of anemia. We propose a pattern
structure for translating pieces of the decision tree in natural
language, as illustrated by the following prompt.
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True hemoglobin| False
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Fig. 1. Anemia Decision Tree

You are a clinician who is skilled in assessing whether a
patient has anemia or not, and what type of anemia they have.
You make the diagnosis based on their gender and laboratory
test results. In your clinician role, you will give me the name
of every lab test you took into consideration to determine the
final diagnosis and the final diagnosis at the end.

Usually, you make a diagnosis based on the following rules:

1) Look for the ## value first.

2) If the ## value is ** than ++, the diagnosis is @. If the
## value is ** than ++ but ** than ++, look for the ##
of the patient.

[If there are more than 2 cases:]

3) Otherwise, look for the ##. Here you can distinguish the

following cases (named a, b,...,n):
a) If the ## results are unavailable, the diagnosis is **.
b) If the ## is ** than ++, look for the ## value. If the
## results are unavailable, the diagnosis is **. If the
## value is ** than ++, the diagnosis is @.
c) ..
d) [do step b]
For example, if you have that ##: ** ##: ** ##: ** the
diagnosis will be @.

where:

o #i# is a laboratory test or the gender;

o ** g an operator (e.g., <, <, >, >, =);
e ++ is a numerical value;

e @ is a diagnosis type.

Please note that ##, ** ++ and @ are local variables and
for this reason they can take various values within a single
prompt.

Lastly, we evaluate the effectiveness of incorporating the
chain-of-thought prompting strategy by asking the LLM to
explain the steps leading to its response.

2) Sequential Prompt:

The plain prompt provides all the patient’s information at
once, effectively treating the diagnosis task as the prediction
of a single endpoint without generating a pathway to reach
that diagnosis. Conversely, we consider a “sequential” prompt,
where the LLM is instructed to request one patient feature at
a time in each turn of the dialogue. The LLM receives results
for each requested feature until it reaches a diagnosis. In this



mode, at any given time, the LLM only has access to the
information it has already specifically requested.

We restricted the models to inquire only about the features
present in the decision tree and also specified the set of
possible anemia diagnoses from which the model would select
the final diagnosis. Similar to the experiments with the plain
prompt, we propose to evaluate the impact of providing of
examples, incorporating rules from the decision tree, and the
use of the chain-of-thought strategy.

C. Dataset

The experiments were conducted using the synthetic anemia
dataset described in [3]], which was constructed based on
the decision tree shown in Figure [T} This dataset includes
17 features—hemoglobin, gender, mean corpuscular volume
(MCV), ferritin, reticulocyte count, segmented neutrophils,
Total Iron Binding Capacity (TIBC), hematocrit, transferrin
saturation (TSAT), red blood cells (RBC), serum iron, folate,
creatinine, cholesterol, copper, ethanol, and glucose—and 8
classes: No anemia, Vitamin Bl2/Folate deficiency anemia,
Unspecified anemia, Anemia of chronic disease (ACD), Iron
deficiency anemia (IDA), Hemolytic anemia, Aplastic anemia,
and Inconclusive diagnosis.

For each diagnostic class, feature values were generated
using a uniform probability distribution, with minimum and
maximum values determined through a manual review of
medical literature and thresholds from the decision tree. The
dataset encompasses 70,000 patients. A more detailed descrip-
tion of the dataset synthesis can be found in [3]]. For our
experiments, we used 1,000 patients from it for both LLaMA
and Mistral, whose class distribution is shown in Fig. |Z[ We
only used 250 patients for GPT-4 due to resource constraints.
We used the first 1,000 and 250 patients from the dataset for
LLaMA/Mistral and GPT-4, respectively.

D. Evaluation Approach and Implementation

The performance was evaluated using the following metrics:

1) Accuracy: The proportion of patients that were correctly
diagnosed.

2) Mean Pathway Length: The average number of actions
in the diagnostic pathways generated by the model.

3) F1 Score: The harmonic mean of the precision and
recall scores. We report one-vs-rest and macro-averaging
F1 scores.

4) ROC-AUC (Receiver Operating Characteristic - Area
Under Curve) Score: This measures the model’s ability
to distinguish between different classes. We report one-
vs-rest and macro-averaging ROC-AUC scores.

5) Time: The time for the LLMs to infer the results.

As mentioned, we conducted experiments on 1,000 patients,
except for GPT-4, where we used 250 patients due to resource
constraints. Due to inconclusive results with the seed param-
eter, our reported results are based on a single experiment
run corresponding to the state of our machine at the time of
experimentation.
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Fig. 2. Distribution of patients across anemia classes.

The LLaMA and Mistral experiments were implemented
using the Langchain Python library, and the GPT-4 experi-
ments were conducted via the OpenAl APIL. The source code
of these experiments is available at: https://anonymous.
4open.science/r/anemia_diag _with_1lm-1C1A/. The
reference for all the prompts used is in: https://anonymous.
4open.science/r/anemia_diag_with_llm- IC1A/prompts.txt

IV. RESULTS
A. Plain Prompts

The baseline experiment involved a plain prompt specifying
the set of anemia classes. The results of this experiment are
shown in Table |l All the models exhibited poor performance,
with Mistral performing the worst and GPT-4 the best.

TABLE I
PLAIN PROMPT WITH SPECIFIED ANEMIA CLASSES.
LLM Accuracy | F1-Score | ROC-AUC Time
LLaMA 29.59 15.98 59.07 10m 2.4s
Mistral 11.3 6.51 49.97 8m 34.1s
GPT-4 40.0 29.40 67.74 4m 11.8s

Next, we enhanced the baseline prompt with a single
example of a diagnosis, such as: For example, you have that
hemoglobin: 10g/dL, mean corpuscular volume: 83fL, retic-
ulocyte count: 1.6%. The diagnosis will be Aplastic anemia.
Results in Table[Il] show that incorporating an example slightly
improved the performance of all the models.

To experiment with the addition of domain knowledge to the
LLMs’ decision-making process, we manually converted the
decision tree in Figure[I]into natural language rules and added
these rules to the prompt. Various templates for these rules
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TABLE II
PLAIN PROMPT WITH SPECIFIED ANEMIA CLASSES AND 1-SHOT.
LLM Accuracy | F1-Score | ROC-AUC Time
LLaMA 30.03 16.35 59.33 10m 9.0s
Mistral 15.7 12.93 51.96 8m 59.25s
GPT-4 44.0 32.65 66.35 4m 16.6s

were tested and the most suitable one was retained. The results
in Table [l1I| show that there was a significant improvement for
GPT-4, with both GPT-4 and Mistral doubling their scores.
LLaMA also improved, though to a lesser extent. Despite
the use of rules, there were still numerous misdiagnoses,
particularly with LLaMA and Mistral, whereas the decision
tree alone would perform a perfect classification.

TABLE III
PLAIN PROMPT WITH SPECIFIED ANEMIA CLASSES, 1-SHOT, AND
DECISION TREE RULES.

performance for both GPT-4 and LLaMA, while Mistral did
not show similar gains. GPT-4 in this scenario achieved the
best results of all our experiments. Here, for comparison,
we also display results from the Deep Q-Network (DQN)
approach used in [3]] to generate anemia diagnosis pathways.

TABLE VI
SEQUENTIAL PROMPT WITH SPECIFIED ANEMIA CLASSES, 1-SHOT,
DECISION TREE RULES, AND CHAIN-OF-THOUGHT

LLM Accuracy | F1-Score | ROC-AUC | Avg. Length Time
LLaMA 61.4 62.98 78.62 6.10 262m 1.0s
Mistral 24.9 20.88 56.89 3.13 106m 9.7s
GPT-4 98.4 98.21 99.09 4.08 23m 49.0s
DQN 97.5 97.50 98.60 4.82 1.6s

V. DISCUSSION

A. LLM Performance
In all our experiments, GPT-4 consistently had the best

LLM Accuracy | F1-Score | ROC-AUC Time
LLaMA 36.1 28.07 62.89 10m 36.4s
Mistral 30.7 26.32 59.44 18m 56.0s
GPT-4 82.0 74.91 87.49 4m 14.6s

Finally, we added the Chain-of-Thought to the plain prompt.
The results, displayed in Table revealed a massive im-
provement for LLaMA and a reasonable improvement for
GPT-4. Mistral’s performance did not show any significant
change. Also, this approach made the models’ decisions more
explainable, allowing us to identify the causes of misdiagnoses
and misunderstandings of the models. This enabled us to better
understand the model’s errors and areas of confusion.

TABLE IV
PLAIN PROMPT WITH SPECIFIED ANEMIA CLASSES, 1-SHOT, DECISION
TREE RULES , AND CHAIN-OF-THOUGHT

LLM Accuracy | F1-Score | ROC-AUC Time
LLaMA 72.5 72.56 84.29 65m 47.6s
Mistral 29.29 26.27 59.96 406m 47.0s
GPT-4 92.8 91.41 94.90 17m 14.8s

B. Sequential Prompts

We reproduced the same evaluation schema for the sequen-
tial prompts, but for simplicity, we only report the results of
the two best-performing variants of these prompts. The first,
whose results are shown in Table involved a sequential
prompt with specified anemia classes, 1-shot, and rules.

TABLE V
SEQUENTIAL PROMPT WITH SPECIFIED ANEMIA CLASSES, 1-SHOT, AND
DECISION TREE RULES

LILM Accuracy | F1-Score | ROC-AUC | Avg. Length Time
LLaMA 49.1 43.19 70.63 3.35 22m 1s
Mistral 27.7 22.89 58.89 3.63 23m 3.1s
GPT-4 74.0 69.56 85.60 4.16 17m 3.9s

The second prompt is similar, but included the CoT. Its
results, presented in Table show that adding CoT improved

performance, followed by LLaMA, with Mistral performing
the worst in all scenarios. As for the prompting, adding an
example to the prompt improved results across all the models.
However, the performance of all models was notably poor
before the introduction of rules from diagnosis guidelines into
the prompts. Therefore, while these models have been pre-
trained on vast amounts of texts, including medical texts,
for specific use cases, it may be beneficial to fine-tune the
models using task-specific datasets if the goal is to learn only
from new patient data without considering existing guidelines.
Similarly, using Retrieval Augmented Generation (RAG) [34],
could enable the identification and consideration of narrative
clinical guidelines to fine-tune the embeddings, potentially
leading to improved results. Additionally, incorporating the
CoT strategy further improved the results for GPT-4 and
LLaMA. This is because breaking down the task into smaller
reasoning steps has been shown to enhance the reasoning
abilities of LLMs. However, this was not the case with Mistral.
Upon analyzing its responses, we found that Mistral did
not consistently apply the CoT for some patients, even if
prompted. Overall, LLMs present a valuable opportunity. By
including domain knowledge in the form of rules expressed
in natural langage to their input, they can generate diagnostic
decision pathways in a conversational context and assist in
comparing existing guidelines to newly suggested clinical
pathways.

B. Error Analysis

We conducted a detailed error analysis for the results of both
plain and sequential prompts with CoT. For the plain prompt,
the majority of the misdiagnoses across all models were due
to “comparison errors”’, where the LLMs were incorrect in
determining whether a value was greater than, less than, or
equal to another value. For GPT-4, the remaining misdiagnoses
were only attributed to the model not following the provided
decision tree rules. For Mistral, a significant portion of the
misdiagnoses (23.40%) may have been caused by the model
not applying the CoT, even though it was explicitly mentioned



in the prompt. This explains why Mistral was the only model
with a worse performance when CoT was prompted. Other
misdiagnoses were due to diverse factors, such as not adhering
to the decision tree rules, the model continuing the chat after a
diagnosis was found (despite the conversation being supposed
to terminate), and not accepting the provided value for a
feature, among other issues.

In the sequential prompt, again, the majority of misdiag-
noses were due to comparison errors, particularly for GPT-
4, where these accounted for 100% of the misdiagnoses.
Specifically, for LLaMA, several hemolytic anemia patients
were diagnosed with aplastic anemia, and vice versa. This
is not surprising as both anemia types are found on the same
branch of the decision tree as shown in Figure[T] with the value
of a single feature (reticulocyte count) making the difference.
Other errors were due to not following the decision tree rules
provided, with Mistral requesting values for features that were
not included in the dataset, despite the fact that the list of
features to be selected was explicitly stated in the prompt.

C. Generated Pathways

Fig. B3] illustrates the pathways generated by GPT-4 using the
sequential prompt and CoT. In this Sankey diagram, the orange
nodes represent the lab test results requested by the model
in their order from left to right, while the dark green nodes
represent the final diagnoses. The pink pathways correspond
to patients diagnosed with ACD, and the blue pathways
correspond to patients diagnosed with Aplastic anemia.

IACD

Aplastic anemia

Fig. 3. Pathways to Anemia of Chronic Disease (ACD) and Aplastic anemia,
in pink and blue respectively, as generated by GPT-4.

Figs. [@ [ and [f] display the most common diagnostic
pathways for each anemia class, as produced by GPT-4,
LLaMA, and Mistral, respectively. Each class is represented
by a different color, e.g. pink for ACD, green for No anemia,
and blue for Vitamin Bl2/Folate deficiency anemia. As shown
in Fig. 3] and @] the pathways generated by GPT-4 align
closely with the decision tree used to label the dataset, whose
rules were provided to the LLMs. For LLaMA, as illustrated
in Fig. ] although its most common pathways generally
adhere to the decision tree rules, there were instances where it
repeatedly requested the ferritin value before terminating with
an inconclusive diagnosis. Additionally, unlike GPT-4, gender
is a significant feature in almost all its most common pathways

for each anemia class. In contrast, Fig. |§| shows that Mistral
frequently made anemia diagnoses based solely on hemoglobin
level. While hemoglobin is sufficient to confirm the presence
of anemia, it is inadequate for identifying the specific type of
anemia. This further explains Mistral’s poor performance.

Vitamin B12/Folate deficiency anemia

Unspecified anemia

IACD

IDA
Inconclusive diagnosis

Hemolytic anemia

Aplastic anemia

No anemia

Fig. 4. The commonest pathway to each anemia class for GPT-4.

No anemia

Vitamin B12/Folate deficiency anemia

neutrophils

Unspecified anemia

IDA

Inconclusive diagnosis

IHemonlic anemia

reticulocyte count
Aplastic anemia

Fig. 5. The commonest pathway to each anemia class for LLaMA.

No anemia

Vitamin B12/Folate deficiency anemia
. ified anemia
[ reticulocyte count BHemolytic anemia

IAplastic anemia
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Inconclusive diagnosis
D

Fig. 6.

The commonest pathway to each anemia class for Mistral.

To further investigate the similarities between the pathways
generated by each model, we calculated the Levenshtein
distance between the most common pathways for each anemia
type produced by the LLMs. For comparison, we also gener-
ated pathways based on the decision tree depicted in Fig. [I]
We encoded the pathways into strings, where each feature in
the pathway was represented by a single character, and these
characters were concatenated to form a string representing the



entire pathway. We compared the most common pathway for
each anemia type across models and calculated the average
Levenshtein distances. The results revealed that GPT-4’s most
common pathways perfectly matched those of the decision
tree, suggesting that GPT-4 is the most effective model for
rule-based diagnostic techniques. Among the LLMs, GPT-4
and LLaMA exhibited the greatest similarity, with an aver-
age Levenshtein distance of 1.75, while GPT-4 and Mistral
followed with an average distance of 1.88. Conversely, the
pathways generated by Mistral and LLaMA had the greatest
divergence, with a mean Levenshtein distance of 2.63.

D. Comparison with DRL approach

In a previous study by Muyama et al. [3]], they used a DRL
approach to learn clinical diagnostic pathways from EHR data.
Specifically, they employed various extensions of a Deep Q-
Network to achieve this goal. We decided to compare our
sequential prompt-based results to theirs, as both approaches
involve sequential decision-making and share the same ob-
jective. It is important to note that the DQN models were
trained and tested exclusively on EHR data, allowing them
to learn diagnostic pathways solely from the data, without
prior knowledge. In contrast, the LLMs used in our study,
in addition to their pre-training on texts, were also provided
with domain knowledge in the form of rules to follow in order
to make a diagnosis.

Moreover, the DQN-based study used a broader set of
features, some of which were unrelated to anemia diagnosis.
In our LLM-based approach, the features to be queried are
explicitly mentioned in the prompt and incorporated into the
decision tree rules. Despite these differences, among the three
LLMs evaluated, only GPT-4 outperformed the DRL approach.
When comparing the diagnostic pathways generated by both
methods, we found that the pathways from the DQN were, on
average, longer than those generated by GPT-4. This is likely
due to GPT-4 being constrained by the decision tree rules,
which limit the number of features considered.

Additionally, certain features, such as RBC, were prominent
in the DQN-generated pathways, but absent in the LLM-
generated pathways, as they are not included in the decision
tree. To further assess pathway similarity, we measured the
Levenshtein distance between the most common pathways for
each anemia class generated by each approach. We found that
the pathways generated by GPT-4 had the highest similarity to
those produced by the DQN, with an average Levenshtein dis-
tance of 2. In comparison, the average Levenshtein distances
between the DQN-generated pathways and those generated by
LLaMA and Mistral were 2.25 and 2.36, respectively. This
indicates that the LLM-generated pathways were more similar
to each other than to those generated by the DQN, with the
exception of those generated by Mistral and LLaMA, which
exhibited the lowest similarity between them.

In terms of time (thus energy) efficiency, the trained DQN
model quickly generates the diagnostic pathway by following
its learned optimal policy, taking significantly less time than

the LLMs, which must process the prompt’s information at
each step.

E. Limitations

While our study demonstrates the potential of LLMs for
clinical decision-making, particularly in the diagnostic pro-
cess, it has several limitations, primarily the use of synthetic
data. Given these preliminary results, our current effort is to
evaluate our methods on real-world data.

Another limitation is the size of the dataset. Although
we believe that the dataset used is a good indicator of the
models’ performance given that no additional model training
is involved, we restricted the expense of funding resources
by limiting the dataset size for GPT-4 to only a quarter of
what was used for LLaMA and Mistral. While this provides
a useful performance indication in terms of patient pathways
and diagmoses, it should be considered a limitation and should
be adjusted accordingly, especially for time comparisons.

A critical issue encountered is the variability in results
due to the management of seeds for variable initialisation.
Our findings from using LLaMA with the LangChain library
indicate inconsistent seed behavior, particularly in sequential
communication sessions with chains of messages. This incon-
sistency manifests as different results with the same seed and
across different seeds. Conversely, in non-sequential scenarios,
results were more consistent with the same seed and similar
results with different seeds. Nevertheless, seed management
within the system can lead to alterations in execution times
and disparate outcomes. Consequently, the seed’s unreliability
drived us to exclude it from our considerations, emphasizing
that results are ultimately contingent on system dynamics.

Another limitation observed is with the Sequential prompt
and CoT, which is associated with a higher length of inference,
associated with a high complexity and length of the prompt
itself. Longer and more complex prompts hinder the LLM’s
ability to precisely follow instructions, leading to inconsistent
results. Each of our runs with the CoT introduced variations, as
the model navigates through different scenarios and attempts
to cover all possible cases. We observed that this complexity
made it challenging for the model to consistently adhere to
the decision tree rules.

Additionally, while some deviations from the decision tree’s
prescribed rules were noted, these deviations may not neces-
sarily indicate errors. They could potentially represent valid
alternative diagnostic pathways. To validate these alternative
solutions, a crucial next step is to involve a physician who can
assess whether these deviations are indeed correct and whether
the LLMs are capable of identifying more efficient or accurate
diagnostic pathways.

Finally, in our comparison with the DRL approach, we
acknowledge that multiple runs were conducted, resulting in
various models, some of which demonstrated better perfor-
mance than the one used in our study. This particular DQN
model was selected because it had accuracy closest to the mean
of the models evaluated in that study.



VI. CONCLUSIONS AND FUTURE WORK

In this study, we used three LLMs, i.e. GPT-4, LLaMA, and
Mistral to generate diagnostic pathways for anemia. We em-
ployed various prompting techniques and assessed their impact
on the models’ performance. Additionally, we compared these
LLMs both to each other and to a DRL approach used in a
previous study with a similar objective. Our findings indicate
that, in certain scenarios, in particular when domain knowledge
is provided in the form of decision rules to the LLMs, they
can enhance the decision-making process.

For future work, we plan to apply our approach to real-
world data and expand the decision tree to include a wider
range of anemia types. This expansion will not only provide
a more comprehensive evaluation of the LLMs’ diagnostic
capabilities but also address a broader spectrum of clinical
scenarios. Additionally, we intend to explore the applicability
of this approach to other clinical conditions beyond anemia.
Furthermore, we aim to improve the LLMs’ performance
by exploring techniques such as LLM fine-tuning, prompt
tuning, and RAG.
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