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Figure 1: Examples of queries supported by our conversational agent with OpenSpace. Using the intuitive interface the user is able
to navigate through the observable universe on a laptops or planetariums.

ABSTRACT

We present our initial work on integrating a conversational agent
using a large-language model (LLM) in OpenSpace, to provide
conversational-based navigation for astrophysics visualization soft-
ware. We focus on applications of visualization for education and
outreach, where the versatility and intuitiveness of conversational
agents can be leveraged to provide engaging and meaningful learn-
ing experiences. Visualization benefits from the development of
LLMs by leveraging its capability to understand requests in natu-
ral language, allowing users to express complex tasks efficiently.
Natural Language Interfaces can be combined with more traditional
visualization interaction techniques, streamlining real-time inter-
action and facilitating free data exploration. We thus instructed a
voice-controlled GPT-4o LLM to send commands to an OpenSpace
instance, effectively providing the LLM with the the ability to steer
the visualization software as a museum facilitator would for edu-
cational shows. We present our implementation and discuss future
possibilities.

Index Terms: Visualization, Natural Language Interaction.

1 INTRODUCTION

Science museums increasingly rely on interactive visualization to
enhance visitors’ engagement and learning. Public spaces are crucial
for enhancing learning and public interest [8] as well as promoting
science to underserved communities [1]. Interaction facilitates a
degree of freedom of exploration, which can tailor the visualization
to specific interests of the public. Freedom of exploration alone,
however, is not sufficient—it must be accompanied with proper
guidance in the form of storytelling and points of interest [11].

Combining explorative and explanative visualization was coined
as “exploranation” [4, 12]. A typical implementation of the concept
is the astrophysical visualization software OpenSpace [3]. This
platform allows viewers to roam freely in space and time and it
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showcases the state-of-the-art of our understanding of space in a
unified environment that include, among other things, planets, stars,
and satellites. The software is applied in planetariums during guided
tours of the universe given to the broad public. While OpenSpace
itself is highly interactive, the visitors/audience usually plays a
passive role in these tours: the guide often follows a script, while a
‘pilot’ steers the visualization according to the story being narrated.

We aim to enhance the interactivity of guided visits, by empower-
ing guides with unscripted interaction with the public. This process
requires rapid and automatized ways to interact with visualization
software—in our case OpenSpace, while presenting to an audience is
still understudied [2]. We rely on Natural Language Interfaces (NLI)
to facilitate the interaction. Indeed, with recent developments in
Generative Artificial Intelligence and, in particular, Large Language
Models (LLMs), NLIs can now facilitate many visualization tasks
that would be tedious by traditional means, including tweaking the
data and visuals on-the-fly (see Figure 1), tailoring visualization to
specific tasks and users, and building narratives accompanied with
a matching visualization to explain a topic.

2 RELATED WORK

Scholar have studied the use of natural language for visualization
recommendation [6, 7], visual analytics [10], and interaction with
visualization [9]. Jia et al.introduced VOICE [5], a conversational
interface to a molecular visualization. Contrary to past efforts, this
work focused on visualization and interaction with domain-specific
scientific data for science communication. We build upon this work
in the context of astrophysics, and integrate an NLI into pre-existing
software with an established usage in science centers.

3 SCENARIO

As a first step towards integrating conversation in OpenSpace, we fo-
cus on a scenario in which a museum guide uses NLI to adapt during
a planetarium show, based on the public’s involvement. During the
show the public may have questions, specific needs (e.g., a school
field trip) or wish to react to recent events (e.g., a rocket launch).
With the NLI, the guide may steer the visualization by themselves
by sending voice commands, without interrupting their narration
and without requiring coordination with the pilot.



This approach allows us to safely test our implementation in
real-world scenarios. It restricts direct access of the audience to
the AI, but it allows visitors to play a more active role in the show
nonetheless. The guide has an understanding of the AI abilities
and limitations as well as of the inner workings of OpenSpace and
can therefore, use the AI as a support tool only, and mitigating the
risks of AI mistakes and hallucinations. This scenario combines
the guide’s proficiency in making science accessible with the AI’s
ability to react quickly to improvised scenarios.

4 DESIGN & IMPLEMENTATION

OpenSpace provides a Python API that facilitates remote control of
the software over the network. The LLM is initially prompted with
a subset of the API’s documentation, and instructions to call these
functions to satisfy the user requests. We also provide The initial
state of OpenSpace, including current location, time and available
assets. We then use a separate process to (1) listen to the guide via a
microphone controlled by a remote trigger, (2) convert voice to text
with OpenAI’s Whisper text-to-speech API, (3) prompt a GPT-4o
assistant with the audio transcription, (4) execute the functions the
LLM wants to call via the API, (5) send the function call results to
the LLM.

Our system prompt instructs the LLM to execute any functions
from the API it sees fit to best satisfy the user request. These func-
tions include: Querying state information; traveling to a different
target (e.g., planet, star, satellite); toggling the visibility of different
assets; manipulating the view (zooming, panning, rotating); ma-
nipulating time (changing the date or the simulation speed); and
answering general subject-matter questions. Based on the prompt,
the LLM infers what action, or chain of actions would satisfy it.
We provide the LLM with previous user prompts and responses as
context to facilitate a conversational interaction. Communicating
with voice can use two modes of operation—either the microphone
continuously listens to the user and sends each sentence to the LLM,
or the listening is triggered with a button. In our dome show context,
a guide can easily use a presenter click er to trigger interaction only
when needed.

5 DISCUSSION

The system shows high proficiency in understanding direct requests
to travel to a target (“Go to Mars”) and explaining general concepts
(“Why is its surface red?”). It also performs well in dialogue: under-
standing implicit questions based on a situational context (“It’s in
the shadow”, while looking at a planet, is interpreted as “rotate by
180◦”), seeking clarifications or expressing its inability to fulfill an
request. For example, it shows poor understanding of space, time,
and state changes. Questions such as “What is the red dot?”, “What
is this island in the North-East?” and “What time is it?”, are chal-
lenging. Since the LLM is effectively blind, it relies on its internal
representation of the visualization, which tends to drift away from
reality as the discussion advances. This issue could be improved by
providing the LLM with greater details on the current state, but also
allowing the LLM to request more information to OpenSpace.

The LLM is currently able to execute explicit requests, but not-
build compelling personalized stories. In contrast, a guide knows
how to maintain audience engagement, but cannot steer the visu-
alization simultaneously. This is why we selected our scenario, as
both parties (the AI—assistant and the human—expert) complement
each other. In the future we will explore other applications of NLIs
in science museums, and improve the robustness of the system for
direct interaction with the NLI. This will require developing story-
telling capabilities for the LLM to answer very indirect questions.
For instance, a user may ask “tell me the story about the solar sys-
tem”. A proper response to such open-ended questions would have
to be assertive and conveyed in multiple steps, each including a
voice narration accompanied with a steering of the visualization,

potentially even coupled with other generated visualizations such as
custom charts (e.g., [7], as mentioned in previous work [5, 6]).

6 CONCLUSION & FUTURE WORK

We have presented a prototype combining generative AI and visu-
alization for interactive educational and outreach about space. We
hope that it can serve as a starting point to elucidate how such a
conversational agent can be useful in this specific context through
an in-situ study of our own dome shows at Norrköping Visualiza-
tion Center C. This could serve as a basis to study the pedagogical
merits of multimodal interaction with complex datasets by gathering
insights from both experts and laypeople.

SUPPLEMENTAL MATERIALS

Supplemental materials are available on OSF (doi: 10.17605/osf.io/
jcgzt; CC BY 4.0 license): (1) source code and instructions for the
LLM assistant and (2) a video showcasing its use in a planetarium.
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