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Abstract

Mobile networks face challenges such as data traffic growth, increasing connected devices, spectrum limitations, and
costly infrastructure updates. In this context, opportunistic communication strategies appear to assist in scenarios such
as data offloading, expanding the capillarity given by users’ mobility, delivering content in challenging situations (e.g.,
emergency, rural areas, or crowded places), and fostering innovative applications. State-of-art opportunistic strategies
extract human mobility characteristics (e.g., social and spatial) to improve content delivery’s cost-effectiveness. Never-
theless, due to constraints, such as the limited availability of real-world datasets or the lack of a human-centered vision
in networking, most previous works relied on traditional or simplified human-aware metrics to reach their purposes.
Next-generation proposals need a more in-depth vision of peculiar aspects hidden into mobility datasets while working
with more realistic scenarios. While building TOOTS, a novel human-aware opportunistic communication strategy for
improved content delivery cost-effectiveness, we learned that several phases play a significant role in reaching strategy’s
superior performance. This work guides the reader through the whole process necessary for building the Tactful Oppor-
tunistic Communication Strategy (TOOTS). The proposal consists of the following steps: learning human-aspect best
practices from state-of-art; characterizing the traces while obtaining strategy’s insights targeting superior performance;
using, proposing, and analyzing human-aware metrics; combining such metrics and insights into a complete strategy for
cost-effective content delivery in a more realistic scenario, and finally, evaluating the strategy through discussions of its
best practices and shortcomings for future work. This work shows that TOOTS can improve the performance of an
opportunistic scenario in terms of overhead, delivery rate, and delivery latency by following this proposed process.

Keywords: Human-centered computing, social computing, network architectures, Device-to-Device (D2D) forwarding

1. Introduction

Opportunistic networks (OppNets) and Device-to-De-
vice (D2D) communication play an essential role as en-
ablers of emerging applications and high-demanding re-
quirements of the modern and future mobile network gen-
erations, such as 5G [1, 2] and 6G [3]. In many of the
envisaged scenarios with low-latency and high-speed data
transmission, or even with delay-tolerant communication,
D2D [4] should benefit from AI techniques boosted by
human-aware information and edge technologies, such as
mobile edge computing (MEC) [3, 5]. In this context,
D2D-enabled OppNets have the potential to assist in tasks
such as data offloading (given the mobile data traffic and
the number of connected devices growth), increasing net-
work capillarity by its users’ mobility, providing connec-
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tivity in challenging situations (e.g., emergency, remote or
crowded areas), and fostering innovative applications.

Previous work on D2D opportunistic forwarding al-
gorithms tackled the cost-effective and timely delivery of
data [6, 7, 8, 9, 10, 11], i.e., delivering as many contents as
possible with less overhead and delay. In these scenarios,
contents (or messages) are forwarded user-to-user, from
source to destination opportunistically (i.e., relying on user
devices’ intermittent connectivity). Most of such initia-
tives focused on proposing new algorithms that typically
consider user encounters due to individual mobility [6, 10,
11], points of interest (PoIs) [11], and time-evolving social
ties between node pairs [7]. Apart from that, not many ini-
tiatives approximated the evaluation metrics to broader
inherent aspects of human mobility while targeting the
Quality of Experience (QoE) of users and the Quality of
Service (QoS) offered by the network [12]. One of the chal-
lenges that state-of-art work had in this context was the
limited availability of real-world datasets [6, 11] and the
lack of a human-centered vision in computer networking.

The works mentioned above demonstrate a lack of ini-
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tiatives beyond traditional techniques or limited human-
mobility features. So, this work identifies spatiotemporal
routines, related consequences (e.g., wireless encounters),
and movement decisions (e.g., motion direction) with more
detail and precision.

In this paper, we characterize and evaluate NCCU [13]
and GRM [14] datasets to extract human features and
metrics later combined in an opportunistic communica-
tion strategy that targets improved performance in con-
tent delivery cost-effectiveness. As a matter of fact, we
learned that several preliminary phases play a significant
role in reaching strategy’s superior performance. When-
ever the human factor is part of the solution, we must have
a broader view of each step towards building the strategy.
Thus, The main contribution of this work is the entire pro-
cess for developing a tactful (i.e., human-aware) oppor-
tunistic communication strategy able to improve content
delivery cost-effectiveness. This process (Fig. 1) was used
for building and introducing the Tactful Opportunistic
COmmunicaTion Strategy (TOOTS) [15] and consists of:

• Discussing how state-of-art work dealt with the hu-
man aspect in their solutions and what kind of im-
provements can come from their approaches;

• Analyzing real-world and synthetic datasets while
transforming the obtained information into insights
for later improving the performance of the oppor-
tunistic strategy;

• Combining tactful metrics and intuitions with more
granularity and precision than state-of-art to build a
full strategy (TOOTS) aiming at improving content
delivery cost-effectiveness;

• Comparing TOOTS’ effectiveness on its two phases
with state-of-art enhanced Store-wait-forward, Epi-
demic, and Bubble Rap algorithms through real and
synthetic traces. For instance, in a scenario with
a 30 m communication range, TOOTS can reach a
100% delivery ratio with 28%, and 73% reduced de-
livery latency; and 16% and 27% reduced overhead,
respectively, in the real-world and synthetic datasets.
In the next scenario with a more restricted commu-
nication range (10 m), TOOTS is the fastest strategy
and the only one that delivers 100% of the contents
in the real trace.

Through the whole process for building the strategy,
this paper shows that improving the performance of an
opportunistic scenario in terms of overhead, delivery rate,
and delivery latency (i.e., its cost-effectiveness) is possi-
ble. Since previous work in this context has not neces-
sarily followed some best practices presented herein, this
process can serve as a guideline for other opportunistic
strategies and future human-aware networking solutions.
The results showed herein cope with [5], which discuss the
need to have a more in-depth look into human charac-
teristics to build tactful networking solutions. In [15] we

introduced the preliminary results of this research. Differ-
ently from the previous publication, this paper includes:
(i) a thorough review of state-of-art with discussions of
each related work; (ii) characterization results from the
NCCU and GRM datasets, discussions, and insights to-
wards reaching strategy’s improved performance; (iii) met-
rics descriptions, mathematical formulations, and evalua-
tions throughout the datasets’ populations; (iv) TOOTS
performance evaluation in terms of delivery rate, delivery
latency, and overhead in a mobile scenario, including pa-
rameters such as varying communication range. To the
best of our knowledge, this is the only work in its con-
text that evaluates different communication ranges, which
influences the strategy’s effectiveness.

The steps in Fig. 1 also reflect the sequence of this pa-
per’s remaining organization. Sec. 2 discusses background
work. Sec. 3 features the mobility models (datasets) de-
scription and characterization. Sec. 4 presents the novel
temporal approach, the metrics of the strategy, results,
and discussions from metrics analysis, and a state-of-art
algorithm evaluation as a motivation to build TOOTS.
Sec. 5 introduces TOOTS, including its scenario architec-
ture and the proposed algorithms for content dissemina-
tion and forwarding. Sec. 6 presents the experimental re-
sults and analysis. Finally, Sec. 7 concludes this paper and
points out future work.

2. Related Work

The state-of-art opportunistic forwarding algorithms
extracted metrics or decision factors from real-world or
synthetic mobility datasets [6, 7, 10, 16, 11]. Human mo-
bility hidden into the datasets is dynamic but shows reg-
ularity [17, 18] of visited locations [19], encounters [20],
displacements [21], time [19, 18], space [21, 18], and other
aspects [22]. Despite the high predictability of human mo-
bility [23, 24], there is a challenge in choosing the for-
warders through the combination of human-aware decision
factors in the context of opportunistic forwarding.

Bubble Rap: A social-aware forwarding algorithm for
delay-tolerant networks [6]. It relies on two characteristics
extracted from human mobility: centrality, related to so-
cial bounds (i.e., encounters), and community detection,
defined as a socially connected set of people with meaning-
ful relationships. Bubble Rap outperformed Prophet [25],
a state-of-art probabilistic routing protocol that relies on
wireless encounters’ history and transitivity.

Despite the vast contributions and bringing attention
to social-aware algorithms, Bubble Rap evaluations oc-
curred through small scenarios, as the available traces at
the time had less than 100 nodes. Furthermore, the al-
gorithm community detection feature requires calibration
and demands expensive computing, not suitable for realis-
tic scenarios. Despite these shortcomings, Bubble Rap is
the most popular social-aware forwarding algorithm, still
used as a benchmark with recent research [10, 11, 26].
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Figure 1: Building process of the TOOTS proposal.

Table 1: Properties from opportunistic forwarding algorithms

Algorithm Probabilistic
Social

(Encounters)
Displacement
Awareness

Direction
Awareness

Human-Aware
Time Approach

PoI
Awareness

Bubble Rap x
dLIFE x x x
SCORP x
GROUPS-Net x x
SAMPLER x x x
TOOTS x x x x x x

dLife: This social-aware forwarding algorithm brought
attention to the observation of more granular human mo-
bility [7]. The algorithm captures contact information (du-
ration and degree) throughout daily hour periods to reflect
human activities with more precision. The results from the
evaluation of dLife showed improved delivery rate, delivery
delay, and overhead.

Nevertheless, the evaluation of dLife suffered from the
same lack of availability of more widespread traces as Bub-
ble Rap. Other shortcomings were non-realistic settings on
the evaluation, such as small (1 kB-100 kB) content size
for offloading.

SCORP: An opportunistic routing protocol that ex-
ploits nodes’ social proximity in terms of contact’s dura-
tion and interest in a given content [27]. According to
the authors, there is a higher probability for users with
similar habits to show interest in similar content. Fur-
thermore, more frequent and prolonged contacts can allow
faster data forwarding, avoiding possible interruptions due
to topology change. SCORP forwards a message when the
next node is interested in the content, or the latter has a
strong bond with other nodes interested in the content.

Despite the contributions, SCORP evaluations occurred
through small datasets available at the time (a real trace

with 36 nodes and a synthetic with 150 nodes). With
that said, SCORP’s performance in larger scenarios is un-
known. Furthermore, the distribution of interest among
the network users, the size of the contents (1 kb-100 kb),
and the nodes’ buffer size (2 MB) evaluated lack more re-
alistic settings.

GROUPS-NET: A social-aware forwarding strategy
that relies on the regularity of group meetings [10]. This
algorithm is parameter-calibration-free and does not re-
quire community detection. Compared to Bubble Rap in
a larger scenario, GROUPS-NET improved the overhead
with a similar delivery rate.

Despite the contributions, the algorithm relies on a
group-to-group path centralized calculation every time a
given content needs to be forwarded opportunistically from
a source to a destination. In real-world larger popula-
tions, performing these calculations is challenging. Finally,
GROUPS-NET also requires validations in other datasets
than campus, where mobility is restricted.

SAMPLER: This forwarding algorithm [11] relies on
social-aware, spatial-aware, and individual mobility ex-
tracted from a real-world dataset NCCU. SAMPLER had
competitive results and some performance improvements
(delay, overhead, and delivery rate) compared to Bubble
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Rap. This work brought attention to the possibility of in-
vestigating other features from human mobility to achieve
cost-effectiveness in opportunistic forwarding.

Nevertheless, SAMPLER requires parameters calibra-
tion, the deployment of static relay points, and calculat-
ing social communities. Furthermore, there is a lack of
description details in the scenario and simulation settings,
making it difficult to reproduce the algorithm evaluations
for comparison. Other shortcomings relate to the lack of
more realistic assumptions on the evaluation (e.g., authors
consider any contact duration sufficient for forwarding a
content). Parameters such as content time-to-live (TTL)
and content size are also not considered.

TOOTS positioning: According to the initiatives
discussed herein, we found that learning from human rou-
tines hidden into mobility datasets is essential to develop
improved opportunistic networking solutions. This work’s
first insights came through analyzing and discussing how
the human aspect is part of the state-of-art solutions.

Unlike from state-of-art, in this work, we format our
metrics and decision factors with a more precise link with
time. Our algorithm relies on different human activities
present in human mobility over periods of the day. In
previous work [12], we confirmed that human mobility
varies according to different periods of the day. Among the
human-mobility features considered are the routines (i.e.,
spatiotemporal patterns), related consequences (e.g., en-
counters, PoI visiting), and displacement (e.g., the quan-
tity of movement and motion direction). TOOTS (i.e., the
strategy described in this work) relies on probabilistic spa-
tiotemporal aspects, social information (i.e., wireless con-
tacts), PoI awareness (related to network cells), and indi-
vidual’s mobility (displacement and direction awareness).
In Table 1, we resume the properties of the state-of-art
solutions discussed herein.

Generic insights, metrics, and decision factors might
not suit different kinds of populations. Aspects such as
culture, environment, node density, and urban transporta-
tion planning can impact a population’s mobility (includ-
ing the contact dynamics). Each population has particular
and common characteristics, calling for the need to eval-
uate datasets of different kinds with proper temporal as-
pects chosen accordingly. For such reason, to better know
our studied populations, we characterize the NCCU and
GRM datasets in the next section. Complementing this
analysis, in Sec. 4, we present the strategy’s metrics and
show their characterization results.

3. Datasets: Description and Characterization

As for acquiring insights, building and evaluating our
opportunistic communication strategy, we worked with two
mobility datasets: NCCU [13] and GRM [14]. Both datasets
provide anonymized user information.

NCCU: Is a real-world mobility trace featuring 115
users’ displacements inside the campus of the National

Chengchi University (NCCU) in China over two weeks.
This campus measures 3764 m × 3420 m. The NCCU
dataset came through an Android app named NCCU Trace
Data, which recorded GPS data, application usage, Wi-Fi
access points, and Bluetooth devices in proximity. In mo-
bile sensing applications like NCCU Trace Data or online
D2D games, the user consents to share sensitive informa-
tion (e.g., mobility) to participate. According to the au-
thors, considering the consumption of a smart handheld
device, the app was configured to collect data every 10
minutes, store it locally and upload it to a server every
day. In case of GPS data loss (e.g., due to weak indoor
signal), they used interpolation between available coordi-
nates. NCCU also collected users’ data throughout ques-
tionnaires, including gender, grade, majors, personal in-
terests, places on campus they would go most frequently,
Facebook ID, and Facebook usage behavior. Despite this
varied amount of data collected, only the anonymized co-
ordinates of the 115 users are publicly available.

GRM: This dataset comes from a synthetic mobility
model (Group Regularity Mobility Model). According to
the authors, this dataset can capture users’ social (i.e.,
encounters) regularity. The authors made available GRM
synthetic mobility traces with 100, 1000, and 2000 users’
movements inside an area of 1500 m x 1500 m. We use the
version with 1000 users to simulate a larger-scale network
in this work. The GRM model receives as input a social
network which can be a real social network or a synthetic
one generated by a social network model. This social net-
work applies for defining the nodes that will be present in
the groups of users. Additionally, GRM receives as input
the simulation configurations for the dataset, including the
dataset area, duration (e.g., two weeks), number of nodes,
and the number of groups. Finally, GRM’s last input is
a set of statistical parameters which can be extracted, for
example, from other real datasets.

Since this research deals with human-aware sensitive
information, we remark that privacy-preserving mecha-
nisms are essential. Novel human-aware applications or
solutions such as the one proposed herein need to guaran-
tee that individual rights and user-sensitive data are pro-
tected. As the datasets used are already anonymized, we
skipped privacy discussions on this paper.

We present more detailed privacy discussions in [5].
Among the contributions, we proposed a general frame-
work for processing human-behavior raw data and preserv-
ing its privacy while assisting Tactful (i.e., human-aware)
Networking applications. The privacy discussions feature
recent advances in privacy-preserving big data, including
data mining, management, and publishing.

Below we discuss the results of both NCCU and GRM
datasets’ manipulation.

The first analysis herein performed is of pairwise con-
tact information. We define a contact as two network
nodes in a communication range at the same temporal in-
stant. To the best of our knowledge, this work is the only
in its context that analyzes different contact ranges. We

4



(a) Contact duration per day (b) Centrality degree

Figure 2: Contact duration and centrality degree evaluation on the
NCCU and GRM datasets.

use 10 m and 30 m. The first commonly appears in state-
of-art contextualized as the D2D Bluetooth range [11].
The latter is an average range for WiFi Direct, which
works with up to 200 m communication range [28]. We
used these different contact ranges to evaluate how this
factor impacts the opportunistic communication strategy
results and how they link to dataset social aspects. The
proposed solution does not depend on the above technolo-
gies since the chosen communication ranges are only for
simulation purposes with more realistic assumptions.

Fig. 2(a) plots a Complementary Cumulative Distribu-
tion Function (CCDF) of the aggregated contact duration
per day on both datasets. For each unique pair of users
that gets into contact, we sum all their contact durations
and divide by the number of days evaluated (i.e., 11) in
each dataset. In Sec. 6, we present the evaluation setup
and detail the use of the 11 days of data from the traces.
In Fig. 2(a), we see that NCCU has longer contact dura-
tions when the contact range is higher (30 m), while in
the GRM trace, the behavior looks quite similar for both
ranges. The aggregated contact duration per day in the
GRM dataset is shorter, with only an average of 5% of
those over 10 minutes. This dataset characteristic can im-
pact a forwarding strategy’s effectiveness if, for example,
there is less bandwidth available and heavier content to
forward opportunistically.

Following up in the contact analysis, Fig. 2(b) shows
the evaluation of the traditional mobility metric Central-
ity Degree (CD) [6] in both datasets. The plot shows the
nodes’ normalized CD as the total amount of unique con-
tacts during 11 days of mobility data. We find higher CD
nodes in the real-world dataset (NCCU), while the GRM
trace coefficients are lower, with a maximum degree at
0.4. A forwarding strategy strongly dependent on CD as a
metric or decision factor might have reduced performance
through this dataset. The plot also shows that the over-
all CD increases with a higher range (30 m), which means
more encounters occur in both datasets. Nevertheless, a
substantial increase in the contact durations appears only
in NCCU (Fig 2(a)).

In Fig. 3(a), we analyzed the CD from the content-

(a) Centrality degree from
content-generation to TTL

(b) Radius of gyration

Figure 3: Centrality degree from content-Generation to time-to-live
and radius of gyration evaluation on NCCU and GRM datasets.

generation time (8th day) till the last day of simulation
(11th day, i.e., the time-to-live – TTL). As expected, on
both datasets, this plot shows lower CD. That is justi-
fied by the reduced amount of days analyzed, impacting
fewer potential encounters guided by user routines and dis-
placements. The results from Fig. 3(a) highlight the need
for combining other kinds of metrics than centrality for
achieving better performance and timely delivery in an
opportunistic forwarding scenario. Finally, in Fig. 3(b),
we analyze another traditional mobility metric, the Ra-
dius of Gyration (RG). RG accounts for node displacement
within the geographic space of the datasets (i.e., NCCU
and GRM). The results show that due to the restricted
area of the datasets, the RG of avg. 80% of the popu-
lation is low (up to 300 meters) in both datasets. This
finding brings insight into the possible need to combine
other metrics when forwarding the content to a more dis-
tant geographical area where the destination node is. The
real trace NCCU has users with a slightly higher RG than
GRM. In Sec. 4 we analyze the RG per period in both
datasets and extract further insights.

The following section presents the metrics and the tem-
poral approach combined in TOOTS, metrics evaluations,
and discussions.

4. Extracting Human-Aware Metrics

4.1. Identifying routines from human mobility

Previous research showed that human mobility has re-
currence and temporal periodicity [19, 21, 18]. This regu-
larity in human mobility brings low entropy to our move-
ments [22] and makes those predictable [23, 18]. With that
said, it is possible to leverage network resource manage-
ment and communication models (e.g., opportunistic com-
munication) by studying predictable characteristics from
human mobility (e.g., encounters, spatio-temporal regu-
larity) [5]. However, the human mobility profile changes
throughout daily periods and the circumstance (e.g., when
we are at home, at work, or taking transportation). There-
fore, this work proposes a closer relationship between mo-
bility metrics and the human temporal aspect. Previous
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work showed different approaches to calculating their met-
rics or decision factors when dealing with time. Usually,
they choose the time windows from the last 24 hours or
the last 6 hours of mobility [6, 11].

Table 2: Proposed Temporal Division.

# Period Time Interval
EM Early Morning 06:00:00 - 09:59:59
M Morning 10:00:00 - 13:59:59
A Afternoon 14:00:00 - 17:59:59
EE Early Evening 18:00:00 - 20:59:59
E Evening 21:00:00 - 23:59:59
N Night 00:00:00 - 05:59:59

In our proposal (i.e., Table 2), we divide the day into
six different duration periods. This temporal division was
adopted to reflect heterogeneous mobility profiles along the
day from the users inside a campus (i.e., from real-world
dataset NCCU). Note that depending on the population
analyzed, the time windows might change to reflect users’
activity and precise research results.

The time windows from our proposal are justified by
correlating periods with more displacements or longer con-
finements. For example, during “EM” we expect to cap-
ture most users’ home-work displacement and confinement
at work while shorter lunch-time displacements during “M”.
The intention is to increase the accuracy of the strategy’s
metrics and decision factors, calculating those through a
closer look into the human routines throughout the day.
Reshaping these periods is possible whenever necessary.

We present the metrics and their evaluations based on
the proposed temporal division in the following subsec-
tions. All plots show heterogeneity among the periods,
especially in the real-world NCCU dataset. These results
cope with our intuition to calculate metrics based on dif-
ferent day periods to reflect human mobility with more
precision.

4.2. Coverage Area as Radius of Gyration

The Radius of Gyration (RG) [19, 11, 18] quantifies the
mobility (i.e., in meters or kilometers) from an individual
concerning a center of mass obtained from his movements
throughout a geographical space. In this work, we use RG
to select more mobile nodes inside a given network cell
(detailed in Sec. 5).

Differently from previous proposals, the strategy herein
learns by each period p ∈ (EM,M,A,EE,E,N) in a week
k and applies this knowledge in the week k+1. Therefore,
∆RGp

(u) in the Eq. 1 is the average RG of each node u
in period p. The days of the week k are represented from
i = 1 to d, where d is equal the number of previous days
(7). The amount of location points (coordinates) recorded
is given by N , lj is a location (x,y) at index j, and lcm is
the user’s center of mass. We consider that every u has
a set Lp = (l1, l2, ..., ln) of locations per period p of the

“learning” week k. Each location l has coordinates (x, y)
in a given instant, that is l = (x, y).

∆RGp(u) =

∑d
i=1 RGi

p(u)

d
, where RGp(u) =√√√√ 1

N

N∑
j=1

(lj − lcm)
2
and lcm =

1

N

N∑
j=1

lj

(1)

(a) Radius of gyration per period
(NCCU)

(b) Radius of gyration per period
(GRM)

Figure 4: Radius of gyration evaluation on NCCU and GRM
datasets.

Following up on our analysis, we plot in Fig. 4 the
users’ Radius of Gyration for both datasets. As the NCCU
dataset features user movements inside a Campus, the RG
inside the area is more restricted. The same applies to
GRM, which features movements inside a 1500 m x 1500 m
area. The RG coefficients would be much higher if we eval-
uate a dataset with human users in an entire metropolitan
area. Higher displacements (e.g., home to work) will ap-
pear in this case.

Fig. 3(b) also reveals that NCCU users are more mo-
bile than GRM users. In Fig. 4, we analyze users’ RG per
period on both datasets. As expected, there is heterogene-
ity in each period. The RG per period on NCCU Dataset
(Fig. 4(a)) varies more, while on GRM (Fig. 4(b)), the
difference is smoother.

In Fig. 4(b), we see that the GRM dataset lacks dif-
ferent mobility profiles found throughout the day on the
real-world dataset. From these plots, we learn when the
users are more mobile in each dataset. With that said,
our strategy (TOOTS) based on day periods shall perform
better on the real-world dataset. Identifying more mobile
nodes helped forward decisions on state-of-art strategies,
such as in [11].

4.3. Social-Awareness as Centrality Degree

The Centrality Degree (CD) [6, 10, 16, 29, 30] is a
state-of-art mobility metric used to measure users’ social
bonds (i.e., his encounters). A user with higher CD has
further encounters and is commonly referred to as “more
popular” [11].
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As with the RG metric, we calculate the CD by each
period p ∈ (EM,M,A,EE,E,N) in a week k and ap-
ply this knowledge in the week k + 1. Therefore, in the
Eq. 2, ∆CDp

(u) is the average CD of a user u during
p ∈ (EM,M,A,EE,E,N). The days of the week k are
represented from i = 1 to d, where d is equal the number
of previous days (7). Finally, n is equal to the number
of users (e.g., 115 on NCCU trace), while e(u,v) is equal
1 if exists an edge between two nodes u and v in a pe-
riod p. We consider that the network is a dynamic contact
graph Gt = (V,Et). The set of users is V , while Et is the
set of edges (contacts) detected, and t ∈ (1, 2, ..., a) and
a ≤ 604, 800 seconds (i.e., the learning time in seconds
for week k). An edge e ∈ Et exists between two network
nodes if at an instant t, the distance between them is less or
equal the maximum communication range, which means,
there is a contact. As previously stated, this work uses
two communication ranges: 10 m and 30 m.

∆CDp
(u) =

∑d
i=1 CDi

p(u)

d
,where CDp(u) =

∑n
v=1 e(u,v)

n− 1
(2)

(a) Centrality degree - 10 m
range

(b) Centrality Degree - 30 m
range

Figure 5: Centrality degree analysis with 10 m and 30 m communi-
cation range on NCCU dataset.

In Fig. 5 and Fig. 6, we analyze the CD per period on
NCCU and GRM datasets, respectively. These plots com-
plement the previous section’s analysis and reinforce our
insights related to our temporal division proposal. From
what we know about the human perspective, our social
behavior (i.e., contacts) differs depending on aspects such
as the hour of the day, routines, or activities. Fig. 5 cer-
tifies that and also reveals how raising the contact range
impacts differently in each time window. For example, in
the “N” period, the impact is smaller, as, in this same time
window, the users are more confined. Nevertheless, in the
“M” period, if we increase the contact range (i.e., 30 m),
the CD coefficient also raises, where 80% of the users in-
side the campus have at least 0.7 CD. Nevertheless, in the
“M” period, if we increase the contact range (i.e., 30 m),
the CD coefficient increases, where 80% of the users inside
the campus have at least 0.7 CD.

In Fig. 6(a) and Fig. 6(b), the same phenomenon seen

in the RG analysis occurs: GRM dataset users show more
similar behavior independent of the day period. Further-
more, in this dataset, increasing the contact range to 30 m
still keeps the nodes with much lower CD than NCCU.

(a) Centrality degree - 10 m
range

(b) Centrality degree - 30 m
range

Figure 6: Centrality degree analysis with 10 m and 30 m communi-
cation range on GRM Dataset.

4.4. Sojourn Time

We define the Sojourn Time (ST) [31] as the quan-
tity of time that a user stays inside a network cell’s limits
(given its coverage). In TOOTS, we use the ST when the
strategy aims to identify nodes that stay more time in the
same cell as a user interested in a content (i.e., he is the
destination). The original cell sizes from the mobile opera-
tors are enormous compared to both traces’ areas. There-
fore, we analyzed the geographical space and divided it
into nine cells (“A” to “I”).

Applying the same method as with previous metrics,
we calculate the ST of u (user) in each cell c ∈ (c1, c2, ..., cn)
per period p ∈ (EM,M,A,EE,E,N) in a week k and ap-
ply this knowledge in the week k + 1. Therefore, in the
Eq. 3, ∆ST c

p
(u) is the average ST in minutes of u in c dur-

ing p. The days of the week k are represented from i = 1
to d, where d is equal the number of previous days (7).
The duration (minutes) is increased when the consecutive
pair of coordinates is inside the geographic area covered
by the cell (i.e., (x, y) ∈ c’s domain). ∆p

t (u)c is the total
time t spent by u during p, inside cell c.

∆ST c
p
(u) =

∑d
i=1 ST c

p (u)i

d
, where ST c

p (u) = ∆p
t (u)c (3)

In Fig. 7, we plot a heatmap with the average minutes
per day and per period for both datasets. We see that
NCCU (Fig. 7(a)) has some cells with a meager average ST
per day while GRM (a more dense dataset) shows less ST
heterogeneity. The heatmap also helps to identify where
users spend more time during the “N” period in NCCU
Campus. This information and other techniques make it
possible to determine if a given user stays on the Campus
overnight. In Fig. 7(b), we see that the GRM users are
more distributed within the geographical space. On the
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other hand, as they are less mobile, they tend to visit a
more limited number of cells.

(a) NCCU cell heatmap (b) GRM cell heatmap

Figure 7: Cell heatmap with the average minutes per day and per
period on NCCU and GRM datasets.

4.5. Destination Proximity as Geographical Awareness

In TOOTS, this novel metric uses geographical science
for discovering how close a given user reaches to a net-
work cell (based on its location as a PoI). Using the same
method as with previous metrics, we calculate the MP
of u (user) towards each cell c ∈ (c1, c2, ..., cn) per pe-
riod p ∈ (EM,M,A,EE,E,N) in a week k and apply
this knowledge in the week k + 1. The days of the week
k are represented from i = 1 to d, where d is equal the
number of previous days (7). Therefore, in the Eq. 4,
∆MP c

p (u)
is the average MP in meters of u in c during

p. A geodesic formula is applied to calculate the distance
between node u and each PoI (i.e., the cell center coordi-
nates). In |min∆c

s
(u)| we find the shortest distance (i.e.,

∆s) between node u and cell c, given all pair of u’s coordi-
nates in p. Depending on the coordinates system used in
the dataset, the geodesic distance formula might change.

∆MP c
p (u)

=

∑d
i=1 MP c

p (u)i

d
, where MP c

p (u) = |min∆c
s
(u)|
(4)

(a) Dest. proximity on NCCU
dataset

(b) Dest. proximity on GRM

Figure 8: Destination proximity (m) per period analysis on NCCU
and GRM datasets.

As to illustrate MP’s findings, Fig. 8 plots the MP on
the cell “B” for both datasets. Cell “B” was chosen as

it features more user activity (according to the ST anal-
ysis). Fig. 8(a) shows a high percentage of users inside
or very close to this cell, and as the previous analysis,
more heterogeneity per period of the day. The GRM anal-
ysis (Fig. 8(b)) repeats previous plots’ behavior, showing
smooth differences per period of the day.

4.6. Geographic Direction Awareness

In this novel metric of instant mobility, we check if,
for a node u, its recent displacement was towards a cell
c. The metric calculates the mode (i.e., the most common
result from a set) of the geodesic directions between u’s
pairs of coordinates and the cell center coordinates in the
last 30 minutes. In a condition of TOOTS’ algorithm,
nodes u and v check their recent displacement direction
towards c and compare the results (more details in the next
section). As Geographic Direction Awareness is an instant
mobility metric, its results are not here. In the following
sub-section, we motivate the strategy by evaluating and
discussing the Epidemic forwarding algorithm.

4.7. Motivation: Overhead and Latency evaluation

Figure 9: Epidemic forwarding average delivery latency performance
evaluation.

Epidemic forwarding is a well-known state-of-art algo-
rithm. In opportunistic networks, it works by always try-
ing to forward content to an encountered node that does
not have it. This algorithm shows a higher delivery ratio,
smaller delivery latency, but a heavy network overhead.

In Fig. 9, we evaluate the average delivery latency of
the Epidemic forwarding algorithm with a consumer set
size equal to 1% of the number of nodes from each dataset.
This scenario with a limited size consumer-set is challeng-
ing. The results can show lower bound performance de-
pending on how a strategy works and the dataset’s char-
acteristics (e.g., wireless encounters between nodes). In
the experiments, the content generation occurred once an
hour, during 24 hours, with random source and destination
nodes. Each content has a 72 h time-to-live. The experi-
ments were repeated 30 times through the Opportunistic
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Network Environment (ONE) Simulator [32]. The confi-
dence intervals are presented in Fig. 9. Although com-
monly evaluated by previous work, we show and discuss
the Epidemic forwarding performance within the NCCU
and GRM datasets, with varying contact ranges (10 m
and 30 m).

When the contact range is 30 m, the Epidemic For-
warding average delivery latency is 2.6 and 3.6 hours on
NCCU and GRM datasets. In both datasets, the algo-
rithm delivery rate performance was 100%, but the aver-
age network infection (overhead) was 98.44% and 99.62%
on NCCU and GRM. With that said, most nodes received
the content and became forwarders. For reaching supe-
rior performance in terms of delivery rate and delivery
latency, Epidemic forwarding flooded the network with
many copies of the same message. That is not feasible
in real-world scenarios and is highly costly, particularly
in opportunistic networks where the devices have limited
resources (e.g., battery, storage).

Another finding (which is also a characteristic) from
the Epidemic Forwarding experiments was a high aver-
age of hops (i.e., intermediary nodes) from the source to
the destination. In this scenario, Epidemic had the av-
erage hop count of 6.62 and 8.85, respectively, on NCCU
and GRM. This peculiarity motivated and brought insight
into TOOTS development: taking the contents closer to its
consumers for reducing the number of intermediary nodes
and potentially the overhead and delivery latency through
the combination of intelligent dissemination and forward-
ing decisions.

As expected, according to the results from the pairwise-
contacts evaluation (Sec. 4), when the contact range is
more restricted, the delivery delay increases in both traces.
In the experiments with a 10 m range, the overhead was
quite similar on NCCU (98.47%) but smaller on GRM
(86.50%). Still, the average delivery rate on GRM was
97%, meaning that with the restricted contact range on
this dataset, even the Epidemic Forwarding could not de-
liver all the contents in the time-to-live.

In Fig. 9, we see that the contact range restriction
causes more proportional delay on GRM than on NCCU
(on GRM, there is a 7-fold increase). That happens due to
a characteristic shown in the previous section. GRM has
nodes with shallow centrality degrees and shorter contact
duration per day. With that said, the epidemic strug-
gles with fewer contacts, so it takes more time to “flood”
the network and make the content reach the destination.
Through the Epidemic Forwarding evaluation, we see that
a restricted contact range and the characteristics of a pop-
ulation in terms of their contact can affect the strategy’s
effectiveness. The following section introduces TOOTS,
including its scenario and algorithms.

5. The TOOTS Proposal

In Fig. 10, we describe TOOTS’ evaluation scenario.
We simulate a network with mobile nodes and a Mobile

Edge Computing (MEC) [33] site. The MEC site stores
popular content that the nodes commonly request in this
context. In this scenario, the strategy’s goal is to perform
cost-effective content delivery using opportunistic D2D com-
munication among the nodes. In a real scenario, they could
receive incentives (e.g., operator data plan savings, dis-
counts, or access to exclusive applications) for their coop-
eration. The development and use of incentive mechanisms
are out-of-the-scope of this work, so as previous state-of-
art work [10, 11], we consider the nodes are willing to
cooperate. In this scenario, the first task for the content
delivery is a dissemination process to inject content on the
network based on users’ information. The second task re-
lates to the node’s forwarding decisions (i.e., in the user
devices) relying on individual metrics locally calculated.

The strategy relies on seven days for learning from
users’ mobility. Upon having a set of user requests for a
given content, the proposed Tactful Dissemination Policy
(TDP) (Sec. 5.1) runs to choose the disseminator nodes. In
Fig. 10, we illustrate the delivery of two distinct contents
through the disseminators chosen by TDP. After that, the
nodes carrying a content run locally an algorithm (Sec. 5.2)
which takes a forwarding decision.

5.1. 1st TOOTS phase: TDP Policy

Herein, we describe our proposed Tactful-Based Dis-
semination Policy (TDP) (Alg. 1). This policy chooses
disseminator nodes according to their social behavior (i.e.,
in terms of encounters) in each time window (previously
described). The intention behind TDP is to start the con-
tent delivery task by placing the content closer to the con-
sumer nodes for possibly reducing the overhead and deliv-
ery latency. To follow, we explain how we leverage the user
routines in terms of encounters in the policy for choosing
the content disseminators.

Considering the network as a dynamic contact graph
Gt = (V,Ep), there is a set of users V (i.e., mobile nodes),
and a set of edges Ep found during the period p of the
week k. We assume that the operator has a central entity
that, at the end of each week k, receives the information
below from each node (i.e., operator subscribers) u ∈ V .

• (a): σ(u)p - a set of users v encountered by u for
each period p.

• (b): ∆CLIDp
(u) - the average local improved cen-

trality degree metric [16] of a user u for each pe-
riod p. The CLID coefficient is calculated based
on the node’s number of contacts, how long (dura-
tion) they took, and how early (earliness) they hap-
pened. Therefore, a higher CLID is given to a node
with more contacts that had longer durations and
occurred earlier (i.e., in a period p)

In an instant t of the week k + 1 when there is a set
of users (consumers) C(c) ∈ V requests for a content c,
the TDP (Alg. 1) runs to choose the disseminator nodes.
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Figure 10: TOOTS evaluation scenario [15].

Algorithm 1: SelectDisseminators

input : Gt, C, c, p
output: D(c)

1 begin
2 D(c)←− ∅
3 while C ̸= ∅ do
4 let u ∈ V maximizing

| |σp(u) ∩ C|
|C|

+∆CLIDp
(u)|

5 D(c)←− u
6 C ←− C − σ(u)

7 end
8 Return D(c)

9 end

The policy uses the σ(u)p from the week k to select users
with past direct contacts with the consumers. According
to [19], due to our human routines, there is regularity in
our contacts and interactions. The Alg. 1 prioritizes these
direct contacts (i.e., as they are most likely to repeat) for
trying to save network and user device resources. Fur-
thermore, the CLID applies for identifying nodes’ popular-
ity and coverage through contacts duration and earliness.
This metric is justified because, in such an opportunistic
scenario, a contact that happens earlier in a time win-
dow and lasts enough to transmit content might decrease
the delivery latency. Further, depending on the content’s
size, trying to transmit through short-duration contacts
can waste resources without full content forwarding.

The Alg. 1 runs for selecting a disseminator set D(c)
and starting the delivery of c (content) in the period p.
The disseminator set starts empty (line 2), as the content
delivery begins only upon having a set of Consumers C in-
terested in content c. The policy selects (lines 4 and 5) the
user u with the higher coefficient from the direct contacts
with Consumers (σp(u)∩C), normalized by the size of C,
summed with u’s average CLID in p (i.e., ∆CLIDp

(u)). Af-
ter that, all consumers with direct encounters along the
selected node u are removed (line 6). With this, we avoid

the possibility of selecting another user with a similar co-
efficient for direct contacts and which covers the same
nodes. The Alg. 1 loops (line 3) while the consumer set
is not totally covered (C ̸= ∅). We assume all users in
the dataset encounter at least one node (i.e., there are no
isolated nodes). Following in Sec. 6, the TDP is evaluated
with varying consumer set sizes (1%, 5%, and 10% of each
dataset total nodes).

5.2. 2nd TOOTS phase: Human-Aware Forwarding

After running the Alg. 1, the content c is transmitted
to each chosen disseminator node (u ∈ D(c)), which stores
c in a local buffer. From this moment, when any node
carrying c has an encounter, the Alg. 2 runs locally for
deciding if the content is forwarded.

The algorithm input is: a destination node d (i.e., d ∈
C), the content c, the present period p, the encountered
node v, and the coordinates of d’s cell, given by l. All
metrics coefficients are stored locally by each node in a
table divided by period p. The content c is transmitted
from u to v, only if an algorithm’s condition is satisfied.
First (line 2), if v already carries c, u waits till the next
encounter. Second (line 4), if v is the destination (i.e.,
v = d), u transmits c. The success of the transmission
depends if there is an edge e between u and v, with enough
persistence (i.e., that does not suffer disconnection caused
by a topology change) until an amount of time t necessary
to transfer c’s full data.

As previously stated (Sec. 4), the geographic space of
both datasets was divided into network cells. If v is at
the same cell reported by the destination (given by l), the
algorithm compares the centrality degree from u and v in
p. If v’s avg. CD is higher (line 7), c is forwarded, as v
has a higher forwarding potential inside its cell (i.e., v met
more nodes).

If the previous test is false, the algorithm checks if
∆RGp

(v) > ∆RGp
(u) and ∆ST cell

p
(v) > ∆ST cell

p
(u). If true,

that means v has less “popularity” than u (i.e., lower avg.
CD). On the other hand, v has a higher avg. RG which
gives it the potential to do larger displacements inside the
cell given by l. Furthermore, v’s routine makes it stay
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Algorithm 2: HumanAwareForwarding

input : d, c, p, v, l
output: A forwarding Decision

1 begin
2 if c ∈ v then
3 exit(0)
4 else if v = d then
5 v ←− c
6 else if v.cell = l then
7 if ∆CDp

(v) > ∆CDp
(u) then

8 v ←− c
9 else if ∆RGp

(v) > ∆RGp
(u) and

∆ST l
p
(v) > ∆ST l

p
(u) then

10 v ←− c

11 else
12 if testDirection(v, l) then
13 v ←− c
14 else if ∆MP l

p(v)
< ∆MP l

p(u)
then

15 v ←− c

16 end

17 end

longer inside l (v has higher avg. ST). Due to these intu-
itions, c is forwarded to v (line 10).

When v is in a different cell than the one given by l, an
instant mobility test towards l occurs. If v’s predominant
direction in the last 30 minutes was towards l (i.e., the line
12 test is true), c is forwarded, as v can potentially reach
or get close to the cell domain given by l.

Last, if the direction test is not true, the Destination
Proximity metric is used. If v’s avg. MP (∆MP l

p(v)
) is

smaller than u’s, c is forwarded, as that means v got closer
(or visited) the cell corresponding to l during the period p
and due to human routines, this behavior is more likely to
repeat. The following section presents the experimentation
results and analysis.

6. Experimentation Results and Analysis

As previously stated, TOOTS’ scenario’s goal is cost-
effective content delivery through users’ opportunistic com-
munication. In the state-of-art of opportunistic forwarding
strategies, the cost-effectiveness comes through reducing
the content overhead (i.e., the percentage of network in-
fection) and the delay (herein analyzed as the contents av-
erage latency from source to destination) while maximizing
the delivery rate. In our evaluations, the contents range
from 11-14 MB, an average size for 60 seconds YouTube
720P HD 30fps advertising videos. TOOTS uses seven
days of user mobility (extracted from NCCU and GRM
datasets) during a learning phase. The content generation
happens through one day, with one content delivery task
starting every hour. Finally, three days refer to the deliv-
ery deadline, which is a reasonable time for delay-tolerant

content [16].
Each content has a set of random consumers with vary-

ing set sizes (in the percentage of nodes from each dataset).
Network content injection happens through the mobile
nodes. The first set of users carrying the content is called
the Disseminator set. They run an algorithm to make
a forwarding decision upon having a contact (i.e., given
by a specific communication range). Every node in the
simulation has an 802.11/11 Mbps network interface. We
evaluate two communication ranges: 30 m (like an avg.
for WiFi Direct) and 10 m (commonly referred to as the
Bluetooth range). These technologies mentioned are just
examples of existing D2D options for the scenario. The
strategy proposed herein nor its evaluations depend on
other particular characteristics from WiFi Direct or Blue-
tooth. Evaluations with other communication ranges or
parameters from different technologies such as BLE [34], or
Google Nearby [35] are possible without limitations from
our strategy.

The entire scenario simulations occur through the Op-
portunistic Network Environment (ONE) Simulator. We
used the ONE simulator for several reasons, among those:
(i) due to its wide availability of state-of-art opportunis-
tic forwarding algorithms implementations and prior pub-
lished evaluations within the simulator; (ii) the fact that
NCCU and GRM were made available ready to import into
ONE; (iii) the highly customizable and suitable specific
features of opportunistic networks already implemented
and available; (iv) a customizable report module that mea-
sures performance parameters commonly considered in op-
portunistic networks. We imported the NCCU and GRM
datasets into ONE as mobility models. Each experiment
case runs 30 times, and the confidence intervals appear
when necessary.

6.1. TDP Results and Analysis

This section presents the evaluation results of the TDP
policy. For this, we combine the TDP with two state-of-
art forwarding strategies: store-wait-forward (a.k.a., direct
delivery) and epidemic forwarding. In this combination,
we use the TDP for electing the disseminator nodes chosen
as content sources, followed by running each forwarding
strategy. The performance of the TDP-enhanced store-
wait-forward and epidemic forwarding appears in Fig. 11.

Upon an encounter, the store-wait-forward algorithm
only transmits the content to the next node if it is the
destination (i.e., the encountered node is a consumer). For
such reason, the store-wait-forward has zero overhead. As
shown in Sec. 4, the traditional epidemic with a 30 m
communication range had 98.44% and 99.62% overhead
respectively on NCCU and GRM.

However, the TDP-enhanced epidemic might decrease
delivery latency with a comparable delivery rate. Given
the metrics applied in the TDP policy, the TDP-enhanced
store-wait-forward can increase the delivery rate while de-
creasing the delivery latency. Even though the store-wait-
forward algorithm’s success depends on direct encounters
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(a) Avg. delivery rate - 30 m range (b) Avg. delivery rate - 10 m
range

(c) Avg. latency - 30 m range (d) Avg. latency - 10 m range

Figure 11: Tactful dissemination policy average delivery rate and average delivery latency performance evaluation with varying communication
range (10 m and 30 m).

(a) Delivery rate - NCCU - 30 m
range

(b) Delivery rate - GRM - 30 m
range

(c) Avg. latency - 30 m range (d) Avg. infection % (overhead) -
30 m range

(e) Delivery rate - NCCU - 10 m
range

(f) Delivery rate - GRM - 10 m
range

(g) Avg. latency - 10 m range (h) Avg. infection % (overhead) -
10 m range

Figure 12: Delivery rate, delivery latency, and overhead performance comparison of TOOTS, Bubble Rap-CDP, Bubble Rap-TDP, and Bubble
Rap-RDP on NCCU and GRM datasets with varying communication range (10 m and 30 m).

with the consumers, the TDP content dissemination im-
proves it. Still, depending on dataset characteristics and
the social bonds between source and destination nodes, the
improvements might take time or never happen.

6.1.1. Delivery Rate Evaluation

In Fig. 11(a), the TDP-enhanced store-wait-forward
shows an improved average delivery rate of 82% and 75%
respectively on NCCU and GRM, independent of the con-
sumer set size evaluated (1%, 5%, and 10% of each dataset).
The explanation for this delivery rate improvement re-
calls one of TDP insights, which is choosing nodes with

direct encounters per period with the consumers. Com-
pared with the traditional store-wait-forward, the TDP-
enhanced strategy’s average delivery rate with 1% of con-
sumer set size was 18% and 60% higher respectively on
NCCU and GRM. In Fig. 11(a), the TDP-enhanced epi-
demic forwarding, as expected, reaches a 100% average de-
livery rate regardless of the consumer set size and dataset.
Compared with the traditional Epidemic forwarding algo-
rithm, The TDP-enhanced Epidemic had decreased aver-
age hop count, impacting the delivery latency (analysis to
follow).

With a more restricted contact range (Fig. 11(b)), as
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expected, the performance of the content delivery system
decreases on both datasets. Still, when compared with the
traditional store-wait-forward, the TDP-enhanced has bet-
ter performance in delivery rate and delivery latency. The
plot also shows that the TDP-Enhanced Epidemic reaches
a 100% delivery rate in all scenarios on both datasets,
which is an improvement compared to the traditional Epi-
demic. Furthermore, thanks to TDP-policy, the overhead
on GRM with 1% of consumers was 50% smaller. The
reason behind this recalls a characteristic of this dataset,
which is nodes with fewer encounters (i.e., lower CD). The
plot from Fig. 11(b) also shows there is no impact caused
by the contact range when the percentage of consumers
varies up to 10% in those datasets.

6.1.2. Delivery Latency Evaluation

Following in the evaluations, in Fig. 11(c), we plot
the average delivery latency. The TDP-enhanced store-
wait-forward, regardless of the consumers’ size, takes 13-
15h to deliver the contents on NCCU and 18h-19h on
GRM. With that said, the TDP policy makes it possi-
ble to deliver at least 75% of the delay-tolerant contents
in an acceptable time [16], regardless of the dataset, and
with zero overhead. Compared with the traditional store-
wait-forward, the TDP-enhanced strategy’s average deliv-
ery latency with 1% of consumers was reduced 23% on
NCCU and 48% on GRM. As previously stated, thanks
to the TDP policy, the number of hops in epidemic for-
warding decreased, so the delivery delay (18.6% and 64.5%
smaller respectively on NCCU and GRM with 1% of con-
sumers). Still, the networking infection of epidemic for-
warding makes this algorithm very costly or unfeasible in
real scenarios. Again, with a more restricted contact range
(Fig. 11(d)), there are fewer contacts on both datasets, so
the delivery delay increases. Nevertheless, even in this sce-
nario, thanks to TDP policy, most delay-tolerant contents
still reach their consumers in an acceptable time. As Epi-
demic forwarding is unfeasible in realistic scenarios, and
TDP-Enhanced store-wait-forward showed an average de-
livery rate of 55%, we look for a forwarding algorithm to
increase the delivery rate as lower as possible overhead and
delivery latency.

6.2. TOOTS forwarding Results and Analysis

Finally, we present the entire strategy’s evaluation re-
garding delivery rate, delivery latency, and overhead within
NCCU and GRM datasets. As with the state-of-art epi-
demic forwarding evaluation, the scenario has random con-
sumers with a set size equal to 1% of dataset total nodes
and varying communication range (10 m and 30 m).

We compared TOOTS’ performance with Bubble Rap,
which was remarked asthe most popular social-based for-
warding algorithm in delay-tolerant networks [10, 11, 26].
Both forwarding algorithms run in a distributed fashion,
taking decisions at the node that holds the content. Bub-
ble Rap works by assigning a global rank and a local rank

to each node. The global rank accounts for the node’s pop-
ularity in the whole network, while the local rank measures
the popularity inside a community. Both centrality-related
ranks use the C-Window temporal approach, which ac-
counts for nodes’ popularity in the last time window of 24
hours [6]. Bubble Rap also relies on social communities
calculations, where each node belongs to at least one com-
munity. According to these metrics, a content c stored in
the buffer of a node u is transmitted by Bubble Rap to
an encountered node v, when: v is the consumer (i.e., the
destination d); v’s global rank is higher than u’s, or v be-
longs to the consumer’s (d) community; v has higher local
rank and belongs to the consumer’s community.

Herein, for a fair comparison, we combine Bubble Rap
with three policies for choosing dissemination nodes. These
policies are responsible for injecting the contents in the
network whenever a content delivery process starts:

• Random-based Dissemination Policy (RDP):
chooses the origin nodes randomly (i.e., it works as
the traditional Bubble Rap trying to forward content
to source-destination using intermediary nodes);

• Centrality-based Dissemination Policy (CDP):
chooses the origin node as the higher centrality node
(i.e., the node which has more encounters);

• Tactful-based Dissemination Policy (TDP):
our proposal detailed in Sec. 5.1. TDP node selec-
tion relies on direct encounters with the consumers,
combined with a higher CLID metric coefficient.

6.2.1. Delivery Rate Evaluation

First, in Fig. 12(a), TOOTS and Bubble Rap are eval-
uated in terms of delivery rate through the NCCU dataset
with a 30 m communication range. TOOTS reached 100%
delivery ratio and was also the fastest strategy, with ap-
prox. 90% of the generated contents delivered in up to 9
hours. Even in the NCCU dataset with fewer nodes, those
with high centrality degrees, Bubble Rap-CDP failed to
deliver about 10% of the contents. Adopting a CDP is not
feasible in the real world. This strategy originates a “bot-
tleneck” tending to train the most “popular” users’ device
resources and creates a point of failure. Despite reaching a
100% delivery ratio, we expect a higher overhead in Bubble
Rap-RDP (analysis to follow). Finally, Bubble Rap-TDP
also delivered 100% of the contents, but this strategy took
slightly more time than TOOTS to deliver all contents in
such experiments.

Within the GRM dataset and 30 m communication
range (Fig. 12(b)), TOOTS reaches 100% delivery rate,
with approx. 97% of the contents in up to 12 hours. Bub-
ble Rap-CDP delivery rate is even worst than in NCCU.
The explanation relates to the fact that GRM nodes’ have
a much lower centrality degree. Further, a communica-
tion bottleneck arises due to a higher node density, where
nodes’ interfaces can transmit only one content at once.
As in the previous analysis, Bubble Rap-RDP reached a
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100% delivery ratio but with an expected higher overhead
(analysis to follow). Bubble Rap-TDP delivered approx.
94% of the contents. The explanation relates to a charac-
teristic of GRM: nodes with low centrality degrees, which
makes Bubble Rap-TDP need more time to reach 100%
delivery rate.

From Fig. 12(e) to Fig. 12(h), we evaluate how im-
posing a more restricted contact range (10 m) affects the
strategies’ performance in terms of delivery rate, delivery
latency, and overhead on both datasets. In Fig. 12(e),
we see that TOOTS is the fastest and the only strategy
that reaches 100% delivery rate on the real-world NCCU
dataset. Bubble Rap-TDP and Bubble Rap-RDP reach
close to 90% delivery rate and require more time, which
could be more than acceptable for delay-tolerant content.
Bubble Rap-CDP fronts an even worst bottleneck. The re-
stricted communication range reduces the number of con-
tacts and also their duration.

When the dataset is the GRM (Fig. 12(f)), we see
that the reduced contact range impacts the algorithms’
lower performance. The delivery rate ranges from 56%
(TOOTS) to 68% (Bubble Rap-RDP). On the other hand,
Bubble Rap-TDP reaches a very similar delivery rate (65%),
with less average latency. That means, again, thanks to
TDP, there was less delivery latency. The reason behind
this reduced performance on the GRM is the already shal-
low CD nodes of the dataset. These nodes suffer even more
CD reduction when the lower contact range is applied.
With that said, the efficiency of opportunistic forwarding
algorithms and their deployment in realistic scenarios de-
pend on the populations’ characteristics in terms of con-
tacts and the technology used for D2D communication.
D2D technologies with higher transmission capacity and
higher contact range can compensate for certain contact
restrictions imposed by the populations’ characteristics or
mobility context.

6.2.2. Delivery Latency Evaluation

In Fig. 12(c), the strategies are evaluated in terms of
delivery latency, considering a 30 m communication range.
TOOTS had the lower average delivery latency on both
datasets, followed by Bubble Rap-RDP and Bubble Rap-
TDP, respectively, on NCCU and GRM. We remark that
only TOOTS and Bubble Rap-RDP delivered 100% of the
contents in up to 72h. On GRM, Bubble Rap-CDP had
a much higher average delivery latency, as this strategy
struggles with the bottlenecks on fewer nodes with higher
centrality, and by a characteristic from this dataset shown
in Sec. 3: from the content-generation time till their time-
to-live (i.e., end of the simulation), over 90% of the nodes
had less than 0.4 centrality degree, i.e., low coefficients.

Fig. 12(g) certifies TOOTS as the strategy with the
smaller delay on the NCCU dataset when the contact range
is restricted (i.e., 10 m). Recalling that TOOTS was also
the only strategy to reach 100% delivery rate. On NCCU,
Buble Rap-RDP has the second smaller delay, but its de-
livery rate is comparable with Bubble Rap-TDP, which

has much less overhead (analysis to follow). With a re-
stricted communication range on NCCU, the delivery de-
lay approximately doubles for most strategies. Thus, if the
devices’ transmission power in a given scenario is more re-
stricted, the contents will take more time to reach their
consumers opportunistically.

On GRM (Fig. 12(g)), due to the dataset’s charac-
teristic (low nodes’ CD) and fewer contact occurrences,
TOOTS’ delivery latency increases almost ten times. Nev-
ertheless, the delay-tolerant content reaches in an accept-
able time. Bubble Rap-CDP shows smaller delivery la-
tency than TOOTS, but its delivery rate is shallow due to
the communication and transmission bottlenecks. Thanks
to the TDP policy, there is 28% less delivery delay with
Bubble Rap-TDP than Bubble Rap-RDP. We recall that
on GRM, Bubble Rap-TDP has approximately the same
delivery rate as Bubble Rap-RDP.

6.2.3. Overhead Evaluation

In Fig. 12(d), we evaluate the overhead of each strat-
egy. Bubble Rap-CDP appears with the smaller overhead
on NCCU and GRM datasets with a 30 m communication
range. On NCCU, the reason behind this is the existence
of higher centrality degree nodes, making it possible for
the disseminator nodes to find the destination directly for
most of the generated contents. Still, as previously dis-
cussed, there is a bottleneck, lowering Bubble Rap-CDP’s
delivery rate compared to other strategies. As expected,
Bubble Rap-RDP had the worst-case in terms of overhead.
Compared with Bubble Rap-TDP, the latter performs with
53% less overhead on NCCU and 65% less on GRM.

Nevertheless, we remark that the TDP-enhanced Bub-
ble Rap needs more time to reach a 100% delivery rate on
GRM when there is a 72 h deadline. Applying other larger
real-world datasets with other contacts distributions will
be interesting when evaluating this strategy. TOOTS was
the fastest strategy. It reached a 100% delivery rate and
had 10% and 17% less overhead than Bubble Rap-RDP,
respectively, on NCCU and GRM.

When we restrict the communication range (Fig. 12(h)),
the overhead of all strategies also decreases on both datasets.
On the other hand, particularly on GRM, no strategy
reaches 100% delivery rate in the content TTL (i.e., 72h).
On NCCU, if time is not the primary concern, the 10 m
communication range is enough for TOOTS to deliver 100%
of the contents in such a scenario. In this case, the strategy
can save more device resources, as fewer contacts impose
fewer forwarding decisions. Thanks to TDP policy, Bub-
ble Rap-TDP is the second-best option in terms of over-
head, considering a delivery rate of approximately 90% on
NCCU and 65% on GRM. Bubble Rap-CDP has a very
low overhead on both datasets.

On the other hand, its delivery rate is shallow, and
as previously said, it tends to drain the most “popular”
nodes. Bubble Rap-RDP has the higher overhead on NCCU,
and its delivery ratio is close to 90% (i.e., 10% less than
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TOOTS). On GRM, Bubble RAP-RDP has better over-
head than TOOTS (at the cost of a slightly better deliv-
ery rate and low delivery latency). From these findings,
we claim that due to the dataset’s characteristics and the
lack of heterogeneity per period, TOOTS has more diffi-
culty delivering the content on GRM with a 10 m range.

7. Conclusion and Future Work

Despite appearing as an enabler of future networking
generations since 4G/LTE, opportunistic communication
solutions still lack more implementations in real-world sce-
narios. The OppNets paradigm is resurging through the
vast possibilities open by human big data generated by
user devices and appears as a key enabler to 5G [1, 2]
and 6G [3]. Throughout our experience, for building a
novel opportunistic human-aware strategy, we found sev-
eral preliminary phases that play a significant role in reach-
ing performance goals at the end. This work guided the
reader through all the steps necessary for building the
Tactful Opportunistic Communication Strategy (TOOTS)
for cost-effective content delivery in cellular networks. The
best practices and lessons learned from the literature and
our strategy’s implementation made it possible to improve
performance in delivery ratio, delivery latency, and over-
head. This strategy can assist in scenarios such as data
offloading, capillarity expansion given by users’ mobility,
and content delivery in challenging situations (e.g., emer-
gency, rural areas, and crowded places). The steps fol-
lowed in our process can serve as a guideline to build other
human-aware networking solutions (including opportunis-
tic strategies). Furthermore, this work has a more in-depth
view of the human aspect in networking, which will be a
significant player in computer networking for dealing with
multiple challenges while reaching improved QoE and QoS
more naturally [5].

Future work concerning TOOTS will need to evalu-
ate each metric’s correlation with the performance of the
whole strategy. With that said, this knowledge can bring
even more improved performance. As discussed through-
out the sections, TOOTS relies on different aspects inher-
ent to humans. Not surprisingly, the strategy’s presented
results are more correlated with the real-world dataset
used (NCCU). In this dataset, the human-aware time-
division made it possible to calculate the metrics to reflect
the users’ routines with fine-grained granularity, possibly
leading to better strategy performance. There is a need for
investigating other ideas of time-division through insights
obtained from other populations’ studies (i.e., characteri-
zations).

Despite the increased availability of real datasets in the
last years, there is still a lack of those covering larger pop-
ulations (e.g., entire metropolitan areas). These datasets
are essential for identifying possible insights for future
strategies and other scenarios. Further, according to the
results, a dissemination strategy plays an essential role

in improving the content delivery performance in a sce-
nario such as the one presented. Future work will need to
evaluate TOOTS and other state-of-art proposals’ effec-
tiveness through varying contact ranges, bandwidth, in-
creasing content size, and the number of days for the al-
gorithm’s learning phase. Investigations on node energy
constraints and incentive mechanisms to deal with user
selfishness are also necessary. Furthermore, opportunistic
strategies will require evaluation throughout modern D2D
technologies specifications and modern life scenarios (e.g.,
autonomous vehicles). The previous section shows that
population characteristics, technological capabilities (e.g.,
contact range, bandwidth), and other aspects can impact
the strategy’s effectiveness.

Finally, opportunistic D2D communication works need
to discuss envisaged scenarios with realistic challenges in
crowded (i.e., metropolitan) areas and rural areas to moti-
vate a more widespread adoption of human-centered tech-
nologies by the mobile carriers and industry.
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