
HAL Id: hal-04683326
https://inria.hal.science/hal-04683326v1

Submitted on 1 Sep 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

CRFNet: A Deep Convolutional Network to Learn the
Potentials of a CRF for the Semantic Segmentation of

Remote Sensing Images
Martina Pastorino, Gabriele Moser, Sebastiano B. Serpico, Josiane Zerubia

To cite this version:
Martina Pastorino, Gabriele Moser, Sebastiano B. Serpico, Josiane Zerubia. CRFNet: A Deep
Convolutional Network to Learn the Potentials of a CRF for the Semantic Segmentation of Re-
mote Sensing Images. IEEE Transactions on Geoscience and Remote Sensing, 2024, pp.1-19.
�10.1109/tgrs.2024.3452631�. �hal-04683326�

https://inria.hal.science/hal-04683326v1
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2021 1

CRFNet: A Deep Convolutional Network to Learn
the Potentials of a CRF for the Semantic
Segmentation of Remote Sensing Images

Martina Pastorino, Member, IEEE, Gabriele Moser, Fellow, IEEE, Sebastiano B. Serpico, Fellow, IEEE,
and Josiane Zerubia, Fellow, IEEE

Abstract—This paper presents a method for the automatic
learning of the potentials of a stochastic model, in particular
a conditional random field (CRF), in a non-parametric fashion.
The proposed model is based on a neural architecture, in order
to leverage the modeling capabilities of deep learning approaches
to directly learn semantic and spatial information from the input
data. Specifically, the methodology is based on fully convolutional
networks and fully connected neural networks. The idea is to
access the multiscale information intrinsically extracted in the
intermediate layers of a fully convolutional network through
the integration of fully connected neural networks at different
scales, while favoring the interpretability of the hidden layers as
posterior probabilities. The potentials of the CRF are learned
through an additional convolutional layer, whose kernel mod-
els the local spatial information considered. The loss function
is computed as a linear combination of cross-entropy losses,
accounting for the multiscale and the spatial information. To
evaluate the capabilities of the proposed approach for the se-
mantic segmentation of remote sensing images, the experimental
validation was conducted with the ISPRS 2D Semantic Labeling
Challenge Vaihingen and Potsdam datasets and with the IEEE
GRSS Data Fusion Contest Zeebruges dataset. As the ground
truths of these benchmark datasets are spatially exhaustive,
they have been modified to approximate the spatially sparse
ground truths common in real remote sensing applications.
The results are significant, as the proposed approach obtains
higher average classification accuracies than recent state-of-the-
art techniques considered in this paper. The code is available at
https://github.com/Ayana-Inria/CRFNet-RS.

Index Terms—semantic segmentation, conditional random
fields (CRF), convolutional neural network (CNN), fully convo-
lutional network (FCN), remote sensing

I. INTRODUCTION

SEMANTIC segmentation – or dense image classification
– is the task of assigning a label category to each pixel

in an image. When dealing with very high resolution (VHR)
remote sensing images, the results of semantic segmentation
tasks may be of use in several real-world applications [1], such
as land cover mapping [2], urban planning and management
[3], [4], and traffic monitoring [5]–[7]. In this framework,
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several techniques, ranging from stochastic models to deep
learning (DL) architectures, have been employed.

DL techniques are currently the state of the art for semantic
segmentation tasks. Several DL methods have been proposed
to perform remote sensing image classification [8] and, among
these architectures, fully convolutional networks [9] play a
primary role. These networks can produce classification maps
for inputs of arbitrary size and are able to recover the spatial
information lost along the downsampling operations through
the addition of upsampling blocks to the standard convolu-
tional neural network (CNN), built through the combination
of unpooling and deconvolution layers [8], [9]. Fully convolu-
tional networks are defined by an architecture that combines
semantic information from deep coarse layers with appearance
information to produce precise segmentation maps [8], [9].

However, these models usually require large datasets with
exhaustively labeled ground truths in order to obtain accurate
segmentation results. These spatially dense ground truths are
very costly and time-consuming to produce. They are rarely
feasible for real-world remote sensing mapping applications
[10]–[12], where the available information is usually spatially
sparse, not representing spatial borders between different se-
mantic entities. This lack of exhaustive ground-truth maps
strongly affects the classification results of DL techniques
and is a major challenge in the development of supervised
classification methods for remote sensing image analysis.

At the same time, stochastic models such as probabilistic
graphical models (PGMs) are popular and powerful tools for
computer vision and image processing tasks, as they can be
employed for structured prediction problems, such as image
restoration [13], [14], image denoising [15], [16], semantic
segmentation and object detection [17]–[20], etc. These mod-
els, for example Bayesian networks [21] and random fields
[22]–[25], characterize a structured output based on graph
representations to express a dependency structure between
random variables over a multidimensional space.

In particular, for 2D image analysis, random fields, such as
Markov random fields (MRFs) and conditional random fields
(CRFs) [26] are capable to model spatial and multiresolution
information, according to the underlying graph topology. For
these models, in general, the concept of spatial information
(which can be planar [13], multiresolution [24], [27], or possi-
bly both [17], [28]) is formulated in relation to a neighborhood
system of each node in the graph.

In this paper, we present a technique to automatically learn
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the unary and pairwise potentials of a CRF model through a
deep convolutional network. As the methodology is completely
based on DL architectures, it is non-parametric and capable
to directly learn the statistics of the stochastic model from the
input data. The family of CRF models that can be learned
through the proposed approach is broad and flexible, as it
includes all CRFs with up to pairwise potentials and a local
smoothing condition, without restricting to any parametric
family. In particular, the proposed architecture leverages the
definition of convolutional layers and their kernels to formalize
the relation between a deep convolutional network and a CRF
with pairwise potentials and a smoothing term. This relation is
analytically proven in terms of an equivalence theorem under
suitable assumptions.

The model also explicitly takes into account multiresolution
information, through the manipulation of the features extracted
by the neural network at different resolutions in a sort of
global-to-local information pyramid managing both coarse
semantic knowledge and fine details [9], thus mining the
diverse semantics typical of VHR remote sensing images
[29]. The multiscale component of the model, introduced
with the addition of fully connected layers at different blocks
of a fully convolutional network, thus at different scales,
favors the interpretability of the hidden layers of the fully
convolutional network itself as posterior probabilities. The
goal of the automatically learned CRF is to address semantic
segmentation tasks on remote sensing images.

In this respect, the main novel contributions of this paper
are three: (i) the definition of an end-to-end fully neural
architecture to automatically learn up to the second order
potentials of a CRF model for semantic segmentation; (ii)
the development of a semantic segmentation algorithm for
remote sensing images, which integrates the automatically
learned CRF potentials with the multiscale – and possibly
complementary – information extracted by a deep convolu-
tional network; and (iii) the analytical proof of the equivalence
theorem relating the network output and the CRF.

The paper is organized in the following way: Section II
provides an overview of the state of the art with respect to
deep learning methods for the definition of PGMs, focusing in
particular on the models for semantic segmentation; Section III
presents the proposed methodology. The results of the experi-
mental validation conducted with the proposed framework and
the comparison with the results obtained by state-of-the-art
techniques are described and discussed in Section IV. Finally,
conclusions and perspectives of the proposed technique are
reported in Section V.

II. PREVIOUS WORK

Previous approaches to learn a PGM through a neural
architecture are reviewed in this section.

Many techniques combining these two different frame-
works, probabilistic graphical and deep learning models, have
been presented [30], [31] for various image processing tasks.
For example, some methods have been developed for image
denoising applications [32]. According to [32], CNNs can
be viewed as a generalization of MRFs in applications to
image restoration, where the objective is to reconstruct an

original image starting from a noisy measurement, typically
characterized by additive Gaussian noise with zero mean.

Methodologies were developed also in the framework of
multi-class classification. For example, in [33] a generic max-
imum likelihood estimation procedure is proposed for MRFs,
whose potential functions are modeled by neural networks, in
particular fully convolutional networks.

In [34], a deep architecture to label 3D shape parts by con-
sidering both spectral and geometric features via a framework
consisting of a CNN and a CRF was implemented. First, low-
level features are used to learn deep features using a CNN
model, and then formulate the deep CRF model to effectively
extract the semantic correlations between adjacent triangles on
the mesh. In this case, the unary energies are obtained from the
CNN and the pairwise term of the CRF are formulated based
on geodesic distances and angles between surface normal.
In this approach, the 2D CNN model is used to predict the
probability distribution of each face independently from its
neighbors, and the CRF inference using mean-field approxi-
mation makes a refinement by taking the output probabilities
of the CNN as the unary term [34].

Various techniques have been proposed for the joint training
of a CRF and a CNN, for example by embedding the CRF in
memory networks, such as recurrent neural networks (RNNs)
[30], [35], [36]. In [35], a multi-object tracking framework
aiming to model the assignment costs as unary potentials
and the long-term dependencies among detection results as
pairwise potentials of a deep CRF is presented. The CRF
inference is defined as an RNN, and the unary and pairwise
components are pretrained separately.

Several models were also proposed in the framework of se-
mantic segmentation applications [37]. As it was demonstrated
in [38], the performances of semantic segmentation algorithms
can be improved by using the output of a fully convolutional
network as the unary potentials of a CRF model characterized
by Gaussian pairwise potentials [39]. In this method, however,
the CRF is still used as a post-processing technique, whose
parameters are selected with cross-validation [38].

Different approaches allowing to learn a CRF have been de-
veloped for semantic segmentation tasks, for instance through
a piecewise CNN-based training [40] or embedding the CRF in
RNNs [36]. In [40], two different networks performing multi-
scale feature fusion compute the unary and pairwise potentials
of the CRF, in a non-parametric fashion, to improve seg-
mentation results in applications with patch-patch and patch-
background information between image regions. Conversely,
the technique in [36] shows how mean-field inference of the
CRF in [39] can be modeled as an RNN and incorporated into
the neural network itself, enabling the joint end-to-end training
of both the CNN and CRF parameters by backpropagation.
As the mean-field inference is iterative, it can be unrolled
across its time-steps to form the RNN [41]. As compared
to the technique proposed in [36], which aims to compute
Gaussian CRF potentials up to the second order through a
CNN and an RNN approximating the mean-field inference of a
fully connected CRF, the present paper introduces a method to
compute general non-parametric unary and pairwise potentials.
In particular, the proposed method leverages on the definition
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of the last convolutional layer of a convolutional network and
on the impulse response of its kernel. The pairwise potentials
are fully non-parametric and include a spatially smoothing
term, which favors well-defined properties of the local spatial
context in remote sensing images.

Other techniques propose the development of deep con-
tinuous or discrete PGMs after passing through a previous
over-segmentation, e.g., via superpixels [42]–[44]. In [42],
a fully connected CRF is modeled through CNNs for both
continuous and discrete tasks. After an over-segmentation of
the original input images in superpixels, these are used as input
of two networks: a unary and a pairwise network, to perform
the final prediction. A continuous CRF based on superpixel
decomposition was proposed in [43] for saliency detection,
where parameters for both unary and pairwise potentials are
jointly learned. An input image is first over-segmented into
superpixels and a graph is built to capture intrinsic image
context. The continuous CRF is defined over this graph.
Another method making use of a superpixel decomposition for
the semantic segmentation of hyperspectral images considering
both spectral and spatial information through CNNs and CRFs
is presented in [44]. A mean-field approximation algorithm for
CRF inference is used and formulated with Gaussian pairwise
potentials as RNNs. This combined network is then plugged
into the CNN.

The semantic segmentation of hyperspectral images through
spectral and spatial information via a framework consisting
of CNN and CRF is addressed in [45], as well. The deep
CRF is formulated with two 3D CNNs computing unary and
pairwise potential functions to effectively extract the semantic
correlations between patches consisting of 3D data cubes.

III. METHODOLOGY
A. Overview of the proposed method

As mentioned in Section I, the idea of the proposed tech-
nique is twofold. First, it is to benefit from the flexibility
of deep neural architectures to automatically learn the po-
tentials of a CRF in a non-parametric fashion. The focus
is on categorical-valued CRF models for semantic segmen-
tation with up to pairwise non-zero potentials. Therefore, the
proposed method is aimed at learning the first (unary) and
second order (pairwise) potentials. Second, the architecture is
integrated with multiscale information extraction to address
semantic segmentation.

In particular, the overall diagram of the proposed method is
shown in Fig. 1. The neural network employed is based on the
family of the fully convolutional networks, thus intrinsically
dealing with multiscale information. In the proposed approach,
the architecture of a standard fully convolutional network
(represented in block A of Fig. 1) is integrated with additional
layers whose goal is to explicitly address the multiscale
information, enforcing the interpretability of the network, and
to automatically compute the first and second order statistics
of a PGM. It is important to mention that the fully connected
layers (represented in the block B of Fig. 1) are employed to
process multiscale information through the computation of the
multiscale loss terms during the training phase, but they are
inactive during the prediction phase. The classification map

is obtained in a fully convolutional manner. In the following,
the proposed approach will be denoted as CRFNet. After a
brief recall of the basics of CRF models in Section III-B, the
detailed description of the proposed neural architecture and its
explanation as a CRF are reported in Sections III-C and III-D,
respectively.

B. CRF models for semantic segmentation

In the framework of semantic segmentation, CRFs represent
a family of PGMs capable to characterize both the spatial
dependencies between neighboring pixels and the pixelwise
class distributions [46]. Let us consider an image, defined
on a rectangular pixel lattice S Ă Z2, and let us assume
that each pixel belongs to one out of M classes. Let Ω “

tω1, ω2, . . . , ωMu be the set of classes, and let xi P Rd and
yi P Ω be the d-dimensional feature vector and the class label
of pixel i P S, respectively. Considering X “ txiuiPS and
Y “ tyiuiPS as the random fields of the observations and of
the class labels, respectively, the random field Y is a CRF if
the following conditional Markovianity property holds:

P pyi|yj , j ‰ i,X q “ P pyi|yj , j P Bi,X q, (1)

where Bi represents a neighborhood of pixel i; and if P pY|X q,
the global posterior distribution, is strictly positive [23]. The
energy function of a CRF, UpY|X q, is defined according to the
corresponding neighborhood system. For models considering
up to the second order potentials—hence, models considering
at most interactions between pairs of pixels—it can be written
as:

UpY|X q “
ÿ

iPS

Dipyi|X q `
ÿ

jPBi
iPS

Vijpyi, yj |X q, (2)

where Dipyi|X q is the unary potential associated with the
statistics of the label yi of each pixel i, given the random field
of the observations, and Vijpyi, yj |X q is the pairwise potential
that defines the spatial relations among neighboring pixels i
and j (i.e., i P S, j P Bi, with Bi Ă S).

We also recall that, thanks to the Hammersley Clifford
theorem, the energy function of a CRF model is related to
the global posterior distribution by P pY|X q9 exp r´UpY|X qs

[26], [47]. Similarly, the local posterior distribution on pixel
i P S, conditioned on the labels of the neighboring pixels, can
be written as (k “ 1, 2, . . . ,M ):

P pyi “ ωk|yBi,X q9 exp r´Uipωk|yBi,X qs, (3)

where:

Uipωk|yBi,X q “ Dipωk|X q `
ÿ

jPBi

Vijpωk, yj |X q (4)

and where yBi is the vector collecting the labels yj of all pixels
j that neighbor i pj P Biq.

In particular, in this paper, the focus is on the subfamily of
CRFs where the pairwise potential is characterized by:

Vijpyi, yj |X q “ Eijpyi, yj |X qδpyi, yjq, (5)
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Fig. 1. Overall architecture of the proposed CRFNet approach. The arrows in dark green represent the connections between consecutive layers. The arrows
in violet represent the links with the fully connected layers and the corresponding loss functions. The arrows in red represent the skip connections.

i.e., it combines multiplicatively a Kronecker impulse term
δpyi, yjq and a further generic function Eijpyi, yj |X q. Indeed,
the Kronecker delta is a desired term in order to favor that
homogeneous regions are labeled consistently, in comparison
to the surrounding regions. This desired behavior is the reason
why, although a generic CRF with up to second-order poten-
tials may not necessarily include this Kronecker dependence
in its own pairwise terms, in the proposed approach we
focus on CRF models whose energies belong to the family
in (5). In this respect, the term Eijpyi, yj |X q is aimed at
capturing other, possibly arbitrary, spatial-contextual behaviors
(e.g., contrast-sensitive or edge-preserving), in addition to
the smoothness characterized by δpyi, yjq. Accordingly, (5)
represents a flexible and rather general model for a family of
pairwise potentials for the semantic segmentation of remote
sensing images.

C. The proposed CRFNet model
The architecture employed to learn the unary and binary

potentials of the aforementioned CRF is based on a fully
convolutional network. These networks can take input images
of arbitrary size and generate output results with the same size
[9], thanks to the adoption of an encoder-decoder architecture.
They are characterized by several multiscale processing stages
(e.g., convolutional and pooling layers), thus allowing the
manipulation of multiscale information.

For semantic segmentation purposes, in order to exploit
this information, available in the activations of the feature
maps of the hidden layers of the network, the backbone
of a simple fully convolutional network, such as the U-Net

[48], is modified in the proposed CRFNet with the addition
of fully connected networks. These networks are inserted
at each convolutional block in the decoder of the original
fully convolutional architecture, and linked to the encoder by
skip connections, in order to fuse coarse, semantic, and local
information [9] and to favor the modeling of long-range spatial
dependences. Each fully connected network (see Fig. 1, block
B) is built as a CNN with a single convolutional layer with
kernels of size 1 ˆ 1 and a softmax non-linear activation.

A convolutional layer with a softmax activation is also
added at the end of the original fully convolutional network
(see Fig. 1, block A). The rationale of this further layer is
twofold. First, from a semantic segmentation perspective, it
allows integrating further spatial information. Then, as detailed
later, the introduction of this layer contributes to relating the
network output to a CRF model, and vice versa, to learn the
CRF model (specifically, its pairwise potential) through the
network. Indeed, we shall discuss later that the size of the
kernel of this additional layer (see Fig. 1, block A) defines
the number of neighboring pixels that influence the prediction
on each pixel i [41], [47]. For example, a 3ˆ 3 kernel relates
to a first or a second order neighborhood system (in the first
case, some of its weights need to be set to zero, in order
to take into account only the four adjacent pixels to pixel i,
see Fig. 2) [23], [47]. This influences the span of the spatial-
contextual information modeled by the pairwise term learned
automatically by the proposed approach. The last layer of the
U-Net is an image composed of M channels, each representing
a feature map associated with one of the M classes. Then, the
additional layer includes M filters, each acting on one of these
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M channels.
As usual in the case of CNNs, rectangular image patches,

composed of aˆb pixels and drawn from the input image data,
are fed as input to the network. We denote as X P Raˆbˆd the
tensor collecting the feature vectors xi of all pixels i belonging
to a generic patch. As usual, the entries in X are modeled as
random variables. We also collect all the parameters of the
network in a vector θ.

Let Sl Ă Z2 be the pixel grid at resolution l “ 1, 2, . . . , L
in the network, where l “ L corresponds to the pixel lattice
of the input image data (i.e., SL “ S) and S1 is the coarsest-
resolution grid in the network. Given a pixel s P Sl in
the grid at resolution l (l “ 1, 2, . . . , L ´ 1), let zs be the
vector containing the activations obtained on this pixel in the
fully connected layer at resolution l when the patch X is
fed as input to the network. Since the proposed approach is
supervised, the ground truth (which is defined on the original
pixel lattice S) is downsampled on each grid Sl. Let us define
tsk as the one-hot encoding of the ground-truth labels on pixel
s P Sl [41], hence tsk “ 1 if and only if s belongs to class
ωk in the training set, otherwise tsk “ 0 (k “ 1, 2, . . . ,M ).

The fully connected layer at each scale l (l “ 1, 2, . . . , L´

1) is pushed to align with the ground truth through a cross-
entropy loss function. Specifically, the kth output on pixel s P

Sl is obtained through a softmax (k “ 1, 2 . . . ,M ) [41]:

P̂sk “
exp pzskq

řM
m“1 exp pzsmq

. (6)

In the proposed CRFNet approach, this output is aimed at
estimating the probability that the pixel s P Sl belongs to
class ωk, conditioned on the activations zs obtained on that
fully connected layer when X is fed to the network (k “

1, 2, . . . ,M ).
For this purpose, the loss function of the proposed method

includes a linear combination of pL ´ 1q weighted cross-
entropy losses, associated with the pL ´ 1q fully connected
neural networks that have been introduced at the pL ´ 1q

different scales in the decoder of CRFNet:

Lunarypθq “
1

L ´ 1

L´1
ÿ

l“1

Llpθq, (7)

where:

Llpθq “ EX

#

´

M
ÿ

k“1

P̂max

P̂k

ÿ

sPSl

tsk ln P̂sk

+

. (8)

Here, P̂k is the prior probability of ωk, estimated as its relative
frequency in the training set (k “ 1, 2, . . . ,M ), and P̂max “

maxk P̂k. Indeed, a weighting factor is introduced in (8) in the
cross-entropy losses at each scale. It is inversely proportional
to the number of training samples of each class, in order to
take into account the presence of imbalanced training data – a
commonly encountered situation in the semantic segmentation
of remote sensing images. In (7) and (8), the dependence of
the loss on the network parameters θ and the fact that the
expectation operator is taken with respect to the distribution
of the input patch X are emphasized explicitly.

It is worth noting that the additional fully connected layers,

(a)

(b)

(c)

(d)

(e)
Fig. 2. Example of integration of spatial information: (a) first order and (b)
second order neighborhoods; (c) image (grey) convolved by a kernel (green);
3 ˆ 3 kernel encoding (d) first order and (e) second order neighborhoods.

whose goal is to analyze information at different scales and
guarantee high accuracy at the multiscale level, favor the
interpretability of CRFNet in the hidden layers in terms of
classwise posterior probabilities.

This loss function Lunary in (7) is integrated with an ex-
plicitly pairwise term, deriving from the cross-entropy loss
function over the pixelwise softmax of the aforementioned
additional convolutional layer. Specifically, this layer includes
M convolutional filters, which operate on the original pixel
lattice S (i.e., at the original resolution) and share the same
spatial support. The input feature map and the output of each
filter are scalar-valued. Let fk be the input feature map of the
kth filter, when the patch X is fed to CRFNet, and let hk be
its impulse response (or kernel; k “ 1, 2, . . . ,M ). Given the
convolution hk ˚ fk, the pairwise loss function is defined as:

Lpairwpθq “ EX

#

´

M
ÿ

k“1

P̂max

P̂k

ÿ

iPS

tik ln P̂ik

+

, (9)

where the output estimated probabilities P̂ik (k “ 1, 2, . . . ,M )
on pixel i P S are obtained through a pixelwise softmax:

P̂ik “
exp rphk ˚ fkqis

řM
m“1 exp rphm ˚ fmqis

, (10)

and where tik indicates the one-hot encoding of the training
set on the original pixel lattice S [41]. The same comments
we have made in the case of (8) about the weights to mitigate
class imbalance, about the dependence on θ, and about the
expectation over the distribution of X hold with regard to (9)
as well.

The total loss function is defined as the sum of the two
aforementioned terms:

Lpθq “ Lunarypθq ` Lpairwpθq. (11)

As usual, within the training of the network, the expectations
in (8) and (9) are estimated as sample means [41].

D. Interpretation as a CRF
The proposed formulation of a fully convolutional network-

based framework automatically learning the first and second
order potentials of a CRF leverages the definition of the last
convolutional layer of CRFNet. According to the training of
the network, the output of this layer, followed by a softmax,
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provides an estimate P̂ik of the posterior probability that pixel
i P S belongs to class ωk (k “ 1, 2, . . . ,M ), conditioned
on the input observations. In the following, we shall use the
explicit notation P̂ikpX q to acknowledge the dependence on
the random field X of the observations, which is the input of
CRFNet.

Specifically, the estimated probabilities are obtained by
a softmax operating on the output of the aforementioned
convolutional layer, i.e. (i P S; k “ 1, 2, . . . ,M ):

P̂ikpX q9 exp

«

ÿ

jP∆`i

hi´jpωkqfjpωk|X q

ff

, (12)

where ∆ Ă Z2 is the common support of all the M con-
volutional filters, ∆ ` i “ tj ` i P S : j P ∆u indicates
its translation centered on pixel i, hjpωkq is the value of the
impulse response hk on pixel j P ∆, and fipωk|X q is the value
of the feature map fk on pixel i. Here, the explicit notations
hjpωkq and fipωk|X q are used to emphasize the dependence
on the class ωk and on the pixel location i.

We assume that the support ∆ of the considered convo-
lutional filters is symmetric with respect to the origin of the
two-dimensional pixel lattice (i.e., i “ pm,nq P ∆ also implies
p´m,´nq P ∆). This is a commonly satisfied assumption
for two-dimensional convolutional filters with finite impulse-
responses (e.g., supported on a 3 ˆ 3 window) [41]. This
symmetry property is desired to align with the properties of
CRF neighborhoods.

Eq. (12) can be equivalently rewritten:

ln P̂ikpX q “ h0pωkqfipωk|X q` (13)

`
ÿ

jP∆`i
j‰i

hi´jpωkqfjpωk|X q ` ϕipX q,

where ϕipX q is an additive term that does not depend on ωk

(k “ 1, 2, . . . ,M ; i P S) and thus does not affect the resulting
decision. Up to this additive contribution, the last line of (13)
is the sum of two terms. The first one is related to the value
of the kth feature maps in the location i P S and only depends
on the central value of the kernel h0. The second term relates
two distinct pixels i and j located within the span of the
kernel employed. In the proposed approach, we exploit this
interpretation to introduce a CRF model whose potentials are
learnt by the modeling capabilities of a deep learning approach
directly applied to the input data. Specifically, we relate the
first and second contributions in (13) to a unary and a pairwise
potentials, respectively.

Let us introduce a neighborhood system tBiuiPS on the pixel
lattice S by defining the neighborhood of pixel i P S as:

Bi “ p∆ ` iq z tiu “ tj P S : j ´ i P ∆, j ‰ iu. (14)

This definition is well-posed, because it satisfies the properties
that characterize a neighborhood system associated with a CRF
model, i.e., (a) i R Bi and (b) i P Bj if and only if j P

Bi [49] The latter derives from the aforementioned symmetry
assumption on the support ∆.

Then, we define a CRF model whose potentials are ex-

pressed as (i, j P S; j P Bi; k,m “ 1, 2, . . . ,M ):

Dipωk|X q “ ´h0pωkqfipωk|X q (15)
Vijpωk, ωm|X q “ ´hi´jpωkqfjpωk|X qδpωk, ωmq. (16)

Equivalently, taking into account the properties of the Kro-
necker impulse, the energy function is:

UpY|X q “
ÿ

iPS

„

´h0pyiqfipyi|X q`

´
ÿ

jPBi

hi´jpyjqfjpyj |X qδpyi, yjq

ȷ

. (17)

The relation between this CRF model and the network archi-
tecture is twofold. First, the CRF potentials are explicitly de-
fined according to the feature map fk and to the convolutional
kernels hk (k “ 1, 2, . . . ,M ), which are automatically learnt
through the training of the network. Second, the following
theorem holds.

Theorem 1: The pixelwise probability distribution (12), pre-
dicted on the output of CRFNet, is equal to the local posterior
distribution of the CRF model defined by (15)-(17), in the
particular case of neighboring pixels sharing the same label:
for each pixel i P S and each class ωk (k “ 1, 2, . . . ,M ), if
yj “ ωk for all j P Bi, then

P̂ikpX q “ P pcrfqpyi “ ωk|yBi,X q. (18)

The proof is reported in the Appendix. In (18), the super-
script “pcrfq” emphasizes that the distribution on the right-
hand side is modeled by the CRF established by (15)-(17).
The theorem implies that the connection between the network
architecture and the energy function of the CRF model is not
only formal but also rooted in their probabilistic interpretation.
This connection is especially relevant since the case of homo-
geneous neighborhoods sharing the same semantic class label
usually covers the majority of the pixels in a natural image.

We also note that, within the family of CRF models in (5),
the network output – and in particular, the feature maps fk and
the kernels hk – fully determine the unary and pairwise poten-
tials of the CRF. In this respect, the proposed approach learns a
CRF model in a non-parametric manner through a deep fully
convolutional network, while taking into account a prior on
the desired spatial-contextual regularization, encoded by the
presence of the Kronecker impulse term [23], [50]. Indeed, this
term favors well-defined properties of the local spatial context
in remote sensing images – and in natural images at large
–, i.e., the fact that neighboring pixels within homogeneous
image segments are often characterized by similar intensities
and are likely to belong to the same semantic class [49].

It is also worth noting that the CRF model learned through
the proposed approach is generally non-homogeneous [23],
since its potentials in (15) explicitly depend on the pixel
locations i and j. This is a desirable property because it makes
it possible for the resulting 2D probabilistic graphical model to
capture the generally non-stationary (or piecewise stationary)
behavior that is usually observed in natural image data.
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Fig. 3. Ground truths: (a) full, (b) sparse with 30% of the annotated labels,
and (c) sparse with 10% of the annotated labels. Color legend for the classes:
buildings (blue), impervious (white), low vegetation (cyan), trees (green), cars
(yellow), clutter (red). Black in (b) and (c) indicates unlabelled pixels, i.e.,
pixels removed from the ground truth.

IV. EXPERIMENTAL RESULTS

The experimental validation was conducted with the two
ISPRS 2D Semantic Labeling Challenge datasets1, collected
by the German Society for Photogrammetry, Remote Sensing,
and Geoinformation (DGPF) over the cities of Vaihingen and
Potsdam, in Germany; and with the 2015 IEEE GRSS Data
Fusion Contest (DFC) Zeebruges dataset2 [51], [52]. These
datasets consist of very high-resolution aerial images.

A. Datasets
The two ISPRS datasets are characterized by the same

class encoding, which includes six different semantic classes:
impervious surfaces, buildings, low vegetation, trees, cars, and
clutter. The Zeebruges dataset presents the same classes and
two additional ones: water and boats. Clutter is highly mixed,
as it comprises all the surface covers that are not attributed to
the other five classes, and accounts for only a small percentage
of pixels. Particularly, for the Vaihingen dataset this class
appears only in a few of the training tiles, hence it was
discarded from the experimental validation on this dataset.
Concerning the Potsdam dataset, following the work done
previously by other authors in [53]–[55], the results for the
clutter class, which is of relatively limited interest according
to the aforementioned comments, were excluded from the
average accuracy metrics. The classwise accuracies for this
class are nevertheless reported in Table II.

The ISPRS datasets contain three-channel images – near
infrared (NIR), red, and green – and are made of multiple tiles.
In the case of Vaihingen, the spatial resolution is 9 cm and
the average size of each tile is 2000ˆ2000 pixels. In the case
of Potsdam, the spatial resolution is 5 cm and the average tile
size is 6000 ˆ 6000 pixels. For the ISPRS Vaihingen dataset,
twelve tiles were chosen for training (tiles 1, 3, 7, 11, 13, 17,

1https://www2.isprs.org/commissions/comm2/wg4/benchmark/semantic-
labeling/

2http://dase.grss-ieee.org/

23, 26, 28, 32, 34, and 37) and four for testing (tiles 5, 15, 21,
and 30), while for the ISPRS Potsdam dataset, the training set
consisted of ten tiles (3 11, 4 11, 5 10, 6 7, 6 8, 6 9, 7 7,
7 8, 7 9, 7 10) and the test set of five tiles (3 12, 4 10, 4 12,
5 11, 6 12).

In the case of the Zeebruges dataset, each tile contains an
RGB image, with a spatial resolution of 5 cm and a size of
10000 ˆ 10000 pixels, and a digital surface model (DSM)
with a spatial resolution of 10 cm. In order to work with all
the information available, the RGB tiles were downsampled
at 10 cm of spatial resolution. Five tiles are endowed with
public ground truth. These five tiles were used for experiments,
applying the aforementioned downsampling of the RGB im-
ages. Three tiles were used for training (tiles 315130 56865,
315130 56870, and 315140 56865) and two were employed
for testing (tiles 315135 56870 and 315150 56865).

B. Experimental Setup
1) Setup and training of CRFNet: The experiments were

run on an Alienware Aurora R11 with a RAM of 16 GB
and a GPU NVIDIA GeForce RTX 2080 Ti. The network
was trained for 30 epochs with patches of size 256 ˆ 256
pixels, obtained through a sliding-window approach, a batch
size of 10, and pretrained on ImageNet3. The learning rate was
fixed to 0.01, with a decay rate of 0.0005, and the optimizer
employed was the Adam algorithm [56].

To implement the proposed CRFNet approach, three fully
connected neural networks were added to the three central
deconvolution blocks of the decoder, already linked with the
ones of the encoder through skip connections, to integrate
multiscale information available in the hidden layers of the
fully convolutional network at three different spatial resolu-
tions. These resolutions are twice, four times, and eight times
coarser than the spatial resolution of the input image and the
corresponding ground truth (i.e., if s is the pixel size in meters
in the lattice of the input image, then the pixel sizes in the
three coarser-resolution grids are 2s, 4s, and 8s). Therefore,
for this experimental validation, L, the number of multiscale
pixel lattices considered, is equal to 4. In general, L is a
hyperparameter of the proposed approach. Its value can be
chosen as a function of the spatial resolution of the input data
and of the multiscale processing operations executed by the
chosen fully convolutional network. In our experiments, L “ 4
allows to take advantage of the multiple spatial resolutions
modeled by the decoder of the network and simultaneously
maintain a high spatial resolution even at the coarsest scale
taken into account. This information is inserted in the overall
loss function of the neural model after a resampling of the
ground truth at the considered scales, as mentioned in Section
III-C.

The additional convolutional layer is responsible for the
learning of the potentials of the CRF and models the spatial-
contextual information. The neighborhood system on which
the CRF is defined and the relative spatial information ana-
lyzed depend on the characteristics of the kernel of this layer.
Indeed, as mentioned in Section III, the size of the kernel

3https://image-net.org/
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defines the neighborhood system and it is an hyperparameter of
the proposed method. In particular, two different kernels were
employed: (i) a 3ˆ3 kernel whose weights were learned during
the training of the network (i.e., ∆ “ tpm,nq P Z2 : |m| ď

1, |n| ď 1u), defining a second-order neighborhood system (an
eight-pixel neighborhood); and (ii) a 3ˆ3 kernel with the four
weights at the corners set to 0 and the remaining five learnt
during training (i.e., ∆ “ tpm,nq P Z2 : |m| ` |n| ď 1u),
defining a first-order neighborhood system (taking into account
only the four adjacent pixels). The latter is meant as a
symmetric approximation of a 2ˆ2 kernel, which was proven
to provide interesting results in the literature [57]. Some
additional experiments were conducted with larger kernel sizes
in order to assess the sensitivity of the method to additional
spatial information and the effects on its performances (see
Section IV-E).

As mentioned in the Section IV-A, the average accuracy
results reported in Tables I-VII for the Vaihingen and Pots-
dam, datasets were computed without considering the pixels
belonging to the class “clutter.”

2) Training sets used for experiments: Since all three
datasets are used for benchmark competitions, their ground-
truth information is an “ideal” one, where the true label is
known for all pixels in the training maps. This is generally
unfeasible in datasets related to real-world remote-sensing
applications, where the objective is to generate accurate clas-
sification maps using fewer training samples, often arranged
in homogeneous patches not including spatial class borders.
Hence, three training conditions were considered: (i) the full
dataset with exhaustive ground truths (shown in Fig. 3(a));
(ii) a dataset with scarce ground truths, obtained by removing
entire connected components from the original exhaustive
ground truth and then applying morphological erosion (as in
[17]), until only 30% of the labeled pixels were left (see Fig.
3(b)); and (iii) a further dataset with scarse ground truth,
obtained as in (ii) but leaving only 10% of the labels (see
Fig. 3(c)). The versions (ii) and (iii) are approximations of
the ground truths usually found in realistic remote-sensing
applications, usually involving maps with isolated patches of
labeled pixels associated with different classes.

The results presented in Sections IV-C-IV-D refer to the
experiments conducted with the three aforementioned training
conditions. These training datasets, differing for the amount of
input training samples, led to different results. For example,
and expectedly, the values of the averaged accuracy metrics
(overall accuracy, recall, precision, F1 score) tend to be
higher for both of the considered datasets when more training
ground-truth samples are available. In most of the cases, this
phenomenon is reflected also on the classwise accuracies.

3) Experimental comparisons: In the proposed approach,
a CRF model is automatically learned, and simultaneously,
the semantic segmentation of the input image is addressed by
exploiting multiscale information. Accordingly, experimental
comparisons have been performed from both viewpoints. First,
the results of the proposed approach were compared with
those obtained by the previous technique in [36], which, in
the framework of semantic segmentation, aims at defining a
CRF through a neural learning process. As recalled in Section

II, this method defines an end-to-end CRF-RNN formulation,
in which a mean-field approximate inference for a CRF with
Gaussian pairwise potentials is formulated as an RNN. In this
benchmark approach, the approximation developed in [39] for
a fully connected CRF is used for the initialization of the CRF
parameters. To ensure consistency with the results obtained by
the proposed CRFNet method, which was formulated in the
experiments using U-Net as a backbone, and to guarantee a
coherent experimental comparison, the selected backbone is a
U-Net [48] for CRF-RNN, as well.

Then, further comparisons were performed with state-of-
the-art techniques for semantic segmentation tasks based on
multiscale information, such as HRNet [58], a network con-
sisting of multiresolution subnetworks connected in parallel,
and a multiscale feature fusion (MFF) method, namely the
light-weight attention network (LWN-Attention) in [59]. The
latter approach is capable of exploiting multiscale information
through the concatenation of feature maps associated with
different scales [59]. These methods were considered as recent
benchmarks taking into account multiscale information in fully
convolutional network-based approaches to semantic segmen-
tation. A comparison with the results of the U-Net backbone
per se [48] was also conducted, to verify the benefit deriv-
ing from the additional layers which characterize CRFNet.
Finally, an additional comparison with a recent state-of-the-
art technique for the semantic segmentation based on vision-
transformers [60] was included for the Vaihingen dataset. Even
though the rationale of transformers is quite far from the
one of CRFNet and the other benchmark methods, this last
comparison has been added to show the performance of the
proposed model as compared to a very recent and popular
technique.

An ablation study to evaluate the effectiveness of CRFNet
and its layers is also reported in Section IV-E.

The training and inference times, in the case of full and
scarce ground truths, of the proposed method and the com-
parison techniques are presented in Table IV, together with
the GFLOPs – meant as giga floating point operations – of
the different architectures. The times are reported for the
Zeebruges dataset. Those for the other two datasets, omitted
for brevity, are similar, as the training conditions are the
same. As indicated by Table IV, the proposed method has
a comparable computational burden with U-Net.

The McNemar’s test was employed to validate whether
the difference in accuracy between the proposed method and
the techniques considered for comparison was statistically
significant. The test computes the following asymptotically
normal statistics:

Z “
f12 ´ f21

?
f12 ` f21

(19)

with f12 the number of test samples misclassified by the
proposed method and not by the comparison method, and
f21 its opposite [61]–[63]. Using the common 5% level of
significance, the difference in results is statistically significant
if |Z| ą 1.96: in particular, a negative value of Z indicates
that the proposed method is more accurate than the other used
for comparison [62], [63]. The results of the test are reported
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TABLE I
TEST-SET ACCURACIES ON THE VAIHINGEN DATASET. RECALL, PRECISION, AND F1 SCORE ARE AVERAGED OVER THE CLASSES. THE CLASSWISE

ACCURACIES IN THE TABLE ARE THE CORRESPONDING INDIVIDUAL RECALLS.

Architecture buildings impervious vegetation trees cars overall acc. recall precision F1 score

Fu
ll

da
ta

se
t

U-Net [48] 0.97 0.84 0.82 0.89 0.95 0.88 0.89 0.89 0.89
HRNet [58] 0.89 0.89 0.50 0.89 0.84 0.79 0.80 0.81 0.80
MFF [59] 0.98 0.84 0.76 0.85 0.81 0.85 0.85 0.87 0.86

CRF-RNN [36] 0.97 0.84 0.81 0.88 0.93 0.87 0.89 0.89 0.89
DC-Swin [60] 0.98 0.85 0.84 0.89 0.96 0.90 0.90 0.90 0.90

Proposed, (conv. 3 ˆ 3, 4 connected) 0.97 0.84 0.83 0.88 0.96 0.88 0.90 0.90 0.90
Proposed, (conv. 3 ˆ 3, 8 connected) 0.96 0.83 0.81 0.90 0.95 0.88 0.89 0.90 0.89

30
%

la
be

ls

U-Net [48] 0.87 0.93 0.64 0.87 0.76 0.82 0.81 0.84 0.82
HRNet [58] 0.84 0.75 0.82 0.69 0.49 0.77 0.72 0.79 0.75
MFF [59] 0.95 0.82 0.65 0.85 0.60 0.81 0.78 0.83 0.80

CRF-RNN [36] 0.86 0.92 0.63 0.87 0.70 0.81 0.80 0.84 0.82
DC-Swin [60] 0.80 0.91 0.50 0.88 0.86 0.77 0.79 0.75 0.77

Proposed, (conv. 3 ˆ 3, 4 connected) 0.93 0.82 0.79 0.87 0.93 0.85 0.87 0.86 0.86
Proposed, (conv. 3 ˆ 3, 8 connected) 0.94 0.80 0.78 0.88 0.94 0.85 0.87 0.85 0.86

10
%

la
be

ls

U-Net [48] 0.91 0.86 0.46 0.88 0.89 0.78 0.80 0.74 0.77
HRNet [58] 0.82 0.92 0.18 0.97 0.80 0.72 0.74 0.74 0.74
MFF [59] 0.88 0.88 0.44 0.90 0.56 0.77 0.73 0.74 0.73

CRF-RNN [36] 0.91 0.69 0.76 0.76 0.66 0.78 0.80 0.76 0.78
DC-Swin [60] 0.81 0.90 0.50 0.88 0.84 0.77 0.79 0.76 0.77

Proposed, (conv. 3 ˆ 3, 4 connected) 0.95 0.83 0.57 0.89 0.90 0.81 0.83 0.80 0.81
Proposed, (conv. 3 ˆ 3, 8 connected) 0.94 0.87 0.58 0.90 0.91 0.81 0.84 0.82 0.83

TABLE II
TEST-SET ACCURACIES ON THE POTSDAM DATASET. RECALL, PRECISION, AND F1 SCORE ARE AVERAGED OVER THE CLASSES. THE CLASSWISE

ACCURACIES IN THE TABLE ARE THE CORRESPONDING INDIVIDUAL RECALLS.

Architecture buildings impervious vegetation trees cars clutter overall acc. recall precision F1 score

Fu
ll

da
ta

se
t U-Net [48] 0.93 0.92 0.88 0.87 0.86 0.45 0.87 0.91 0.92 0.91

HRNet [58] 0.89 0.95 0.87 0.85 0.91 0.43 0.86 0.89 0.90 0.89
MFF [59] 0.96 0.87 0.78 0.85 0.82 0.44 0.83 0.86 0.89 0.87

CRF-RNN [36] 0.96 0.87 0.84 0.91 0.91 0.44 0.86 0.89 0.91 0.90
Proposed, (conv. 3 ˆ 3, 4 connected) 0.96 0.88 0.83 0.92 0.92 0.44 0.87 0.91 0.92 0.91
Proposed, (conv. 3 ˆ 3, 8 connected) 0.96 0.89 0.84 0.91 0.92 0.51 0.88 0.91 0.92 0.91

30
%

la
be

ls

U-Net [48] 0.94 0.88 0.71 0.90 0.92 0.19 0.81 0.88 0.87 0.87
HRNet [58] 0.76 0.92 0.48 0.89 0.88 0.08 0.70 0.79 0.79 0.79
MFF [59] 0.92 0.86 0.69 0.85 0.80 0.25 0.79 0.83 0.94 0.83

CRF-RNN [36] 0.94 0.83 0.66 0.84 0.94 0.20 0.79 0.85 0.83 0.84
Proposed, (conv. 3 ˆ 3, 4 connected) 0.93 0.87 0.69 0.93 0.93 0.30 0.81 0.87 0.87 0.87
Proposed, (conv. 3 ˆ 3, 8 connected) 0.94 0.87 0.73 0.90 0.92 0.28 0.82 0.88 0.88 0.88

10
%

la
be

ls

U-Net [48] 0.93 0.82 0.66 0.83 0.94 0.21 0.77 0.85 0.82 0.83
HRNet [58] 0.85 0.71 0.75 0.65 0.86 0.02 0.71 0.76 0.76 0.76
MFF [59] 0.91 0.78 0.54 0.85 0.79 0.29 0.73 0.78 0.79 0.78

CRF-RNN [36] 0.91 0.86 0.46 0.89 0.85 0.21 0.78 0.85 0.82 0.83
Proposed, (conv. 3 ˆ 3, 4 connected) 0.94 0.80 0.73 0.85 0.96 0.25 0.80 0.86 0.84 0.85
Proposed, (conv. 3 ˆ 3, 8 connected) 0.92 0.82 0.68 0.86 0.95 0.33 0.79 0.85 0.83 0.84

in Section IV-E.

C. Results and Comparisons about CRF Model Learning

The discussion in this section refers to the experimental
comparison carried out between the results of the proposed
technique, CRFNet, and of the previously mentioned CRF-
RNN in [36]. Since both aim at learning CRF models for a
semantic segmentation task, their comparison is addressed in
terms of their classification accuracies on this task.

The quantitative results for the Vaihingen, Potsdam, and
Zeebruges datasets are reported in Tables I-III, respectively, in
terms of classwise accuracies and averaged metrics. The two
methods were compared in the case of the two scarce ground-
truth configurations, to assess the spatial modeling capabilities
of the CRF model.

1) ISPRS Vaihingen dataset: Concerning the results on
the Vaihingen dataset, the proposed method attains the best
performances in terms of all the averaged accuracy metrics.
This trend is generally confirmed by the classwise accura-
cies, with the exception of “impervious surfaces” and “low
vegetation,” in the case of 30% and 10% of ground-truth
labels, respectively, where the comparison technique in [36]
has better performances. CRF-RNN also provides accurate
results. CRFNet reaches the second highest values in terms
of the F1 score in the case of 30% of ground-truth labels and
in terms of overall accuracy in the case of 10% of ground-
truth labels. In the other cases, it reaches at least the third
highest value amongst all considered approaches. These results
confirm the potential of the integration between CRF and
deep learning concepts and the opportunity to exploit the
latter to learn the spatial modeling structure of the former.
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TABLE III
TEST-SET ACCURACIES ON THE ZEEBRUGES DATASET. RECALL, PRECISION, AND F1 SCORE ARE AVERAGED OVER THE CLASSES. THE CLASSWISE

ACCURACIES IN THE TABLE ARE THE CORRESPONDING INDIVIDUAL RECALLS.

Architecture buildings impervious vegetation trees cars clutter water boats overall acc. recall precision F1 score

Fu
ll

da
ta

se
t U-Net [48] 0.80 0.90 0.96 0.62 0.99 0.41 0.92 0.33 0.95 0.74 0.74 0.74

HRNet [58] 0.82 0.92 0.69 0.83 0.92 0.34 0.93 0.41 0.92 0.73 0.73 0.73
MFF [59] 0.66 0.97 0.99 0.38 0.67 0.57 0.90 0.39 0.96 0.68 0.76 0.72

CRF-RNN [36] 0.80 0.89 0.97 0.62 0.98 0.34 0.92 0.32 0.95 0.73 0.73 0.73
Proposed, (conv. 3 ˆ 3, 4 connected) 0.82 0.89 0.97 0.72 0.99 0.44 0.92 0.27 0.96 0.76 0.75 0.76
Proposed, (conv. 3 ˆ 3, 8 connected) 0.77 0.98 0.96 0.62 1.0 0.39 0.92 0.17 0.97 0.74 0.79 0.77

30
%

la
be

ls

U-Net [48] 0.69 0.98 0.98 0.33 0.86 0.70 0.85 0.21 0.95 0.71 0.73 0.72
HRNet [58] 0.49 0.97 0.73 0.56 0.45 0.34 0.88 0.02 0.92 0.61 0.69 0.65
MFF [59] 0.49 0.98 0.98 0.32 0.76 0.69 0.74 0.31 0.95 0.59 0.79 0.68

CRF-RNN [36] 0.69 0.97 0.98 0.32 0.75 0.68 0.74 0.20 0.94 0.68 0.70 0.69
Proposed, (conv. 3 ˆ 3, 4 connected) 0.71 0.98 0.92 0.40 0.99 0.49 0.91 0.28 0.95 0.72 0.76 0.74
Proposed, (conv. 3 ˆ 3, 8 connected) 0.68 0.98 0.95 0.45 0.93 0.73 0.92 0.23 0.96 0.74 0.82 0.78

10
%

la
be

ls

U-Net [48] 0.81 0.45 0.80 0.30 0.84 0.69 0.88 0.49 0.86 0.68 0.49 0.57
HRNet [58] 0.90 0.29 0.99 0.07 0.67 0.53 0.90 0.45 0.86 0.62 0.49 0.55
MFF [59] 0.84 0.41 0.94 0.12 0.63 0.65 0.73 0.52 0.86 0.60 0.47 0.53

CRF-RNN [36] 0.81 0.43 0.78 0.32 0.78 0.69 0.88 0.49 0.85 0.67 0.49 0.57
Proposed, (conv. 3 ˆ 3, 4 connected) 0.92 0.32 0.98 0.12 0.94 0.59 0.92 0.61 0.88 0.68 0.56 0.62
Proposed, (conv. 3 ˆ 3, 8 connected) 0.86 0.54 0.99 0.10 0.96 0.62 0.90 0.49 0.90 0.68 0.54 0.60

TABLE IV
TRAINING TIMES, TESTING TIMES, AND GFLOPS OF THE PROPOSED METHOD AND THE COMPARISON TECHNIQUES IN THE CASE OF FULL AND SCARCE

GROUND TRUTH.

U-Net [48] HRNet [58] MFF [59] CRF-RNN [36] Proposed, 4 connected Proposed, 8 connected
Training time (full GT) [s] 10590 9792 5966 17747 12975 13494

Training time (scarce GT) [s] 9272 9423 5786 16144 11247 11834
Inference time [s] 482 417 218 609 451 490

GFLOPs 61.52 51.24 18.31 74.4 61.56 61.58

TABLE V
Z STATISTICS OF THE MCNEMAR TEST TO VALIDATE WHETHER THE DIFFERENCES IN ACCURACY ARE STATISTICALLY SIGNIFICANT: FOR EACH DATASET,

THE VALUE OF Z CORRESPONDS TO THE RESULT OF THE COMPARISON BETWEEN THE PROPOSED METHOD AND EACH BENCHMARK TECHNIQUE.

U-Net [48] HRNet [58] MFF [59] CRF-RNN [36] DC-Swin [60] Proposed, 4 connected Proposed, 8 connected
Vaihingen (scarce) -52.52 -204.36 -108.08 -65.09 -185.97 – –
Potsdam (scarce) -16.99 -315.43 -120.93 -34.20 – – –

Zeebruges (scarce) -31.89 -261.78 -58.60 -64.25 – – –

Indeed, the classification results show the effectiveness of both
approaches, and suggest that, at least on the considered dataset,
the proposed method allowed higher accuracies to be obtained.

The classification maps obtained with the Vaihingen dataset
are presented in Fig. 4, where the contours of the homogeneous
regions of the ground truth are superimposed to both the
ground truth and the classification maps produced by the
various methods, to make the comparison easier. We focus
here on two test tiles, however, the behavior on the other test
tiles is similar. As expected, the less scarce the input ground
truth, the smoother are the classification maps. Nonetheless,
the maps deriving from CRFNet and from CRF-RNN, i.e.,
from two techniques modeling the spatial information through
CRFs (see Fig. 4(c), (f)), exhibit more homogeneous zones and
sharper edges than the other semantic segmentation approaches
used for comparison (U-Net, HRNet, and the MFF method, see
Fig. 4(b), (d)-(e))). The classification results of the proposed
method are particularly remarkable for the class “building”
with 30% of training labels, as shown in the first row of Fig. 4.

2) ISPRS Potsdam dataset: The comments on the quanti-
tative results of Table II, relative to the Potsdam dataset, are
similar to the ones discussed for the images of Vaihingen,
but with generally lower values in terms of overall accuracy
and higher recall and precision. This overall behavior may
generally be due to its finer spatial resolution. The comparison

technique CRF-RNN reaches at least the third highest value
for all the averaged performance metrics in both training
configurations with 30% and 10% of the ground-truth pixels.
In particular, in the case of 10% of training labels, it reaches
the second highest value in terms of recall. The proposed
method, as for the Vaihingen dataset, reaches the most accurate
average results, tendentially confirmed even for the classwise
accuracies.

The visual qualitative results on the Potsdam dataset are
shown in Fig. 5, in which we focus again on two test
tiles, while the behavior on the other tiles is analogous.
The classification maps, obtained with training conditions
keeping only 30% or 10% of label information, reproduce
quite faithfully the original ground truth. As for the Vaihingen
dataset, the ones deriving from the techniques employing the
CRF model (see Fig. 5(c), (f)) appear to be more visually
regular than the ones obtained by the semantic segmentation
techniques leveraging only on multiresolution information (see
Fig. 5(d)-(e)). The proposed method (see Fig. 5(c)) is the most
effective, amongst the considered ones, at discriminating the
two vegetated classes, “low vegetation” and “trees.”

3) IEEE GRSS DFC Zeebruges dataset: The quantitative
results obtained in the case of the Zeebruges dataset are
reported in Table III. Here again, CRF-RNN proves effective,
but the proposed technique reaches generally more accurate
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values for all the averaged classification metrics. The results
in terms of OA are comparable with the ones of the baseline
U-Net and of CRF-RNN [36] in the case of full ground truth
and 30% of ground truth labels. Accuracy differences become
larger when the ground truth labels available are 10%. In
this case, the proposed technique provides an improvement
of 4% for OA, 7% for precision and 5% for F1 score, thus
confirming its relevance especially when scarce ground truth
data are available.

The classification maps obtained on the two test tiles for the
Zeebruges dataset are shown in Fig. 6. In particular, this figure
presents a zoom-in of an area of the original segmented image
in case of 30% and 10% of ground truth labels. From these
maps, it is possible to appreciate how the proposed technique,
as compared to U-Net, HRNet, and CRF-RNN (see Figs. 6(b),
(d), (f)), more accurately captures spatial details, in particular
for the classes “buildings” and “water” (see Fig. 6(c)), while
limiting the confusion with the other classes (e.g., see Fig.
6(b), (e)-(f)).

These experiments confirm the capabilities of reaching accu-
rate and visually smooth classification maps with methods that
model spatial information, such as the CRFs. The proposed
technique, leveraging both multiresolution and spatial infor-
mation, is capable to attain more accurate classification per-
formances thanks to the exploitation of the diverse semantics
contained at different resolutions and of the spatial-contextual
information. Comparisons with some state-of-the-art semantic
segmentation methods especially based on the modeling of
multiresolution information are presented in Section IV-D.

4) Statistical significance of the differences among the
results: According to McNemar’s test, reported in Table V
for all three datasets in the case of scarce ground truth, the
differences between the result of CRFNet and the outputs of
CRF-RNN and the baseline U-Net are statistically significant.
In particular, Z ă ´50 in the comparisons with the baseline
U-Net [48] for the Vaihingen dataset and with the CRF-RNN
method [36] for the Vaihingen and Zeebruges datasets. Large
values of |Z| are also obtained in the comparisons with the
U-Net and the CRF-RNN for the Potsdam dataset. On one
hand, these previous techniques generated accurate results on
the considered datasets. On the other hand, the outcome of
McNemar’s test confirmed the significance of the accuracy
gains obtained by the proposed method as compared to these
techniques, in the challenging case of scarce ground truth.

D. Results and Comparisons about Multiscale Semantic Seg-
mentation

This section aims to discuss the experimental results and
comparisons from the point of view of the semantic seg-
mentation based on multiscale information, thus comparing
the proposed approach, CRFNet, to the two aforementioned
multiscale state-of-the-art techniques, HRNet [58] and the
MFF method [59].

1) ISPRS Vaihingen dataset: The quantitative results for
the Vaihingen dataset are again reported in Table I. For all the
global performance metrics in the three training conditions,
CRFNet is capable to achieve higher accuracies than the
methods used for comparison, with the exception of the

overall accuracy in the case where the full training ground
truth is used. In this case, the trasformer-based method (DC-
Swin [60]) attains the highest accuracy, and the performances
of the U-Net and the proposed method are equal. In general,
the proposed CRFNet architecture presents slightly higher
classwise accuracies, and these improvements are progres-
sively more remarkable the scarcer is the input ground-truth
information. Particularly, compared to HRNet, CRFNet shows
an improvement of about 8-9% for all the averaged accuracy
metrics, and generally more accurate results compared to the
MFF technique. This confirms the effectiveness of the pro-
posed approach in exploiting both the multiscale information
extracted by the network and spatial-contextual information
to address semantic segmentation in the challenging case of
spatially scarce training data.

The classification results related to the Vaihingen dataset,
shown in Fig. 4, confirm the spatial modeling capabilities
of CRFNet, as the output maps obtained with scarce input
training sets appear to be visually smoother and less noisy than
the ones generated by the techniques used for comparison (see
Fig. 4(b)-(e)). In fact, the predictions of the proposed method
exhibit a better discrimination of the classes in the dataset
– especially for those related to the vegetated areas, “low
vegetation” and “trees” –, compared to HRNet and the MFF
method. The maps obtained by CRFNet also exhibit generally
more regular edges than U-Net and HRNet. These remarks
are especially evident for the class “building,” for which the
proposed method is capable to recover both instances and
boundaries lost by the other methods, in particular by U-Net.
Concerning the transformer-based architecture, DC-Swin [60],
as expected, in the case of fully exhaustive ground truth, its
performances are the most accurate. However, as the ground
truth approaches the more realistic case, with a lower number
of training labels and with spatially sparser training data, the
performances of the transformer are suboptimal, with lower
classification accuracies than CRFNet, U-Net, and CRF-RNN.

2) ISPRS Potsdam dataset: The results obtained with the
Potsdam dataset (see again Table II) are again comparable to
those with the Vaihingen dataset described above, again with
generally lower values in terms of overall accuracy and higher
recall and precision. As above, the proposed methodology
generally reaches higher classification accuracies for what
it concerns all the averaged performance metrics (overall
accuracy, recall, precision, and F1 score) in all the training
configurations, but in particular for the case of ground truths
with 10% of annotations. The U-Net is capable to attain
similar performances in terms of precision. Regarding the
classwise scores, the proposed approach obtains more accurate
results for all the minority classes, “trees”, “cars”, and even
“clutter”, while maintaining comparable results with the other
reported state-of-the-art techniques for the remaining classes,
thus confirming the opportunity to exploit spatial-contextual
and multiresolution information for semantic segmentation
purposes and the effectiveness of the proposed approach for
this task.

The classification maps obtained for the Potsdam dataset
(see Fig. 5) appear to be consistent with the original ground
truth, in the case of both training configurations with 30%
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Orig. image Ground truth U-Net CRFNet (ours) HRNet MFF method CRF-RNN

Fig. 4. Test ground truths and classification maps for two test tiles and a zoom-in in the Vaihingen dataset (with 30% and 10% of the training set).
Color legend for the classes: buildings (blue), impervious (white), low vegetation (cyan), trees (green), cars (yellow).

and 10% of ground-truth labels. They appear more visually
regular than the ones obtained by U-Net and HRNet, and
generally more faithful to the original ground truth than the
maps generated by all the techniques used for comparison,
particularly for what concerns the separation of the areas
belonging to the two classes “low vegetation” and “trees.”

3) IEEE GRSS DFC Zeebruges dataset: The quantitative
results of the Zeebruges dataset (reported in Table III) are
slightly more accurate than those of the ISPRS datasets in
terms of overall classification accuracies. CRFNet generally
reaches high values for what it concerns all the averaged
performance metrics (overall accuracy, recall, precision, and
F1 score). The MFF method obtains similar averaged metrics,
except in the case of 10% of training labels, where the
proposed method achieves higher accuracy values. Concerning
the classwise scores, CRFNet attains more accurate results the
scarcer is the training information, in particular for the classes
“cars” and “boats”.

The classification maps related to the Zeebruges dataset
(see Fig. 6) also appear consistent with the original ground
truth, in the case of both training configurations with 30% and
10% of ground-truth labels. They are more visually regular
than the ones obtained by U-Net, HRNet, and CRF-RNN, as
it is particularly remarkable in the case of 30% of ground
truth labels, but slightly less visually smooth than the results
achieved by the MFF method (see Fig. 6 (e)).

Concerning the methods used for comparison, HRNet
achieves generally lower average performance metrics than
the other techniques taken into consideration and than the
proposed approach, reaching similar results to the ones ob-

tained by the other methods only in the case of the Potsdam
dataset with full ground truth. As for the classwise results, it
obtains lower accuracies for “buildings” in the case of both
of the ISPRS datasets and for “cars” in the case of Vaihin-
gen; comparable or slightly higher classwise accuracies for
“impervious surfaces” in the case of Vaihingen; and average
results for “trees” and “cars” in the case of Potsdam. Again,
for the Vaihingen dataset, the classification of the vegetated
areas, divided into “low vegetation” and “trees”, appears to
be confused, with several misclassification errors between the
two in the various training configurations. On the contrary, for
the Zeebruges dataset, the performances of HRNet are more
accurate than the other techniques for the classification of the
class “trees”, albeit slightly poorer for “low vegetation”.

The results of the MFF approach for both datasets tend to
be slightly less accurate than the ones provided by U-Net and
by the proposed approach. Specifically, the MFF method used
here for comparison, LWN-Attention, makes use of spatial and
channel attention layers and the multiresolution information is
taken into account through upsampling stages, to stack feature
maps at the same resolution, hence possibly also incorporating
estimation errors and consequently attaining slightly lower
average classification performances. In particular, the MFF
method obtains lower accuracies for “low vegetation” and
“cars” with all the different training conditions in both the
ISPRS datasets, and lower accuracies for “trees”, “cars”, and
“water” for the Zeebruges dataset. However, it is able to
reach comparable results to the ones of the other techniques
for “impervious surfaces.” Regarding “buildings,” one of the
majority classes in the considered datasets, the proposed
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Orig. image Ground truth U-Net CRFNet (ours) HRNet MFF method CRF-RNN

Fig. 5. Test ground truths and classification maps for two test tiles in the Potsdam dataset (with 30% and 10% of the training set): (a) ground truth,
classification maps obtained with (b) U-Net [48], (c) the proposed method, (d) HRNet [58], (e) the MFF method [59], and (f) CRF-RNN [36]. Color legend
for the classes: buildings (blue), impervious (white), low vegetation (cyan), trees (green), cars (yellow), clutter (red).
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Orig. image Ground truth U-Net CRFNet (ours) HRNet MFF method CRF-RNN
Fig. 6. Zoom-in of the test ground truths and classification maps for two tiles in the Zeebruges dataset (with 30% and 10% of the training set). Color
legend for the classes: buildings (blue), impervious (white), low vegetation (cyan), trees (green), cars (yellow), clutter (red), water (dark blue), boats (pink).

methodology attains the best results in the Vaihingen dataset
in the cases of full and 30% of ground truth, and comparable
results with the other approaches in the other case.

Spatial details of the results obtained by the proposed
technique and the comparison methods are shown in Fig. 8,
that shows the perimeters of the buildings in the classification
maps for the Vaihingen dataset, obtained by morphological
erosion. The proposed method is visually compared to U-
Net, HRNet, and CRF-RNN, and obtained more defined and
sharper contours, without exceeding the limits of the buildings
of the original ground truth. This last issue mostly happens,
on the contrary, in the results of HRNet (see Fig. 8(c)).

4) Statistical significance of the differences among the
results: The results of the McNemar’s test, reported again in
Table V with regard to the case of scarce ground truth, show
that the differences between the accuracies of CRFNet and of

the previous algorithms addressing multiscale information are
statistically (very) significant. Very large values of |Z| were
obtained when comparing the proposed method with HRNet
[58] and MFF [59] for all the considered datasets. Remarks
similar to those reported in Section IV-C hold in this case as
well. The same comments also apply to the comparison with
the transformer-based DC-Swin method [60] on the Vaihingen
dataset.

5) Interpretability of intermediate layers of CRFNet: As
mentioned in Section III, the introduction of multiscale fully
connected neural networks at different blocks of the fully
convolutional network decoder, and their associated cross-
entropy loss terms, promotes a partial interpretability of the
intermediate layers of the CRFNet model as posterior probabil-
ities. This assumption is confirmed by Fig. 7, which shows the
feature maps and the associated classification map of the fully
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TABLE VI
ABLATION STUDY ON THE LOSS FUNCTIONS OF CRFNET FOR THE VAIHINGEN DATASET IN THE CASE OF SCARCE GROUND TRUTH.

Setting buildings impervious vegetation trees cars overall acc. rec. prec. F1L1 L2 L3 Lpairw

✓ ✓ ✓ ✓ 0.94 0.87 0.58 0.90 0.91 0.81 0.84 0.82 0.83
✗ ✓ ✓ ✓ 0.93 0.83 0.61 0.84 0.82 0.80 0.80 0.78 0.79
✓ ✗ ✓ ✓ 0.93 0.83 0.52 0.87 0.84 0.78 0.80 0.76 0.78
✓ ✓ ✗ ✓ 0.92 0.81 0.60 0.84 0.86 0.79 0.81 0.75 0.78
✓ ✓ ✓ ✗ 0.93 0.81 0.57 0.85 0.82 0.78 0.80 0.77 0.78
✗ ✗ ✓ ✓ 0.93 0.82 0.60 0.85 0.79 0.79 0.80 0.77 0.78
✗ ✓ ✗ ✓ 0.92 0.81 0.50 0.87 0.83 0.77 0.79 0.76 0.77
✗ ✓ ✓ ✗ 0.93 0.80 0.47 0.88 0.84 0.77 0.78 0.76 0.77
✓ ✗ ✗ ✓ 0.92 0.80 0.56 0.85 0.89 0.78 0.80 0.76 0.78
✓ ✗ ✓ ✗ 0.92 0.81 0.53 0.85 0.84 0.78 0.79 0.77 0.78
✓ ✓ ✗ ✗ 0.94 0.82 0.60 0.85 0.84 0.80 0.81 0.78 0.79
✓ ✗ ✗ ✗ 0.93 0.83 0.53 0.85 0.87 0.78 0.80 0.77 0.78
✗ ✓ ✗ ✗ 0.93 0.83 0.59 0.82 0.80 0.78 0.79 0.77 0.78
✗ ✗ ✓ ✗ 0.90 0.82 0.54 0.87 0.80 0.78 0.78 0.76 0.77
✗ ✗ ✗ ✓ 0.93 0.82 0.43 0.88 0.76 0.76 0.76 0.74 0.75

TABLE VII
BEHAVIOR OF THE PROPOSED METHOD ON THE VAIHINGEN DATASET AS A FUNCTION OF THE KERNEL SIZE.

Architecture buildings impervious vegetation trees cars overall acc. recall precision F1 score

Fu
ll

da
ta

se
t Conv. 3 ˆ 3 (4 connected pixels) 0.93 0.91 0.80 0.95 0.86 0.90 0.89 0.90 0.89

Conv. 3 ˆ 3 (8 connected pixels) 0.92 0.92 0.77 0.96 0.86 0.89 0.89 0.90 0.89
Conv. 5 ˆ 5 0.93 0.92 0.78 0.96 0.82 0.90 0.88 0.91 0.89
Conv. 7 ˆ 7 0.91 0.93 0.77 0.96 0.82 0.90 0.88 0.90 0.89
Conv. 9 ˆ 9 0.91 0.92 0.77 0.96 0.85 0.89 0.88 0.89 0.88

Sc
ar

ce
da

ta
se

t Conv. 3 ˆ 3 (4 connected pixels) 0.89 0.89 0.74 0.94 0.86 0.87 0.87 0.85 0.86
Conv. 3 ˆ 3 (8 connected pixels) 0.89 0.89 0.72 0.94 0.87 0.86 0.86 0.85 0.85

Conv. 5 ˆ 5 0.87 0.89 0.72 0.94 0.82 0.86 0.85 0.84 0.84
Conv. 7 ˆ 7 0.90 0.87 0.71 0.95 0.84 0.86 0.85 0.85 0.85
Conv. 9 ˆ 9 0.88 0.89 0.72 0.94 0.83 0.86 0.85 0.85 0.85

Fig. 7. Classwise posterior probabilities and associated classification
maps obtained: by the fully connected neural network connected to the first
convolutional block of the decoder of the fully convolutional network (at a
spatial resolution 8 times coarser than the original image, top); and at its
output layer (same resolution of the original image, bottom).

connected neural network related to the first convolutional
block of the decoder of CRFNet (thus, at a spatial resolution
8 times coarser than the original image, see the top row of
Fig. 7) and of its output layer (at the same resolution of the
original image, see the bottom row of Fig. 7). The additional

fully connected neural networks, whose aim is to incorporate
information contained at different scales of the hidden layer of
the fully convolutional network into the class discrimination
directly, effectively allow to obtain feature maps that, even
at a coarser resolution level, resemble the classwise posterior
probabilities normally found at the output layer of the whole
architecture.

E. Ablation study and sensitivity to neighborhood size

An ablation study was performed in order to assess the
relevance of each component of the developed architecture.
The test was carried out by removing, one after the other, the
terms related to the four contributions to the loss function:
Ll for l “ 1, 2, 3, which, we recall, correspond to the loss
terms associated with the fully connected neural networks;
and Lpairw, i.e., the term related to the last convolutional
layer of CRFNet. The results are reported in Table VI and
confirm the importance of all the components of CRFNet.
When using the whole loss function, the proposed method
attains the most accurate performances in terms of classwise
and average accuracy metrics, with the exception of the class
“vegetation”. Nevertheless, the other cases allow for accurate
classification results.

This article has been accepted for publication in IEEE Transactions on Geoscience and Remote Sensing. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TGRS.2024.3452631

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2021 15

CRF-Net (ours) U-Net

HRNet CRF-RNN

Fig. 8. Building edges extracted by the different methods on the Vaihingen
scarce dataset. Color legend for the classes: ground truth (black), proposed
method (red), U-Net (green), HRNet (cyan), CRF-RNN (blue).

Further tests were also conducted with different kernel
sizes in the convolutional layer at the end of the CRFNet
architecture. We recall that this kernel size determines the
neighborhood system of the CRF learned by the proposed
approach. These experiments were aimed at exploring the
possible interest of taking into account different ranges of spa-
tial contextual information. The outcomes of the experiments
carried out with kernel sizes equal to 5 ˆ 5, 7 ˆ 7, and 9 ˆ 9
in the case of the Vaihingen dataset are reported in Table VII
(similar results, omitted for brevity, were obtained in the case
of the other two datasets as well). The results herein presented
suggest the limited sensitivity of the developed methodology
to changes in the size of the kernel, as they appear to be
comparable and not strictly affected by the variations in the
kernel itself. In both cases, full and scarce dataset, the 3 ˆ 3
window defining the 4-pixel neighborhood kernel attains the
best results in terms of overall accuracy, recall, and F1 score.
This suggests that, in the case of this dataset, the manipulation
of longer-range spatial information within this kernel does
not provide critical advantages from the viewpoint of the
classification results. Indeed, this is consistent with the fact
that the proposed approach is sensitive to long-range spatial
information through its own multiscale structure.

V. CONCLUSION

In this paper, we have proposed a novel method to automat-
ically learn the potentials of a CRF model in a non-parametric
fashion through a DL architecture for the supervised semantic
segmentation of remote sensing images. The idea is to leverage
the modeling capabilities of neural networks to directly learn
spatial and semantic information from the input data, to be
encoded in the unary and pairwise potentials of a CRF model.

Specifically, the relation between such potentials and the
output of the proposed network is analytically proven (see
the Appendix). Therefore, from the viewpoint of semantic
segmentation, the proposed method is aimed at emulating the
capabilities of stochastic models based on random fields to
integrate spatial information, thus limiting the impact of scarce
ground-truth data, a common scenario in remote sensing tasks.
To favor accurate class discrimination, multiscale information
is also incorporated in the proposed approach, by integrating
the network activations extracted at different spatial resolutions
into the loss function directly through the introduction of
suitable fully connected layers.

The experimental results demonstrate the effectiveness of
the proposed DL approach reproducing a CRF model in
mitigating the shortcomings of scarce training datasets usually
available in land-cover mapping applications, as its classifica-
tion accuracies are higher than or comparable to the ones of
other state-of-the-art techniques. In particular, the proposed
approach is capable to produce smoother, more homogeneous
classification maps with sharper edges. The comparisons were
performed with several state-of-the-art semantic segmentation
methods, including: a technique defining an end-to-end train-
able CRF, such as the CNN-CRF model where the CRF is
formulated as an RNN and learned through an approximate
mean-field approach; architectures based on multiscale infor-
mation extraction, such as HRNet and an MFF technique; and
the DC-Swin transformer-based approach.

The presented methodology, integrating multiresolution in-
formation, thanks to the fully connected neural networks, and
spatial-contextual information, related to a CRF model, is
particularly effective the more the training set approaches a
realistic scenario of spatially sparse ground truth. In com-
parison to the other approaches, the proposed technique is
capable to reach higher values of recall and precision, thus
reducing the commission and omission errors, and the relative
amount of false negatives and false positives. Furthermore,
the introduction of loss terms at different scales favors the
interpretability of the corresponding hidden layers in terms
of posterior probabilities estimated at the various resolutions
– a positive by-product of the proposed approach from the
viewpoint of the explainability of its processing scheme.

The proposed approach non-parametrically learns a rather
general CRF model, although with two limitations: the CRF is
supposed to include up to pairwise potentials and a smoothing
Kronecker delta term. On one hand, this term may generally
favor oversmoothing and does not take into account texture
information. On the other hand, the experimental validation
did not point out any spatial oversmoothing, at least on
the considered datasets. Moreover, the texture information is
captured through the unary potentials, which result from a
multiscale convolutional architecture. Pairwise potentials can
effectively model local context, but lack longer range spatial
information. From this viewpoint, a possible future gener-
alization of the CRFNet approach could involve expanding
it to higher order potentials, for instance by integrating it
with superpixel segmentation methods [64], [65]. Indeed, the
proposed method is aimed at the semantic segmentation of
single-resolution images and does not address the case of input
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multiresolution data. This case may be relevant especially
when dealing with multisensor data with different spatial
resolutions. In this respect, another potential extension of the
approach could involve tackling multi-resolution classification
by integrating the considered planar CRF with hierarchical
probabilistic graphical models [17] in order to model inter-
actions and dependencies between pixels at different spatial
resolutions through Bayesian reasoning.

Future work could also focus on integrating the proposed
approach with domain adaptation and transfer learning [66]–
[70]. This integration could favor applicability in contexts
that lack substantial ground truth data, such as those as-
sociated with natural disaster response [71]. For instance,
domain adaptation techniques have been successfully used
to adapt models trained on labeled datasets to perform well
on different but related unlabeled datasets. Methods based
on generative networks for image-to-image translation, such
as Generative Adversarial Networks (GANs) [41], [72],
[73], CycleGANs [74], variational autoencoders (VAEs) [75],
might facilitate the extension of CRFNet to highly diverse
and multimodal datasets. These may involve multisensor and
multimission imagery (e.g., optical and radar data) across
various domains.

Further generalizations of the proposed technique could also
include the application to coarser resolution imagery (e.g.,
satellite images), which would involve the adaptation of the
number and set of scales analyzed by the proposed model
(e.g., addition or reduction of convolutional blocks in the
fully convolutional network, and of multiscale terms in the
loss function). The methodology could also be extended to
SAR data, thanks to its non-parametric formulation, with the
aforementioned modifications due to the spatial resolution,
or to hyperspectral imagery. In the latter case, the pro-
posed approach could be combined with methods for feature
reduction, possibly integrated within the network, such as
autoencoders [76], spectral convolutional networks [77], and
RNNs [78]. Moreover, an important evolution of CRFNet
could be its integration in operational workflows for the gener-
ation of thematic products from input high-resolution remote
sensing images (e.g., high resolution land cover mapping in
climate change monitoring applications). In this case, it may
be necessary to scale up to larger datasets with the aid of tiling
strategies, for example combining the proposed classificatioin
method with the tiling algorithm developed in [79] for large-
scale image registration and applied in [80] to multimission
SAR data classification.
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APPENDIX
PROOF OF THEOREM 1

Let us focus on pixel i P S and class ωk (k “ 1, 2, . . . ,M ).
According to (13) and (14), the probability P̂ikpX q of ωk

predicted on pixel i in the output of the network is given
by:

ln P̂ikpX q “ h0pωkqfipωk|X q` (20)

`
ÿ

jPBi

hi´jpωkqfjpωk|X q ` ϕipX q.

The proposed CRF model is defined by (15) and (17). There-
fore, plugging the potentials of (15) into (4), the local posterior
energy associated with the CRF is given by:

Uipωk|yBi,X q “ Dipωk|X q `
ÿ

jPBi

Vijpωk, yj |X q “ (21)

“ ´h0pωkqfipωk|X q ´
ÿ

jPBi

hi´jpωkqfjpωk|X qδpωk, yjq.

According to (3), this local posterior energy is, up to an
additive constant, the negative logarithm of the local posterior
distribution determined by the CRF4, i.e.:

lnP pcrfqtyi “ ωk|yBi,X u “ ´Uipωk|yBi,X q ` ϕ1
ipX q “

“ ϕ1
ipX q ` h0pωkqfipωk|X q`

`
ÿ

jPBi

hi´jpωkqfjpωk|X qδpωk, yjq, (22)

where ϕ1
ipX q indicates again a term that depends on the pixel

location and on the observations but is constant with respect
to the class label.

If yj “ ωk for all j P Bi, i.e., if the neighborhood of pixel
i shares the same class label ωk, then δpωk, yjq “ 1 for all
j P Bi. Therefore (20) and (22) coincide up to an additive
constant:

ln P̂ikpX q “ lnP pcrfqtyi “ ωk|yBi,X u ` ϕ2
i pX q, (23)

where ϕ2
i pX q is a further term independent on ωk. Due to the

obvious sum-to-1 constraint with respect to k, (23) implies
(18), thus proving the theorem.
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