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Abstract. Image classification – or semantic segmentation – from in-
put multiresolution imagery is a demanding task. In particular, when
dealing with images of the same scene collected at the same time by
very different acquisition systems, for example multispectral sensors on-
board satellites and unmanned aerial vehicles (UAVs), the difference
between the involved spatial resolutions can be very large and mul-
tiresolution information fusion is particularly challenging. This work
proposes two novel multiresolution fusion approaches, based on deep
convolutional networks, Bayesian modeling, and probabilistic graphi-
cal models, addressing the challenging case of input imagery with very
diverse spatial resolutions. The first method aims to fuse the multi-
modal multiresolution imagery via a posterior probability decision fu-
sion framework, after computing posteriors on the multiresolution data
separately through deep neural networks or decision tree ensembles.
The optimization of the parameters of the model is fully automated by
also developing an approximate formulation of the expectation maxi-
mization (EM) algorithm. The second method aims to perform the fu-
sion of the multimodal multiresolution information through a pyrami-
dal tree structure, where the imagery can be inserted, modeled, and
analyzed at its native resolutions. The application is to the semantic
segmentation of areas affected by wildfires for burnt area mapping and
management. The experimental validation is conducted with UAV and
satellite data of the area of Marseille, France. The code is available at
https://github.com/Ayana-Inria/BAS_UAV_satellite_fusion.

Keywords: graphical models · deep learning · probabilistic fusion · mul-
tiresolution imagery · semantic segmentation · wildfires · UAVs.

1 Introduction
In the framework of pattern recognition, a semantic segmentation problem,
whose goal is to assign a class label to each individual pixel in an image, can
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be formalized as a supervised image-classification problem [33]. Within semantic
segmentation tasks, the use of multimodal data has been shown to favor ac-
curacy and spatial precision of the classification results [10]. From a computer
vision perspective, the development of processing methods that can benefit from
multimodal information (e.g., synoptic and detailed views from multiresolution
data, different band information from multisensor imagery) and take advantage
of the complementary information therein contained presents huge potentials.

Thanks to the advent of deep learning, the performances of semantic seg-
mentation algorithms have significantly improved. However, there are still some
challenges. For example, when dealing with remote sensing images, one of the
main issues is the variability of features within the same category in the im-
age, leading to confusion in segmentation. Moreover, the availability of training
data is a key requirement for deep learning architectures, not always feasible for
computer vision applications related to remote sensing. To address these chal-
lenges, one way is to leverage contextual and multiscale information for accurate
segmentation [29, 30].

For example, focusing on land-cover mapping applications, on the one hand
there are satellite imaging sensors, which provide an efficient and large-scale
coverage of the Earth surface, thanks to their wide range and short revisit time.
Optical satellite imagery with spatial resolution as fine as 10 m is made available
by space missions with open data policies (e.g., the ESA Copernicus program).
However, optical satellite sensors are sensitive to weather conditions and Sun
illumination. On the other hand, in recent years, unmanned aerial vehicles (UAV)
– or drones – have also sparked a lot of interest thanks to their high flexibility,
low-cost, and ability to cover wide areas during the day or night [43]. UAV
monitoring is undertaken at low-to-medium altitudes, thus effectively avoiding
the cloud interference, and allowing for very high spatial resolution up to few
centimeters. However, the imagery captured by UAVs is typically characterized
by a small area coverage, irregular contours, susceptibility to forest cover, making
land-cover mapping from UAV imagery a challenging task [1].

The joint availability of satellite and UAV acquisitions of the same geograph-
ical zones, with their complementary features, presents a huge potential for se-
mantic segmentation applications and, simultaneously, a big challenge for the
development of a method capable to fully take advantage of this multimodal
information. The resulting multiresolution fusion task is quite extreme, and cur-
rently under-exploited, since the resolution ratio between the input image sources
is of the order of the hundreds – a situation that is normally not addressed by
traditional multiresolution schemes [6, 13, 29–32, 35–39, 42].

In this paper, two approaches based on deep learning, Bayesian fusion, and
probabilistic graphical fusion are proposed for the semantic segmentation of mul-
tiresolution imagery with a huge ratio between resolutions. The focus is on binary
classification problems, which have many applications in natural disaster man-
agement, such as the detection of areas affected by floods, wildfires, or earth-
quakes [24], the mapping of urban areas and human settlements [8], of snow
covers [22], and cloud masking [23]. The first method proposes a pixelwise prob-
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abilistic fusion of the multiresolution information after computing the posterior
probabilities with separate classifiers – neural networks and decision tree en-
sembles – on the multimodal images separately. The parameters of the method
are automatically optimized by developing a case-specific formulation of the EM
algorithm, based on a pseudo-likelihood-type approximation. The second con-
siders multiresolution fusion in a pyramidal tree graph topology through the
marginal posterior mode (MPM) criterion, an extension to the case of great
spatial resolution ratio of the approach proposed in [29, 30] for multimodal and
multiresolution images.

The main novel contributions of this paper are twofold: (i) the development
of two semantic segmentation methods for input multiresolution imagery with
great mismatch in spatial resolution; (ii) the combination, within the two novel
methods, of deep learning, stochastic modeling, decision fusion, and an EM-based
automatic parameter optimization.

2 Related Work
Here, we briefly review the literature on semantic segmentation from input mul-
tiresolution imagery. Models for multimodal data, in particular multiscale and
multiresolution methods, are gaining importance in order to face the require-
ments of several applications, for example remote sensing [10] and medical im-
age processing [32, 37]. The idea is to jointly use multiple images associated with
distinct spatial resolutions to benefit from their complementary perspectives.

Wavelet-based methods [25] are often employed to perform multiresolution
image processing. In [13] an image segmentation method for human face detec-
tion based on multiresolution wavelet transforms and watershed segmentation
algorithm is presented. In [6] a wavelet-based multiresolution pyramid applied to
multitemporal or multisensor satellite data is combined with a stochastic gradi-
ent based on two similarity measures, correlation and mutual information. In [42]
several wavelet pyramids aimed at performing invariant feature extraction and
accelerating image fusion through multiple spatial resolutions are evaluated.

Deep learning methods are state-of-the-art techniques for computer vision
tasks [26]. Fully convolutional networks (FCNs) structurally involve several mul-
tiscale processing stages, through their encoder-decoder architecture and their
convolutional and pooling layers. In [37], a semantic segmentation model for
histopathology whole-slide images, which combines multiresolution context and
details via multiple branches of encoder-decoder neural networks, is proposed.
A multi-scale representation learning network integrating CNNs and Transform-
ers was proposed in [20] to exploit multi-scale local detailed feature and global
contextual information for the segmentation of lesions in lung CT images. The
joint potential of CNNs and Transformers for the analysis of local and multiscale
information was explored in [35], as well, for the semantic segmentation of urban
remote sensing images.

The literature on multiresolution fusion in remote sensing is vast and dates
back a few decades [33], with approaches rooted in several methodological areas,
such as statistical pattern recognition [15, 31], neural networks [17, 39], decision
fusion [40], kernel-based approaches [36], and Markov random fields [3, 38].
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Furthermore, with the advent and diffusion of UAV platforms, images with
extremely high spatial resolution have become available at a relatively low cost [19].
UAVs are often equipped with simple, lightweight sensors, such as RGB cam-
eras [36] that capture small portions of land. In [36] classification of a high spatial
resolution RGB image and a lower spatial resolution hyperspectral image of the
same scene is addressed. Contextual information is obtained from the RGB im-
age through color attribute profiles, and spectral information is extracted from
the hyperspectral image; a composite decision fusion strategy exploiting kernel-
based techniques is proposed.

3 Methodology

The aim of the proposed techniques is to perform the fusion of multiresolu-
tion imagery – with big mismatch in spatial resolution – for binary semantic
segmentation tasks without the need of resampling techniques. The two pro-
posed approaches integrate stochastic modeling, decision fusion, deep learning,
ensemble learning, and the EM algorithm. The overall diagrams of the proposed
approaches are shown in Fig. 1.

In this framework, neural networks and decision tree ensembles act as non-
parametric estimators of posterior probability, thus allowing multimodal data
fusion. Specifically, fully convolutional networks (FCN) [21] are employed to
estimate the posterior probabilities on the image with the finest spatial resolution
(i.e., the UAV acquisition), and random forest (RF) [4] on the image with the
coarsest spatial resolution (i.e., the resolution of the satellite acquisition). Indeed,
the ratio between the two spatial resolutions is very high. Therefore, even though
the pixel lattice of the UAV image can be quite large, the corresponding satellite
image is expected to be composed of relatively few pixels, hence generally unfit
for deep learning methods. That is the rationale of the use of a decision tree
ensemble to predict pixelwise posteriors on the pixel grid of the satellite image.

In general, the proposed approaches can be combined with an arbitrary FCN
model. In particular, U-Net [34] is used as the reference model on the UAV
lattice, since it is widely employed and has been found to be effective in applica-
tions to remote sensing imagery. Likewise, for the ensemble learning technique,
RF was selected for its well-known computational efficiency and flexibility to
model heterogeneous data.

After the computation of the pixelwise posterior probabilities of the multires-
olution image pixel lattices by the FCN and RF, the first proposed method (see
Section 3.1 and Fig. 1(a)) performs a pixelwise probabilistic fusion to obtain the
final classification results exploiting the information carried by the UAV and the
satellite imagery. A formulation of the EM algorithm allows to automatically
estimate the transition probabilities that determine the chance of having a cer-
tain label at the finer spatial resolution given the label at the coarser spatial
resolution.

For the second method (see Section 3.3 and Fig. 1(b)), on the other hand, the
pixelwise posterior probabilities computed on the multiresolution image lattices
at the native resolutions are fused through a hierarchical probabilistic graphi-
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(a)

(b)

Fig. 1: Architecture of the two proposed methods: (a) pixelwise probabilistic
fusion and (b) multiresolution fusion through hierarchical PGM.

cal framework based on a hierarchical Markov random field, which models the
multiresolution transition probabilities over a quadtree structure.

3.1 Pixelwise probabilistic fusion

The first proposed method introduces a pixelwise probabilistic decision fusion
framework to combine the information contained at different resolutions [2, 5].
With the assumption that the two images are well registered, let us consider a
patch of size D×D of the image at the finer resolution, with size corresponding
exactly to one pixel in the lattice associated with the image at the coarser spatial
resolution. Accordingly, D represents the resolution ratio associated with the
input multiresolution dataset. The idea of the proposed method is to separately
extract the thematic information contained in the two acquisitions collected at
very different spatial resolutions and with generally different spectral bands, and
perform a posterior probability pixelwise decision fusion.

As the ultimate task is to perform supervised binary image classification,
the method requires a training map at both considered spatial resolutions. We
assume that a training (ground truth, GT) map for two classes ω1 and ω2 is
available for the acquisition at the finer spatial resolution. It is necessary to also
define classes and their training information on the coarser lattice. Focusing on
the aforementioned D×D patch, this is determined through the following rules:



6 M. Pastorino et al.

1. If all D × D finer-resolution pixels are training samples for ω1, then the
corresponding coarser-resolution pixel is a training sample for class ψ1;

2. If all D × D finer-resolution pixels are training samples for ω2, then the
corresponding coarser-resolution pixel is a training sample for class ψ2;

3. Else, the coarser resolution pixel is a training sample for class ψ3.

Accordingly, the two resolution levels correspond to distinct sets of classes: Ω =
{ω1, ω2} on the finer resolution lattice and Ω̃ = {ψ1, ψ2, ψ3} on the coarser
resolution grid. Semantically, ψ1 and ω1 represent the same land-cover class,
but observed at the two very diverse resolutions – and the same comment holds
about ψ2 and ω2 as well. On the contrary, ψ3 represents a “mixed” class on the
coarser-resolution lattice. The presence of this class is consistent with the fact
that this pixel in the satellite image is necessarily a mixed pixel, corresponding
to a ground area that is covered by partly ω1 and partly ω2.

Let xi ∈ Rn and yi ∈ Ω be the feature vector and the class label, respectively,
of the ith pixel of the D×D patch in the finer-resolution image, and let x̃ ∈ Rm

and ỹ ∈ Ω̃ be the feature vector and the class label, respectively, of the corre-
sponding coarser-resolution pixel. We collect all finer-resolution feature vectors
xi within the patch in a tensor X ∈ RD×D×n. The first proposed method is
formalized as follows in terms of a decision fusion approach from suitable input
posteriors. Specifically, the posterior distribution of yi, given all available input
observations at both resolutions, i.e., given both X and x̃, can be expressed as:

P (yi|X, x̃) =
∑
ỹ∈Ω̃

P (yi, ỹ|X, x̃). (1)

Applying the Bayes theorem:∑
ỹ∈Ω̃

P (yi, ỹ|X, x̃) =
∑
ỹ∈Ω̃

p(X, x̃|yi, ỹ)
P (yi, ỹ)

p(X, x̃)
∝

∑
ỹ∈Ω̃

p(X, x̃|yi, ỹ)P (yi, ỹ), (2)

where P (yi, ỹ) is the pixelwise joint probability of the labels of the images at the
two resolutions. The proportionality constant in (2) depends only on the features
and not on the labels, hence it does not affect the decision. In the first proposed
approach, we state the following conditional independence assumption:

p(X, x̃|yi, ỹ) = p(X|yi)p(x̃|ỹ). (3)

Similar conditional independence assumptions are widely accepted in the
development of Bayesian and Markovian approaches (e.g., in [12, 16, 18]). Under
this assumption and considering again the Bayes theorem, plugging (3) into (2)
implies:

P (yi|X, x̃) ∝
∑
ỹ∈Ω̃

P (yi|X)
p(X)

P (yi)
P (ỹ|x̃) p(x̃)

P (ỹ)
P (yi, ỹ) ∝

∑
ỹ∈Ω̃

P (yi|X)P (ỹ|x̃)P (yi|ỹ)
P (yi)

,

(4)
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where P (yi|X) is the posterior probability of the acquisition at finer spatial
resolution conditioned on all feature vectors in the D ×D patch, P (ỹ|x̃) is the
posterior probability computed for the acquisition at coarser spatial resolution
on the individual pixel corresponding to the patch, P (yi) is the prior probability
at the finer resolution, and P (yi|ỹ) is the conditional probability of the labels at
the finer resolution given those at the coarser resolution.

Given the size of the input multiscale data, as mentioned in the previous
section, P (yi|X) is estimated as the prediction P̂ (fcn)(yi|X) at the output of
the softmax layer of the FCN and P (ỹ|x̃) is predicted by the RF classifier in a
pixelwise manner as P̂ (rf)(ỹ|x̃).

Concerning the conditional probability P (yi|ỹ), first, stationarity is assumed.
Specifically, for each pair (ωk, ψh) of classes at the two resolutions, the joint
probability P{yi = ωk, ỹ = ψh} (k = 1, 2;h = 1, 2, 3) is assumed independent on
the pixel location i. Therefore, the conditional probability P{yi = ωk|ỹ = ψh}
is independent of the location as well. Denoting θk,h = P{yi = ωk, ỹ = ψh},
the joint probability matrix Θ = [θk,h] ∈ R2×3 collects the parameters of the
proposed method. Θ is estimated through an approximate formulation of the
EM algorithm [7, 27], as explained in the next section.

3.2 EM-based estimation of the transition probabilities
EM is a well-known iterative method to address maximum-likelihood parameter
estimation when the observations can be viewed as incomplete data [7, 27]. EM
has been proved to converge (under mild assumptions) to a stationary point of
the log-likelihood function [7, 41], although it does not converge, in general, to a
global maximum point.

Let S be the coarser-resolution lattice. If j ∈ S is a coarser-resolution pixel,
x̃j , ỹj , and Xj are its feature vector, its label, and the corresponding finer-
resolution tensor, respectively. The related D ×D subset of the finer-resolution
lattice is denoted as Dj . Let X be the tensor collecting all feature vectors xi at
the finer resolution and Y be the matrix collecting all corresponding labels yi
(∀i ∈ Dj ,∀j ∈ S). Similarly, let X̃ and Ỹ be the tensor of all feature vectors x̃j
and the matrix of all label ỹj at the coarser resolution, respectively (∀j ∈ S).
EM iteratively maximizes the following function with respect to the matrix Θ
of the parameters [7, 41]:

Q(Θ|Θt) = E
{
ln p(X , X̃ ,Y, Ỹ|Θ)

∣∣∣X , X̃ , Θt
}
, (5)

where the superscript t is the iteration index (t = 0, 1, 2, . . .) and p(X , X̃ ,Y, Ỹ|Θ)
is the joint distribution of all feature vectors and labels, in which the dependence
on Θ is explicitly emphasized. Equivalently:

Q(Θ|Θt) = E
{
ln p(X , X̃ |Y, Ỹ) + lnP (Y, Ỹ|Θ)

∣∣∣X , X̃ , Θt
}
. (6)

Here, Θ determines the joint distribution P (Y, Ỹ|Θ) of all labels, whereas the
probability density function p(X , X̃ |Y, Ỹ) of all observations, given all labels, is
not parameterized on Θ and does not depend on it.
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Specifically, in the proposed method, the function Q(Θ|Θt) is replaced by an
approximate formulation, in which we accept the following conditions:

1. The joint label distribution can be factored out as:

P (Y, Ỹ|Θ) =
∏
j∈S

∏
i∈Dj

P (yi, ỹj |Θ); (7)

2. For each coarser-resolution pixel j ∈ S, the label ỹj and all labels yi of the
related finer-resolution pixels i ∈ Dj are independent on the observations
associated with all other coarser-resolution samples x̃s, s ̸= j and all the
related finer-resolution samples xr, r ∈ Ds.

We recall that approximate formulations, based for instance on pseudo-likelihood
or mean-field concepts, have been widely used in the application of EM-type
algorithms to favor analytical feasibility or computational efficiency [14, 28, 44].
Here, conditions 1 and 2 are used precisely for this purpose, in the estimation of
the parameters Θ. However, it is worth noting that such approximation is not
involved at all in the training or prediction of the FCN and the RF classifiers.

Plugging (7) into (6), dropping the terms of (6) that do not depend on Θ,
and applying condition 2 lead to the following approximate formulation:

Q̄(Θ|Θt) =
∑
j∈S

∑
i∈Dj

E
{
lnP (yi, ỹj |Θ)

∣∣∣X , X̃ , Θt
}

=
∑
j∈S

∑
i∈Dj

E
{
lnP (yi, ỹj |Θ)

∣∣Xj , x̃j , Θ
t
}
. (8)

Since θk,h = P{yi = ωk, ỹj = ψh} (i ∈ Dj), we can write explicitly:

Q̄(Θ|Θt) =
∑
j∈S

∑
i∈Dj

2∑
k=1

3∑
h=1

αt
i,k,h ln θk,h, (9)

where αt
i,k,h = P{yi = ωk, ỹj = ψh|Xj , x̃j , Θ

t} (i ∈ Dj ; j ∈ S; k = 1, 2;h =
1, 2, 3; t = 0, 1, 2, . . .) and where:

2∑
k=1

3∑
h=1

θk,h = 1. (10)

The updated parameter matrix Θt+1 is obtained by maximizing the function
Q̄(Θ|Θt) in (9) with respect to Θ under the constraint in (10). Solving the max-
imization through the Lagrangian multipliers, we obtain, after straightforward
algebraic calculations (k = 1, 2;h = 1, 2, 3; t = 0, 1, 2, . . .):

θt+1
k,h =

1

|S|D2

∑
j∈S

∑
i∈Dj

αt
i,k,h, (11)
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where |S| is the total number of pixels in the coarser-resolution lattice (i.e., the
cardinality of S). Owing to the conditional-independence assumption in (3), one
can also prove that (i ∈ Dj ; j ∈ S; t = 0, 1, 2, . . .):

αt
i,k,h = At

i

θtk,hP{yi = ωk|Xj , Θ
t}P{ỹj = ψh|x̃j , Θt}(∑2

ℓ=1 θ
t
ℓ,h

)(∑3
ℓ=1 θ

t
k,ℓ

) , (12)

where At
i is a normalization constant that ensures that

∑2
k=1

∑3
h=1 α

t
i,k,h = 1.

In the proposed method, we evaluate αt
i,k,h by estimating the posteriors in the

numerator of (12) as in the previous section, i.e., through their predictions
P̂ (fcn)(yi|Xs) and P̂ (rf)(ỹs|x̃s) computed by the FCN on the finer-resolution lat-
tice and by RF on the coarser-resolution one, respectively:

αt
i,k,h = At

i

θtk,hP̂
(fcn){yi = ωk|Xj}P̂ (rf){ỹj = ψh|x̃j}(∑2

ℓ=1 θ
t
ℓ,h

)(∑3
ℓ=1 θ

t
k,ℓ

) , (13)

The approximate EM algorithm, integrated in the proposed method for the
estimation of the joint pixelwise probabilities Θ of the labels at the two resolu-
tions, is initialized with a uniform distribution Θ0 (i.e., θ0k,h = 1/6 for k = 1, 2
and h = 1, 2, 3). Then, it iteratively alternates (13) and (11) until convergence.

3.3 Multiresolution fusion through hierarchical probabilistic
graphical model

The second proposed method aims to perform the fusion of the multimodal mul-
tiresolution information through a pyramidal tree structure, where the imagery
can be inserted, modeled, and analyzed at its native resolution (see Fig. 2).

In this case, the root level (level 0) of the tree contains the coarse-resolution
image and the leaf level (level L) contains the fine-resolution image. Accordingly,
each root pixel corresponds to D × D leaf pixels. Starting from the leaf level,
intermediate levels (L− 1), . . . , 2, 1 are constructed as in a traditional quadtree,
by progressively halving the spatial resolution, and by associating the interme-
diate activations of the neural network at the corresponding resolution. Then,
the root, i.e., level 0 of the tree, is linked directly to level 1. Differently from a
conventional quadtree, where each consecutive level has a power-of-two relation-
ship with the previous one, here, many more connections are present between
the root and level 1. In particular, each pixel at the root corresponds to a patch
of (21−LD)× (21−LD) pixels on level 1.

A hierarchical probabilistic graphical model (PGM) is defined over this pyra-
midal tree. As compared to PGMs on hierarchical quadtrees, this partially irreg-
ular topology affects the formulation of the inference criterion and the top-down
and bottom-up flow of information across the levels.

Specifically, let Sℓ be the pixel lattice of level ℓ of the tree (ℓ = 0, 1, . . . , L)4.
We focus again, like in Section 3.1, on a single individual coarse-resolution pixel
4 In Section 3.2, the pixel lattice of the input coarser-resolution image was indicated
S. Here, it is denoted S0 to distinguish it from the other lattices in the tree.
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Fig. 2: Architecture of the MPM information fusion based on a quadtree.

(i.e., a single root pixel) and on the corresponding D × D patch at the fine
resolution (i.e., at the leaves), and we use the same notations x̃, ỹ, xi, yi, and X
for the observations and labels at the root and at the leaves (i ∈ SL). Here, we
extend the notation xi and yi to the feature vector and the label of a pixel i ∈ Sℓ

also in an intermediate level of the tree (ℓ = 1, 2, . . . , L− 1).
The inference is performed through the marginal posterior mode (MPM) cri-

terion [12]. Similar to [30], under suitable conditional independence assumptions
MPM can be formulated on the proposed pyramidal tree as follows (the proof is
omitted for brevity). Firstly, a top-down pass to compute the prior probability
of the class label, starting from the root to the leaves is performed. From the
root to level 1, this implies:

P (yi) =
∑
ỹ∈Ω̃

P (yi|ỹ)P (ỹ) ∀i ∈ S1. (14)

Then, from level 1 to the leaves:

P (yi) =
∑

y−
i ∈Ω

P (yi|y−i )P (y
−
i ) ∀i ∈ Sℓ, ℓ = 2, 3, . . . , L, (15)

where i− ∈ Sℓ−1 denotes the parent of a pixel i ∈ Sℓ not on the root (ℓ > 0).
Secondly, a bottom-up pass is performed from the leaves to the root to com-

pute the distribution of the label yi of each pixel i, given all observations of the
descendants of i in the tree (collected in a vector xdi ) [30]:

P (yi|xdi ) ∝ P (yi|xi)
∏
r∈i+

∑
yr∈Ω

P (yr|xdr)P (yr|yi)
P (yr)

, (16)

P (yi|yci , xdi ) ∝
P (yi|xdi )P (yi|yi−)P (yi−)

P (yi)ni
∀i ∈ Sℓ, ℓ = L− 1, L− 2, . . . , 0
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where i+ ⊂ Sℓ+1 is the set of the children of a pixel i ∈ Sℓ not on the leaves
(ℓ < L), yci collects the labels of all pixels connected to i in the tree, and ni
is the number of such pixels. Finally, a second top-down pass is performed to
compute P (yi|X, x̃) on all pixels i in the tree [30]:

P (yi|X, x̃) =
∑

yc
i∈Ωni

P (yci |yi, xdi )P (ỹ|X, x̃) ∀i ∈ S1, (17)

P (yi|X, x̃) =
∑

yc
i∈Ωni

P (yci |yi, xdi )P (yi− |X, x̃) ∀i ∈ Sℓ, ℓ = 2, 3, . . . , L. (18)

Accordingly, a pixel i ∈ SL is assigned the label that maximizes P (yi|X, x̃).
More details can be found in [30]. On the leaf level the predictions P̂ (fcn)(yi|X)

of the FCN on the finer-resolution image are used and incorporated in the PGM
through (16). On the root, the predictions P̂ (rf)(ỹ|x̃) from RF on the coarser-
resolution image are used. On the intermediate levels, the pixelwise posteriors
are computed through a softmax over the intermediate activations of the FCN,
after a pass through a convolutional layer whose number of filters is equal to |Ω|.
Accordingly, in the proposed approach, the hierarchical PGM on the pyramidal
tree addresses multiresolution fusion, merging the predictions from the deep
neural and ensemble components.

4 Experimental results
The proposed methods were tested on a multiresolution dataset for burnt area
mapping in case of wildfires. The dataset consists of an RGB image acquired
by an UAV with a spatial resolution of about 2 cm and the NIR channels of a
Sentinel-2 image with a spatial resolution of 10 m (Fig. 3(a)-(b)). In particular,
the UAV image has size of 16904× 20324 pixels. Given the relationship between
resolutions, D = 480. To maintain a reasonable number of levels and, simulta-
neously, model multiscale information, the drone imagery was resized to 4 cm
and 8 cm of resolution (i.e., L = 3). Hence, each Sentinel-2 pixel is the parent of
the 14400 pixels of the layer at 8 cm of resolution (with size 120× 120 pixels).

The study area is La Destrousse, Provence-Alpes-Côte d’Azur, France. The
drone image was acquired by INRAE (Institut National de Recherche pour
l’Agriculture, l’Alimentation et l’Environnement) Provence-Alpes-Côte d’Azur
research centre, Aix-en-Provence, shortly after the fire of 11 July 2018. The first
available Sentinel-2 image of the same zone is dated 14 July 2018.

The GT boundaries of the burnt area, provided by the experts, were found
with the canopy height model (CHM), measuring the height of trees, buildings,
and other structures above the ground topography [11] (see Fig. 3(c)). This
dataset was properly split in separate zones for training and testing the two
proposed methods (see Fig. 4(a)).

To our knowledge, the proposed approaches are the first ones combining mul-
tiresolution UAV and satellite images at their – very different – native resolu-
tions, for the mapping of burnt areas, therefore comparisons with state-of-the-art
methods developed for this specific task were not possible. Nevertheless, the re-
sults of the proposed approaches were compared with those of the baseline U-Net,
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(a) (b) (c)

Fig. 3: Input images and GT: (a) drone image at 2 cm resolution, (b) Sentinel-
2 image at 10 m resolution (the normalized difference vegetation index, NDVI,
is displayed), (c) the GT with the same resolution as of the drone image.

(a) (b) (c) (d) (e) (f)

Fig. 4: GT and classification results on the UAV image: (a) GT used for
testing (crop of Fig. 3(c)), and the classification results from (b) U-Net trained on
UAV data, (c) the first and (d) the second proposed methods, (e) deep learning
multiresolution fusion used for comparison, and (f) DBINet [9] trained on UAV
data. Class legend: burnt (red) and non-burnt (white).

trained on the drone image at fine resolution, with those of RF trained on the
satellite data at coarse resolution, and with a deep learning multiresolution fu-
sion architecture where the satellite data at coarse resolution are included in the
first convolutional layer as a bias scalar term given by the spectral information
of the pixel x̃ multiplied by a learnable weighting vector.

The method was also compared with a recent state-of-the-art approach for
burnt area segmentation combining CNNs and transformers, DBINet [9]. Since
the methodology does not involve a multiresolution input, it was trained either
with the UAV very-high-resolution data or with the satellite imagery.

The quantitative results obtained by the proposed methods and the two
approaches used for comparison are reported in Table 1 in terms of false and
missed alarm rates, and overall error rate with respect to the GT test tile. The
classification maps are shown in Fig. 4(b)-(f). On the one hand, the baseline
U-Net directly applied to the UAV image is quite effective in the discrimination
of burnt and non-burnt areas, as suggested by the results shown in Fig. 4(b) with
an overall error rate equal to 1.61%. The same can be said for DBINet [9], which
attains similar results in terms of overall error rate, 1.66%. However, despite
the output classification maps following the silhouette of the original GT map,
there are several missed alarms inside the burnt zone for U-Net. On the other
hand, the proposed pixelwise probabilistic fusion combining a few centimeters
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Table 1: Classification accuracies of the proposed methods and of the comparison
techniques.

Architecture False alarm rate Missed alarm rate Overall error rate
U-Net on UAV [34] 0.28 10.81 1.61
RF on Sentinel-2 [4] 0.27 20.34 3.17
DL multires. fusion 0.19 27.08 3.51

First proposed method 0.48 8.55 1.47
Second proposed method 0.19 7.43 1.17

DBINet on UAV [9] 1.01 6.29 1.66
DBINet on Sentinel-2 [9] 0.69 12.45 2.15

very high resolution RGB drone image and a multispectral satellite image with
ten-meter resolution shows more accurate results in terms of overall error rate,
alas with a small loss in terms of false alarm rate with respect to U-Net, and a
small loss in terms of missed alarm rate with respect to DBINet. On the contrary,
DBINet presents the highest false alarm rate, 1.01%, thus several false positives,
consistently with low missed alarm rate (see Fig. 4(f)). The classification map of
the first proposed method (Fig. 4(c)) is more visually smooth and accurate than
the result of U-Net and DBINet, thanks to the integration of the multispectral
Sentinel-2 data through the proposed approach.

The second proposed method, the multiresolution fusion through the hierar-
chical PGM, outputs the classification map after considering all the information
of the observation of the descendant pixels and the labels of all the connected pix-
els. Thanks to this multiresolution multispectral information fusion, the method
attains the best performances for the experimental validation with the UAV and
satellite images processed at their native resolutions, in terms of all the accuracy
metrics considered, except missed alarm rate. The overall error rate is slightly
higher than 1% and the false alarm rate is about 0.2%. As compared to DBI-
Net, it attains a slightly higher missed alarm rate, yet maintaining low values
for both false positives and false negatives. The classification map shown in Fig.
4(d) confirms the potential of this proposed model, as it is visually smooth and
accurate, especially in comparison with the original GT, outperforming not only
the baseline but also the previous fusion method.

The results of the deep learning multiresolution fusion (see Table 1 and Fig.
4(e)) suggest its potential in mapping burnt areas, reaching the lowest false alarm
rate of 0.19%, same as the second proposed method. However, the classification
map and the performances in terms of missed alarm rate and overall error rate
are poorer than those obtained by the two proposed techniques and U-Net.

The performances of the two methodologies trained on the satellite imagery,
RF and DBINet (on Sentinel-2) appear to be suboptimal with respect to the ones
obtained by the methodologies trained on the UAV imagery (U-Net and DBINet
on UAV), or on the fusion of the two multiresolution inputs (the two proposed
methods and the deep learning multiresolution fusion). This can be explained
by the lower number of training samples and the coarser spatial resolution of
the satellite imagery.

In general, the results in terms of missed alarm rate are worse than those
of false alarm rate, due to the imbalance of the classes in the dataset, where
“non-burnt” is clearly a majority class, thus prompting this behavior.
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5 Conclusion

This paper introduced two probabilistic fusion methods for the joint use of mul-
tiresolution imagery with a big mismatch in spatial resolution in the framework
of semantic segmentation tasks. In particular, the focus was on RGB images
collected by UAV and multispectral satellite data, thus bringing to a resolution
ratio between the input image sources of the order of the hundreds.

The methods were applied to a case study of wildfire burnt zones seman-
tic segmentation and experimentally validated with a real dataset consisting of
drone and Sentinel-2 image data collected over the South of France. The ex-
periments show the effectiveness of the two proposed methods for the detection
and mapping of zones affected by fires. The two developed techniques obtain
accurate classification results and maps, in particular for the approach fusing
multiresolution information through an irregular quadtree topology, a hierarchi-
cal PGM, and an FCN. This confirms the potential of the combination of FCN
architectures with PGMs on appropriate graphs.

Perspectives for future developments will involve the integration of the pro-
posed methodologies with transfer learning techniques to test it with image data
acquired by different sensors, thus characterized by different features, and asso-
ciated with different geographical areas. Furthermore, it would be interesting to
apply the method to different case studies related to other applications involv-
ing multiresolution input imagery with great mismatch in spatial, and possibly
spectral, resolution.
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