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Understanding the interface between quantum and relativistic theories is crucial for fundamental
and practical advances, especially given that key physical concepts such as causality take different
forms in these theories. Bell’s no-go theorem reveals limits on classical processes, arising from
relativistic causality principles. Considering whether similar fundamental limits exist on quantum
processes, we derive no-go theorems for quantum experiments realisable in classical background
spacetimes. We account for general processes allowed by quantum theory, including those with
indefinite causal order (ICO), which have also been the subject of recent experiments. Our first
theorem implies that realisations of ICO processes that do not violate relativistic causality must
involve the non-localization of systems in spacetime. The second theorem shows that for any such
realisation of an ICO process, there exists a more fine-grained description in terms of a definite
and acyclic causal order process. This enables a general reconciliation of quantum and relativistic
notions of causality and, in particular, applies to experimental realisations of the quantum switch,
a prominent ICO process. By showing what is impossible to achieve in classical spacetimes, these
no-go results also offer insights into how causality and information processing may differ in future
quantum experiments in relativistic regimes beyond classical spacetimes.

Introduction.— Understanding the interface between
quantum and relativistic theories is imperative in the fun-
damental context of quantum gravity and for developing
relativistic quantum information technologies. Concepts
such as causality and locality, which are central to how
we make sense of the world, take on different forms in
these theories (see also [1–3]).

Bell’s seminal no-go theorem [4] reveals fundamental
limits on classical deterministic processes. From minimal
axioms such as relativistic causality principles in space-
time (the impossibility of superluminal causation) and
free choice, it shows that such classical processes cannot
explain correlations observed in quantum experiments
[5]. This indicates that causality must work differently
in the quantum world in order to preserve free choice
and compatibility with relativistic principles [6], fuelling
a growing research program on quantum information-
theoretic approaches to causality (e.g., [7–14]).
Going further, a natural question is whether similar

fundamental limits on quantum processes arise from rel-
ativistic principles in spacetime. In this work, we derive
no-go theorems to address this question. We focus on
classical background spacetimes, which is the regime that
is currently experimentally accessible. To be fully gen-
eral, we consider all processes allowed by quantum the-
ory, which includes indefinite causal order (ICO) quan-
tum processes [7, 13, 14], modelling quantum protocols
which lack a fixed acyclic order between the quantum
operations. ICO processes have been widely studied for
the potential advantages they may offer for quantum in-
formation processing (e.g., [15–21]). However, important
questions about their physical realisability remain open.
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Specifically, numerous table-top experiments [22–31]
have claimed to implement a particular ICO process, the
quantum switch [14], in Minkowski spacetime (a definite
relativistic causal structure). There have been longstand-
ing discussions within the community about interpreting
these experiments [32–36]. Our results answer a funda-
mental unresolved question at the core of this discussion:
how can an indefinite quantum causal structure consis-
tently coexist with a definite relativistic causal structure?

Specifically, our first no-go theorem implies that, to
physically realise ICO quantum processes in spacetime,
it is necessary for the quantum in/output systems of the
operations not to be localised in spacetime. This feature
goes beyond Bell-type experiments, where one regards
these systems as being well-localised. Our second no-
go theorem shows that, as a consequence of relativistic
causality, even such realisations will ultimately admit a
fine-grained description in terms of a definite and acyclic
causal order process compatible with the spacetime struc-
ture.

To formalise these results rigorously, we propose a gen-
eral method that connects quantum and relativistic ap-
proaches to causality, which we present below. In par-
ticular, we introduce the novel concept of fine-graining
of quantum networks, which is also applicable to cyclic
quantum causal structures and is crucial for reconciling
the two causality notions. A comprehensive framework
backing this method, with additional results and appli-
cations, is presented in our accompanying paper [3].

Cyclic quantum networks— The standard quantum cir-
cuit paradigm describes information-theoretic structures
with a definite and acyclic ordering between operations.
Here, we start with a more general class of information-
theoretic structures, cyclic quantum networks, which will
allow us to recover indefinite causal order processes (and,
hence, their subset, standard circuits) as special in-
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stances.
We define a quantum network N ∶= (Nmaps,Ncomp) by

a setNmaps of completely positive maps (CPMs) together
with a set Ncomp of compositions, where each composi-
tion, represented as O ↪ I, indicates that the output
system O of a CPM is connected to the input system
I of another (or the same) CPM in the network. Each
in/output system can be involved in at most one compo-
sition. We denote by Nsys the set of all input systems I
and output systems O of the CPMs in Nmaps, with O and
I identified whenever O ↪ I ∈ Ncomp. A system is called
free if it is not composed with any other systems through
↪. Furthermore, a sub-network Nsub of N is a network
consisting of a subset of the CPMs and a subset of the
set of compositions of N. By plugging together all the
CPMs in Nmaps

sub through all the compositions in Ncomp
sub ,

one obtains a map Nsub from the free inputs to the free
outputs of Nsub. This is called the induced map of the
(sub)network, a CPM that is well-defined independently
of the order in which the compositions are performed.
Signalling and compatibility—Given a quantum network,
we can operationally detect the influence of one set A of
systems on another disjoint set B of systems through
signalling relations. This involves checking whether two
different interventions (quantum operations) on A lead
to distinct (distinguishable) states on B. The signalling

structure GsigN of a network corresponds to a directed
graph with nodes corresponding the powerset Σ(Nsys),
and a directed edge S1 Ð→ S2 between sets of systems
whenever there is signalling. A useful concept is that
of compatibility between a signalling structure and an-
other directed graph G (this may, for instance, capture
the causal structure of spacetime). Suppose each system
S ∈Nsys is assigned a node E(S) ∈ Nodes(G) of G through

some mapping E . Then we say that GsigN is compatible
with G iff for any two disjoint sets S1 and S2 of systems
in the network, denoting E(Sj) ∶= ⋃S∈Sj

E(S),

S1 Ð→ S2 is in GsigN

⇓
∃ directed path from E(S1) to E(S2) in G.

(1)

Fine-graining of quantum networks— We now introduce
the crucial concept of fine-graining, which is motivated
by physical and practical considerations. For example,
when the demand D and price P of a commodity mu-
tually influence each other, this is modelled as a cyclic
network in the classical data sciences. However, we know
that such a cycle actually represents a physical situation
where demand D1 at time t1 influences price P2 at time
t2 > t1 which influences demand D3 at time t3 > t2 and
so on. Thus, the coarse-grained cyclic network has an
explanation in terms of a fine-grained acyclic network,
which is why one would not regard the cycle as an exotic
physical phenomenon in this case. Here the systems D
and P are mapped to a set of systems {D1,D3, ...} and
{P2, P4, ...}, respectively, under fine-graining.

More formally, Figure 1 explains when a CPMMf can

M

A B

C D

= Mf

F(A) ... ... F(B)

F(C) ... ... F(D)

Enc

Dec

A B

C D

FIG. 1: Consider a CPMM with inputs A and B, and
outputs C and D and another CPMMf such that each
in/output ofM maps (through a map F) to a distinct
set of in/output systems ofMf . Then we say thatMf

is a fine-graining ofMf if there exists a pair (Enc,Dec)
of maps such that (i) the equality in the figure holds
and (ii) the signalling relations are preserved under
fine-graining, e.g., {A} → {D} ⇒ F(A) → F(D).

be called a fine-graining of another CPMM with respect
to a fine-graining map F . Then a network Nf is defined
to be a fine-graining of another network N whenever the
induced CPM of each sub-network ofNf is a fine-graining
of the induced CPM of a corresponding sub-network ofN.
Further details and examples of composition, signalling,
and fine-graining are given in the Supplemental Material.

Spacetime realisations and relativistic causality—To con-
nect the purely information-theoretic concepts discussed
thus far to the spatiotemporal picture in a general man-
ner, we model spacetime structure rather minimally, as
a partially ordered set T with order relation ≺. This
captures the causal structure of spacetime, for instance
P ≺ Q denotes that the event P is in the past light cone
of the event Q. We call this a fixed acyclic spacetime.

To realise an information-theoretic network N in a
fixed spacetime T , we define an embedding E , which as-
signs to each in/output system S ∈Nsys a set of spacetime
points or spacetime region i.e., E(S) ∈ Σ(T ). The image
of E identifies a finite set of spacetime regions, since Nsys

is finite. We can represent any such set of regions as a
directed graph GregT , called the region causal structure of
a spacetime T . Each nodeR of GregT is a spacetime region
R ∈ Σ(T ) and we have a directed edge from R1 to R2 iff
∃R1 ∈ R1 and R2 ∈ R2 such that R1 ≺ R2. Note that the
region causal structure can generally be cyclic (Fig. 2).

Central to our understanding of physical experiments
in spacetime is the ability to break down the experi-
ment into processes occurring within smaller spacetime
regions. Given a spacetime region R, we can partition
it into a set of disjoint regions as R = ⋃iRi. This may
correspond to a fine-graining of a system S embedded
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in the spacetime region R as F(S) = {Si}i, with each
fine-grained system Si embedded in a corresponding fine-
grained region Ri. Thus, given a network N and a space-
time embedding E of N, for every partition of spacetime
regions in the image of E , we can consider a correspond-
ing fine-graining of N. Physically, this captures a min-
imal requirement that agents (such as experimentalists)
can, in principle, perform interventions/physical opera-
tions within any of the smaller spacetime regions Ri, up
to some resolution of the partition. This resolution can
depend on the particular experiment, but for experiments
in acyclic spacetimes (i.e., those without closed timelike
curves like our physical Minkowski spacetime), the re-
gion causal structure over small enough regions {Ri}i is
acyclic.

Based on this observation, we define a spacetime real-
isation of a network N in a fixed acyclic spacetime T as
being specified by a spacetime embedding E of N in T ,
along with at least one fine-graining Nf of N associated

with an acyclic region causal structure Greg,fT . Crucially,
this does not imply that the order of operations in the
networks N and Nf is acyclic, as this has been treated
fully independently of the causal order on spacetime re-
gions, so far. To link the two orders, we use the concept
of compatibility to define a minimal relativistic causality
condition. We say that a spacetime realisation of a net-
work N in a spacetime T relative to an embedding E sat-
isfies relativistic causality only if the signalling structure
of the fine-graining Nf in the specification of the reali-
sation is compatible with a corresponding region causal

structure Greg,fT (Eq. (1)). This condition ensures the
impossibility of agents to signal outside the spacetime’s
future light cone through fine-grained physical interven-
tions.

Indefinite causal structures and no-go results— The pro-
cess matrix framework [13] is a prominent approach for
studying indefinite causal structures [7, 13, 14]. We con-
sider N -party processes where each party (or agent) Ai

acts within a local laboratory equipped with a pair of
input and output quantum systems, AI

i and AO
i , and can

perform any local quantum operation between these sys-
tems. The process matrix W describes the global envi-
ronment of these labs, telling us how they are connected.
Processes where parties act in a fixed acyclic order are
called fixed order processes, and the ones that do not
admit such an explanation are termed indefinite causal
order processes. We can describe any protocol specified
by a process matrix W in terms of a quantum network
NW,N , called the process network, by representingW as a
completely positive and trace-preserving map (CPTPM)
W, which is composed with the local quantum operations
of the N parties through feedback loops defined by the
composition operation ↪ [3]. We are now ready to state
our two main no-go results. The Supplemental Material
provides an intuitive proof sketch of both theorems while
highlighting the mathematics underpinning the relevant
assumptions.

Theorem 1. For any process W , no spacetime realisa-
tion of the corresponding process network NW,N , associ-
ated with an embedding E, can simultaneously satisfy the
following assumptions:

1. W is not a fixed order process.

2. The spacetime realisation satisfies relativistic
causality.

3. The spacetime region causal structure specified by
the image of E is acyclic.

A violation of condition 3 indicates that the agents’
in/output systems are not localised in spacetime. The
theorem, therefore, shows that physical (not violating rel-
ativistic causality) realisations of indefinite causal order
processes in a fixed spacetime necessarily involve a non-
localisation of systems in spacetime. The next theorem
concerns the fine-grained description of such realisations.

Theorem 2. Any spacetime realisation of an N -party
process network NW,N that satisfies relativistic causal-
ity will admit a fine-grained explanation in terms of a
network associated with a fixed order process W f over
M ≥ N parties.

Corollary 1. No spacetime realisation of a process net-
work NW,N can simultaneously satisfy the following:

1. Relativistic causality.

2. Absence of any explanation in terms of a pro-
cess admitting a definite, acyclic (information-
theoretic) causal order.

Implications for experiments—The quantum switch (QS)
corresponds to an abstract processWQS which, given any
two unitaries UA and VB (associated with agents Alice
and Bob, respectively) implements a quantum superposi-
tion of their order of action on a target qubit, depending
coherently on the state of a control qubit,

(α∣0⟩+β∣1⟩)C ∣ψ⟩T
WQSÐÐÐ→ α∣0⟩CVBUA∣ψ⟩T+β∣1⟩CUAVB ∣ψ⟩T

(2)
The QS is incompatible with any explanation in

terms of a definite causal ordering between Alice and
Bob’s operations and is regarded as having an indefinite
(information-theoretic) causal order. Meanwhile, numer-
ous table-top experiments [22–31] claim to implement the
QS in Minkowski spacetime, a definite and acyclic spatio-
temporal causal structure. It has been a longstanding
debate whether these experiments “implement” or “sim-
ulate” the indefinite causal structure of the QS.
Our results offer a distinct perspective to this debate at

both formal and conceptual levels. The process network
of the QS is associated with a cyclic information-theoretic
causal structure between the local labs of Alice and Bob,
as it enables bidirectional signalling between them. How-
ever, when physically realised in Minkowski spacetime,
Theorem 4 guarantees that the realisation will admit a
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A B

(a)

RA

RA
2

RA
1

RB

RB
2

RB
1t

x

(b)

A1 B1

A2 B2

(c)

FIG. 2: (a) A cyclic information-theoretic causal structure between systems A and B, which can arise in a network
that permits bi-directional information flow between them. (b) A cyclic region causal structure between spacetime
regions RA and RB (since each region contains an event in the past light-cone of an event in the other). (a) can be
compatibly embedded in spacetime by assigning regions RA and RB to A and B. The partition RA = RA

1 ∪RA
2 and

RB = RB
1 ∪RB

2 defines an acyclic region causal structure on 4 (sub-)regions. (c) depicts an acyclic fine-grained
causal structure of (a) associated with a spacetime realisation where the nodes A1, A2, B1, B2 are embedded in the
sub-regions of (b) (within which more fine-grained interventions can be performed). Our results indicate that the
quantum switch experiments have an analogous explanation: the abstract cyclic information-theoretic causal

structure unravels to acyclicity when realised in an acyclic spacetime.

fine-grained explanation in terms of a fixed and acyclic

causal order process W f
QS over a larger number of local

labs/operations. This reconciles the apparent tension be-
tween the two notions of causality in these scenarios.

If the fine-grained description (which has definite
causal order) is operationally verifiable, this provides a
concrete criterion to regard such experiments as useful
simulations rather than implementations of a fundamen-
tally indefinite causal structure. The fine-grained de-
scriptions involved in our results are indeed operational,
for agents can, in principle, perform physical interven-
tions on every system in the description to verify it oper-
ationally. The spacetime realization offers access to addi-
tional degrees of freedom compared to the process matrix
description, allowing for a larger set of interventions. For
instance, Alice (or Bob) could perform a different oper-
ation UA

1 or UA
2 (VB

1 or VB
2 ) depending on the time at

which they act, which would lead to a transformation
which is not generally possible in the original process
matrix of the QS,

(α∣0⟩+β∣1⟩)C ∣ψ⟩T
W f

QSÐÐÐ→ α∣0⟩CVB
2 UA

1 ∣ψ⟩T+β∣1⟩CUA
2 VB

1 ∣ψ⟩T
(3)

The fine-grained process can explain this and reproduces
the QS transformation when interventions are restricted
as UA

1 = UA
2 and VB

1 = VB
2 , even though it admits a def-

inite and acyclic causal order (see Supplemental Mate-
rial for details). The fine-grained interventions are cru-
cial for relativistic causality, forbidding signalling outside
the future light cone. We note that the connection be-
tween Eq. (3) and QS experiments has been previously
discussed [34], but this example only concerns a specific
class of QS realizations. Our results and conclusions ex-

tend to any process one could attempt to realise in a fixed
background spacetime, in any configuration.

Discussion and outlook— We presented two no-go re-
sults which reveal fundamental limits on quantum pro-
cesses realisable in classical background spacetimes, the
regime of current experiments. The theorems are derived
through a general approach applicable to all indefinite
causal order (ICO) processes, all spacetimes where the
lightcones define a partial order, and to all experimen-
tal realisations of the quantum switch (an ICO process)
in Minkowski spacetime [22–31], enabling a consistent
reconciliation of quantum information-theoretic and rel-
ativistic notions of causality.

The spatiotemporal non-localisation referred to in
Theorem 3 can also manifest in realisations of processes
with classical mixtures of causal order. Therefore, an im-
portant direction for future research is to precisely dis-
tinguish between classical vs non-classical forms of infor-
mation non-localisation in spacetime. Our work provides
fine-grained tools and insights for this future direction,
while linking it to previous work on causal inequalities.
For example, an interesting recent work [37] derives cor-
relation bounds satisfied by classical mixtures of fixed or-
der processes under a (coarse-grained) relativistic causal-
ity assumption. These are violated by an extended QS
protocol, suggesting a device-independent certification
of indefinite causal order (at the coarse-grained level).
However, our Theorem 4 implies that there cannot be
any causal indefiniteness at the fine-grained level in any
physical spacetime realisation of such a QS protocol. A
fine-grained analysis of this result within our framework
shows (consistently with Theorem 3) that the violation
of a causal inequality in such an implementation, if ob-
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served, could instead be attributed to non-classicality
in the spacetime localisation of the operational events
(in/output systems) [38]. For a more general and techni-
cally detailed discussion on the spatio-temporal interpre-
tation of causal inequalities and the assumptions of the
process matrix framework, see Section X of [3].

A related question is whether and how the advantages
of ICO processes for quantum tasks found in the abstract
information-theoretic approaches (e.g., [15–21]) translate
to physical experiments in spacetime. This motivates
a deeper exploration of whether non-classicality in the
spacetime localization of systems (which, as discussed
above, can persist despite a definite fine-grained causal
order) can serve as a resource for advantages in quantum
information processing tasks in spacetime.

Moreover, longstanding challenges persist in charac-
terizing which processes are physically realizable, as sev-
eral classes of abstract processes are known. Our present
work, alongside the companion paper [3], offers a top-
down and physically-motivated approach to address this
question formally using relativistic principles, which we
undertake in follow-up work [39, 40].

Finally, our approach of disentangling information-
theoretic and spatio-temporal causality notions, cou-

pled with our graph-theoretic proof techniques, could fa-
cilitate generalization beyond fixed classical spacetimes
and beyond quantum theory (using insights from a re-
lated theory-independent approach [1, 2]). For future
work, this sets the stage for a systematic examination
of whether our no-go theorems can be circumvented in
quantum-gravitational regimes (where spacetime geome-
try can be quantum) or post-quantum probabilistic theo-
ries. Such endeavours would be relevant for understand-
ing the role of causality and locality in future table-top
experiments of quantum gravity [41, 42] and can shed
light on how such fundamental notions may differ in dis-
tinct physical regimes, and the consequences for informa-
tion processing possibilities therein.
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Fabio Costa, Irati Alonso Calafell, Emma G Dowd,
Deny R Hamel, Lee A Rozema, Časlav Brukner, and
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causal inequalities and their violation. New Journal of
Physics 18 013008, 2016. https://iopscience.iop.org/
article/10.1088/1367-2630/18/1/013008
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SUPPLEMENTAL MATERIAL

I. Overview of concepts and notation

A. Information-theoretic networks

• N = (Nmaps,Ncomp): A (possibly cyclic) quantum
network defined by a set Nmaps of linear CP maps
and a set Ncomp of compositions between pairs of
in/output systems of the maps.

• Nsys and Σ(Nsys): The set of all in/output sys-
tems in a network N (up to identification of sys-
tems linked by composition), and the powerset (or
set of all subsets) of Nsys.

• Nsub: a sub-network of a network N.

• Nsub: induced map of a sub-network (Nmaps
sub ⊆

Nmaps, Ncomp
sub ⊆ Ncomp) Nsub (obtained by per-

forming the compositions Ncomp
sub on the maps in

Nmaps
sub .

• GNsig: The signalling structure of a network N.

• Nf : A network which is a fine-graining of a network
N. The maps and compositions of Nf are denoted
as Nf,maps and Nf,comp.

• NW,N andW: Network associated with an N -party
process matrixW , whereW is the CPTP map (pro-
cess map) of which W is the Choi representation.

B. Spacetime structure

• T : spacetime structure (a partially ordered set)

• R: A spacetime region, R ⊆ T

• GregT : A region causal structure of a spacetime T .

• Greg,fT : A region causal structure which is a fine-
graining of GregT .

• E : In the letter, this is mainly used to denote
the spacetime embedding which maps each system
S ∈ Nsys to a spacetime region E(S) ⊆ T . More
generally, it can be used to denote an embedding
of systems into any abstract causal structure.

C. Different types of order relations

• Ð→: Order relation defined on subsets of sys-
tems (S ∈ Σ(Nsys)) that denotes signalling between
them. Generally not a partial order.

• ≺: partial order relation defined on spacetime
points P ∈ T

•
RÐ→: Order relation defined on spacetime regions
R ⊆ T . Generally not a partial order.

II. Further details of our framework and
illustrative examples

A. Networks and composition

As explained in the main text, the general information-
theoretic structures that we consider, quantum networks,
are defined in terms of a set of completely positive maps
(CPMs) and a set of compositions specified in terms of
a relation ↪ on the in/output systems of the CPM. For-
mally, this relation corresponds to loop composition [32]
which is defined as follows.

Definition II.1 (Loop composition [32]). Consider a
CPM M where In(M) and Out(M) denote the set of
all input and output systems ofM respectively, and let
S ∈ In(M) and S′ ∈ Out(M) have isomorphic Hilbert

spaces H S ≅ H S′ . Then we can compose the output
subsystem S with the input subsystem S′ through loop

composition to obtain a CPMMS↪S′ , with In(MS↪S′) =
In(M)/{S′} and Out(MS↪S′) = Out(M)/{S}. The ac-

tion ofMS↪S′ is given as follows, where we take ρIn/{S
′}

to be an arbitrary state in L(In/{S′}), and treat, for
simplicity (and without loss of generality), S′ as the last
input subsystem.

MS↪S′(ρIn/{S
′}) ∶= ∑

i,j

⟨i∣SM(ρIn/{S
′} ⊗ ∣i⟩⟨j∣S

′

)∣j⟩S , (4)

where the bases appearing in the above equation are
taken by convention to be the computational basis of the
relevant system.

The usual sequential composition of quantum channels
can be equivalently expressed in terms of loop composi-
tion [3, 32]. For instance, the sequential composition
M2 ○M1 of a mapM1 (from A to B) followed by a map
M2 (from C to D) with H B ≅H C is equivalent to loop
composing B ↪ C inM1 ⊗M2.

B. Signalling structure of networks

Our main results rely on the notion of signalling which
is uniquely defined for a given network and can be op-
erationally inferred by agents, given black-box access to
the network. Signalling is defined as follows.

Definition II.2 (Signalling structure of a CPM). We
say that there is a signalling relation from a subset SI ⊆
In(M) of input systems to a subset SO ⊆ Out(M) of
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output systems of the mapM and denote it as SI Ð→ SO
if there exists a CPTPM NSI ∶ L(SI) ↦ L(SI) acting
locally on SI such that the following holds.

TrOut/SO
○M ≠ TrOut/SO

○M ○NSI . (5)

The set of all signalling relations ofM forms a directed
graph GsigM whose nodes are elements of the powerset (or
sigma algebra) Σ(In ∪Out) of In ∪Out, with a directed
edgeÐ→ between two nodes whenever there is a signalling
relation between those subsets. We refer to this graph as
the signalling structure ofM.

The reason for defining the signalling structure over
the set of sets of systems in the network is that we can
have a CPTP map M from an input system A to output
systems B and C, where {A} signals to {B,C} but {A}
does not signal to {B} or {C} (see [3] for an example).
However, in certain cases, such as unitary maps [11], sig-
nalling relations between pairs of individual systems is
sufficient to characterise all possible signalling relations
(also between sets of systems) as such situations where a
system signals to a set of systems without signalling to
subsets thereof are not possible there.

C. Fine-graining

We provide a more technical overview of the general
definition of fine-graining here (Definition 3.17 of [3]), as
the main text illustrated the special case of a CPM with
two inputs and outputs. Let M and Mf be two CPMs
and let F be a map that assigns to each input system I
from M a distinct set F(I) of input systems from Mf

and, similarly, to each output system O from M a dis-
tinct set F(O) of output systems fromMf . Mf is called
a fine-graining of M with respect to F if the following
two conditions hold: (i) there exists a pair (Enc,Dec) of
maps1 such thatM= Dec ○Mf ○Enc; (ii) the signalling
relations are preserved, i.e., a set I of inputs signals to a
set O of outputs inM implies F(I) signals to F(O) in
Mf (where F(I) ∶= ⋃I∈I F(I) and similarly for F(O)).

We can then extend this definition to networks: a net-
work Nf is a fine-graining of a network N relative a sys-
tems fine-graining F mapping each S ∈Nsys to a distinct
set of systems F(S) ∈ Σ(Nf,sys), if for every sub-network
of N, there is a corresponding sub-network of Nf such
that the induced map of the latter is a fine-graining of
the induced map of the former.

Figure 2 of the main text illustrates the concept of
fine-graining at the level of graphs. In this Supplement,
we illustrate two networks whose information-theoretic
causal structure would correspond to graphs of Figure
2 (a) and Figure 2 (c) respectively, such that the latter
network is a fine-graining of the former.

1 Enc is required to be a linear CPTP map and Dec must be a
linear CPTP map on the image ofMf

○Enc.

III. Indefinite causal order processes

A. The process matrix framework

Multiple frameworks [7, 13, 14] have formalised the
concept of indefinite causal order (ICO) processes. Here
we focus on the process matrix framework [13], and refer
the reader to [3] for details on how our results apply in
the equivalent framework of higher-order quantum maps
[14].

The process matrix framework [13] describes multi-
party protocols involving a finite set {A1, ..,AN} of
agents, where each agent is associated with a local quan-
tum laboratory having a quantum input system AI

i and
quantum output system AI

i . The most general opera-
tion that Ai can perform between these quantum in and
output systems is given by a quantum instrument Jai ,
parametrised by a choice of classical setting ai. Ai’s in-
strument for each setting ai is a set of CPMs from AI

i to

AO
i , Jai ∶= {MAi

xi∣ai
}xi∈Xi one for each outcome xi ∈ Xi.

Moreover, ∑xi
MAi

xi∣ai
is CPTP. The process matrix W is

an operator living in the joint state space of all in and
outputs A1

I ,A
1
O, ...,A

N
I ,A

N
O which describes the global

environment of these labs. Given a set of local CPMs,
one for each party MA1

x1∣a1
, ...,MAN

xN ∣aN
, the process ma-

trixW enables us to compute the joint probability of the
outcomes given the settings through the following rule

P (x1, ..., xN ∣a1, ..., aN) = Tr(⊗
i

M
AI

iA
O
i

xi∣ai
.W ), (6)

where M
AI

iA
O
i

xi∣ai
(living in the joint space of AI

i and

AO
i ) is the Choi-Jamiolkowski representation of the CPM

MAi

xi∣ai
. Importantly, a valid process matrix yields valid,

normalised probabilities through the above rule, for every
choice of local operations.

Processes compatible with a fixed acyclic ordering be-
tween the agents are called fixed order processes. We
illustrate this for the bipartite case. Consider a bipartite
process matrix W involving agents Alice and Bob. This
is said to be compatible with the fixed order Alice before
Bob, and denoted asWA≺B if Alice’s outcome is indepen-
dent of Bob’s setting, i.e. for all choices of local opera-
tions we get probabilities satisfying P (x∣ab) = P (x∣a).
Likewise for the fixed order process WB≺A, we have
P (y∣ab) = P (y∣b). If a process W can be expressed as
W = qWA≺B + (1 − q)WB≺A for some q ∈ [0,1], then W
is called causally separable and otherwise it is said to
be causally non-separable. Causally non-separable pro-
cesses are regarded as indefinite causal structures as they
do not admit an explanation in terms of any fixed or-
der process or convex mixtures thereof. For the general
multi-partite definition of these and related concepts, we
refer the reader to [44? ].
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M1

M2

B

A

A

(a)

Mf
2

B1 B2

A1 A2

Mf
1

A1 A2

(b)

FIG. 3: (a) A cyclic quantum network, where for suitably chosen CPMsM1 andM2, the information-theoretic
causal structure would be that of Figure 2(a) from the main text, where A B and B A. (b) Although (a) is
cyclic, it is possible that there exists a network, such as the one depicted here, that is a fine-graining of (a), where

the systems A and B map to the sets F(A) = {A1,A2} and F(B) = {B1,B2} of systems and whereMf
1 andMf

2 are
fine-grainings of the CPMsM1 andM2, respectively. The semicircles denote state preparations and denotes
trace. The fine-grained network clearly has an acyclic causal structure, that of Figure 2(c) of the main text, where
A1 B2 and B1 A2 are the only relations. See Appendix C and G of [3] for explicit examples of cyclic networks

that admit such acyclic fine-grainings. The quantum switch process is one such example.

B. The quantum switch process

The quantum switch is one of the simplest examples
of an indefinite causal order process and has attracted
much interest in the community. It can be described as a
4-partite process matrix WQS involving agents A, B, C
andD, where C acts in the global past of all others andD
in the global future. Thus the input CI and output DO

can be taken to be trivial, 1 dimensional systems. The
output of C and input ofD include the control and target
degrees of freedom, CO ∶= CO

C ⊗ CO
T and DI = DI

C ⊗DI
T

with the control being a qubit and target a qudit. The
process matrix is given by WQS = ∣WQS⟩⟨WQS ∣ where
∣WQS⟩ is

∣WQS⟩ =∣1⟫C
O
T AI

∣1⟫A
OBI

∣1⟫B
ODI

T ∣00⟩C
O
CDI

C

+ ∣1⟫C
O
T BI

∣1⟫B
OAI

∣1⟫A
ODI

T ∣11⟩C
O
CDI

C

(7)

This process matrix implements a coherence controlled
superposition of the orders C ≺ A ≺ B ≺ D (when con-
trol is ∣0⟩) and C ≺ B ≺ A ≺ D (when control is ∣1⟩) and
is depicted in Fig. 4. It can be shown that there ex-
ists no q ∈ [0,1] and fixed order processes WC≺A≺B≺D
and WC≺B≺A≺D such that WQS = qWC≺A≺B≺D + (1 −
q)WC≺B≺A≺D i.e., WQS is causally non-separable. Given

any unitary local operations UA ∶ AI ↦ AO and VB ∶
BI ↦ BO for A and B, WQS implements the following
transformation (same as Equation from main text upto
labelling of systems) on the control and target going from
global past to future

(α∣0⟩ + β∣1⟩)C
O
C ∣ψ⟩C

O
T

WQSÐÐÐ→α∣0⟩D
I
CVBUA∣ψ⟩D

I
T

+ β∣1⟩D
I
CUAVB ∣ψ⟩D

I
T

(8)

IV. Further details on main results

In this section, we provide an intuitive proof sketch
of the two main theorems stated in the main text, which
correspond to Theorems 8.1 and 8.6 from the longer com-
panion paper [3]. The full proof is provided in [3] as it
requires further technical details and intermediate results
to be rigorously formalised.
The action of a process W ∈ AI

1 ⊗AI
1 ⊗ ... ⊗AI

N ⊗AO
N

on the local operations of the N agents can be viewed
as a (possibly cyclic) quantum network NW formed by
the composition of a CPTPM W (the process map) from
inputs AO

1 ,...,A
O
N (outputs of the parties) to outputs

A1
I ,...,A

I
N (inputs of the parties) with the local opera-
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WQS

CO
C CO

T

AO BO

DI
C DI

T

AI BI

UA VB

MC

MD

(a)

CO

AI BI

AO BO

DI

(b)

FIG. 4: (a) The quantum switch process. Agent C prepares an initial state of the control and target (left side of
Eq. (8)). The target takes the blue path (going first to A and then B) or the orange path (going first to B and then
A) depending coherently on the state of the control being ∣0⟩ or ∣1⟩. (b) Information-theoretic causal structure of the

quantum switch. We have represented the causal structure with the arrows Ð→ rather than here as causal
relations and signalling relations (on individual systems) coincide in this example, and there are no new non-trivial
signalling relations over sets of systems. This is generally not the case for CPTPMs, but true for unitaries [11]. The
quantum switch process in (a) corresponds to a network of unitary channels as the process matrix WQS is the Choi
representation of a unitary channel WQS from CO

C , CO
T , AO, BO to AI , BI , DI

C , D
I
T , and the local operations are

unitaries as well. The causal structure is cyclic since Alice and Bob can signal to each other in both directions.

tions of the parties [3, 45]. NW , which is called the pro-
cess network, is the central object in these theorems, as
we have seen in the main text.

A. Proof sketch of Theorem 1

Theorem 3. For any process W , no spacetime realisa-
tion of the corresponding process network NW (associated
with an embedding E) can simultaneously satisfy the fol-
lowing assumptions:

1. W is not a fixed order process.

2. The spacetime realisation satisfies relativistic
causality.

3. The spacetime region causal structure specified by
the image of E is acyclic.

Proof sketch— The main step in the proof is an inter-
mediate result that we prove in [3] (Theorem 7.4), which
states that a process matrix W is not a fixed order pro-
cess if and only if the compatibility of the signalling struc-
ture of the corresponding network NW,N with a directed
graph G certifies the existence of a directed cycle in G.
The next step is to recall that once we embed NW,N in a

spacetime through an embedding E that maps each sys-
tem in the network to a node of a region causal structure
GregT , relativistic causality requires the signalling struc-
ture of NW,N to be compatible with the directed graph
GregT . It follows that imposing condition 1. and condition
2. of the theorem implies the existence of a directed cycle
in GregT , which is equivalent to a violation of condition 3.,
and establishes the theorem.

B. Proof sketch of Theorem 2

The proof of this theorem incorporates a natural phys-
ical requirement, which we call input-output correspon-
dence. This is satisfied in experiments where the de-
vice (e.g., wave plate) implementing an agent’s opera-
tion has a fixed and non-zero input-output processing
time, and does not forbid situations where agents re-
ceive/send quantum messages at a superposition of dif-
ferent input/output times.

We describe this property more formally before sketch-
ing the proof of the theorem. This condition ensures

that the spacetime regions RAI

and RAO

assigned to
the input and output systems AI and AO of each agent
A are fine-grained in a similar manner. Formally, for
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every fine-graining of RAI

into n subregions P1, ..,Pn

i.e, RAI = ⋃n
i=1Pi, we consider a corresponding partition

of RAO

into n subregions Q1, ..,Qn i.e, RAO = ⋃n
i=1Qi

such that Pi
RÐ→ Qi (Pi precedes Qi in the region causal

structure). Then we say that the regions RAI

and RAO

have a cardinality n relative to this partition. This con-
dition would be physically satisfied for instance if each
agent’s device has a fixed input-output processing time
∆t. Then if A’s lab is located at r⃗A and can receive inputs

at times t1, ..., tn, we have RAI = {(r⃗A, t1), ..., (r⃗A, tn)},
and RAI = {(r⃗A, t1+∆t), ..., (r⃗A, tn+∆t)}. Here the sub-
regions Pi and Qi are individual spacetime points and
RÐ→ reduces to the spacetime order relation ≺, clearly we
have (r⃗A, ti) ≺ (r⃗A, ti +∆t) for all i and the input-output
correspondence is satisfied.

Theorem 4. Any spacetime realisation of a process net-
work NW,N associated with any N -party process W that
involves an input-output correspondence and satisfies rel-
ativistic causality, will admit a fine-grained explanation
in terms of a fixed order processW f over a larger number
M ≥ N of possibly communicating local labs/“parties”.

We note that in the above statement of the theorem,
as compared to the version in the main text, we have
made more explicit the fact that the local labs in the fine-
grained description can be potentially communicating,
i.e., can generally have communication channels through
ancilliary systems, outside of those encoded within the
process.

Proof sketch— The proof can be broken down into the
following three steps.

1. Fine-graining and relativistic causality Recall
that a spacetime realisation of a network NW,N is speci-
fied by a spacetime embedding E of it into a region causal

structure GregT along with a fine-graining Nf
W,N of NW,N

defined relative to a partitioning of nodes of GregT . Specif-
ically, the partitioning is required to lead to an acyclic

region causal structure Greg,fT over the sub-regions in the
partition, capturing the essence of the fact that we are
realising the network in an acyclic background spacetime.
Relativistic causality imposes the compatibility between
the fine-grained signalling structure i.e., the signalling

structure of Nf
W,N with the acyclic region causal struc-

ture Greg,fT . This ensures that even fine-grained inter-
ventions (which are physically possible) in the spacetime
realisation cannot lead to signalling outside the space-
time’s future light cone.

2. Fine-grained network as a process network
In the next step of the proof, we invoke the input-output
correspondence which allows us to suppose that for each

party Ai, the in/output regions RAI
i and RAO

i have the
same cardinality ni relative to the partition defining the

region causal structure Greg,fT . The fine-grained network
will then, for each party Ai, have ni fine-grained input
systems corresponding to the coarse-grained input AI

i

and ni fine-grained output systems corresponding to the

coarse-grained output AO
i . It can be shown that Nf

W,N

corresponds to the composition of a CPTP map Wf

from all the fine-grained outputs (∑N
i=1 ni of them) to the

fine-grained inputs (∑N
i=1 ni of them), together with local

maps of M = ∑N
i=1 ni “fine-grained” parties. These par-

ties could be communicating, in the sense that the local
operations of two parties need not be in tensor product
form, but can have a memory connecting them. For ex-
ample, in Fig. 5, we have a tensor product form between
the local operations (in dark gray) of the two Alices and

two Bobs, by allowing an additional output O to say UA,f
1

and additional input I to UA,f
2 and including O ↩ I, we

allow for communication between the two Alices. Alto-
gether, this argument establishes that the fine-grained

network Nf
W,N is a process network associated with the

M ≥ N party process map Wf .

3. Fine-grained process has a fixed order The
final step is to show that the fine-grained process Wf

is a fixed order process i.e., has a well-defined acyclic
causal order according to the process matrix framework.
This immediately follows from Theorem 1 applied to the

fine-grained process network Nf
W,N , since it satisfies rel-

ativistic causality and is embedded in an acyclic region

causal structure Greg,fT . Hence, conditions 2. and 3. of
Theorem 1 are satisfied which implies that condition 1.
is violated, i.e., Wf must be a fixed order process.

C. Fine-graining of the quantum switch

Fig. 5 illustrates the fine-grained process network cor-
responding to a spacetime realisation of the quantum
switch process. As expected from Theorem 2, this
network corresponds to a fixed and acyclic causal or-

der process Wf
QS , where each in/output system S ∈

{AI ,AO,BI ,BO} is fine-grained to two systems S1 and
S2 where S1 is assigned an earlier spacetime region than
S2. This fine-graining in fact corresponds to the de-
scription of the quantum switch previously presented in
the causal box framework [32]. Here, when the control
is ∣0⟩, the target qudit arrives to Alice at time t1 and
Bob at time t2 > t1 (blue path) and a vacuum state ∣Ω⟩
(representing the absence of a physical system) occupies
the other path (orange path), and when the control is
∣1⟩ the target qudit arrives to Bob at time t1 and Al-
ice at time t2 > t1 (orange path) and a vacuum state
∣Ω⟩ occupies the other path (blue path). Thus, while
the coarse-grained systems S ∈ {AI ,AO,BI ,BO} were d
dimensional (qudit spaces), the fine-grained systems S1

and S2 are each d + 1 dimensional as they include the 1-
dimensional vacuum state ∣Ω⟩ which is orthogonal to the
remaining states. The fine-grained local operations act
identically to the coarse-grained operations on the non-
vacuum (qudit) subspace and leave the vacuum subspace
invariant (see [3] for details). Importantly, unlike the
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FIG. 5: Fine-graining of QS associated with its spacetime realisation: (a) A schematic of the fine-grained network

associated with typical spacetime realisations of QS. It is associated with a 6-partite process Wf
QS which is a fixed

order process but implements, for arbitrary unitaries UA and VB , the QS transformation of Eq. (8) from the control
and target received on CO to corresponding systems in DI when Alice and Bob (who now act at two distinct times
t1 and t2 > t1) apply the same unitary at both times. (b) The causal structure of the fine-grained network, which is
definite and acyclic. Here as well (similar to Fig. 4) we represent the causal structure with solid arrows as the causal

relations and signalling relations coincide.

coarse-grained QS process, the fine-grained network can
explain the transformation in Equation (3) of the main
text which involves 4 distinct unitary operations, but
nevertheless recovers the QS transformation of Eq. (8)

when restricting these operations to satisfy UA,f
1 = UA,f

2

and UB,f
1 = UB,f

2 .

We note that ,any previous works have suggested a
similar description of the quantum switch experiments,
in terms of vacuum states. Our theorems apply more gen-
erally and do not rely on the existence of such a vacuum
state and neither do they require perfect correlations be-
tween the control and the time of arrival of the qudit
which exists in this example.
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