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Abstract. Retail demand forecasting is an inherently complex problem as many 

different time-related factors as well as the correlation of demands in between 

each and every retail product have to be taken into account. In technical terms, 

retail demand forecasting is a multivariate timeseries forecasting problem where 

every single timeseries has to be not only analyzed but also predicted. Hence, 

added complexity is introduced necessitating the use of advanced methods with 

machine/deep learning backgrounds. Boosting models, such as XGBoost and 

LightGBM, are perfect choices with extensive bibliographic background and 

have been widely used to tackle multivariate timeseries forecasts. Simultane-

ously, recent advancements in deep neural networks have introduced new prom-

ising architectures that are yet to be applied on many different scenarios. There-

fore, within this paper, two of those architectures with different core compo-

nents are introduced, analyzed and applied. The Temporal Convolutional Net-

work based on Convolution and the Temporal Fusion Transformer based on the 

Transformer architecture, which uses self-attention, are compared to boosting 

methods as well as standard statistical approaches, namely Exponential 

Smoothing and Seasonal ARIMA. The results indicate that the deep learning 

networks are the better choices contributing to the notion that deep learning has 

extraordinary capabilities in relation to large scale, complex and noisy data and 

that the aforementioned newly adopted designs are excellent choices for multi-

variate timeseries forecasting. 

Keywords: Time Series Forecasting, Multivariate Forecasting, Retail Demand 

Forecasting, Boosting Models, Deep Neural Networks. 

1 Introduction 

Demand forecasting is a major challenge for retailers as it is the input for many opera-

tional decisions, especially for perishable goods with a high deterioration rate [11]. 

Retailers offer a vast variety of products via many different stores. Consequently, 

numerous forecasts are necessary daily to predict the demand of every item in every 

store. Therefore, it is of great importance to introduce methods that, regardless of 

scale and complexity, perform accurate forecasts. 

Time Series Forecasting (TSF) is the fundamental process of predicting future val-

ues after analyzing chronologically ordered past values and is applied in many differ-

ent fields such as energy consumption [3], financial analysis [17], sales forecasting 
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[18], anomaly detection [19], database optimization [5, 13] etc. TSF problems are 

inherently complex as there are time-related factors that must be taken into account; 

trend, seasonality and correlation of values based on time-distance [20]. 

Classical statistic models focus on univariate TSF, meaning the prediction of the 

future values of a single variable by observing the past values of that variable alone. 

But in today’s reality of big data and especially in relation to retail demand, multivar-

iate predictions are nothing sort of a necessity, hence the usage of complex machine 

learning models and, recently, deep learning techniques is required. Multivariate TSF 

may also be categorized in two main classes: 

1.  The usage of multiple past variables to predict one future variable, for example the 

prediction of electricity prices based on past electricity prices as well as past tem-

peratures, past gas prices etc. We can define this category as many-to-one. 

2. The usage of multiple past variables to predict multiple future variables, for exam-

ple predicting the future sales of 5 products based on the past sales of all 5 products 

interchangeably. We can define this category as many-to-many. 

The focus of this paper are multivariate TSFs of the latter category as retail demand 

forecasting is a many-to-many multivariate TSF. The contributions offered by the 

current paper are the following: 

• Bibliographic enrichment of recently proposed DNNs with promising architec-

tures. 

• A comparison of the aforementioned DNNs with well established Boosting meth-

ods that are often considered the golden standard in machine learning practices. 

• A benchmark comparison using popular statistical methods (ETS, ARIMA) that 

have, historically, been the default approaches in many different scenarios, includ-

ing retail demand forecasting.      

2 Background 

Multivariate TSF is characterized by nonlinearity and difficulties in detecting overall 

trends and seasonality [28]. Therefore, many specialized models of different mathe-

matical background have been developed to tackle the complexity of multivariate 

problems.    

An initial and intuitive approach is to treat TSF as a generic regression problem 

whilst converting “time” into input features and using well known machine learning 

models as predictors such as Support Vector Regression (SVR) [22], Random Forest 

[9] and Gradient Boosting models like LightGBM [25]. The inherent advantage of 

this approach is the preestablished research and bibliographic robustness of said re-

gression models. On the contrary, large multivariate datasets may include complex 

nonlinear correlations that are tedious to detect by equating TSF to general regression 

and simply applying generic regression models without tweaking their architecture.  

Meanwhile, deep neural network approaches that were initially designed to solve 

image and/or language recognition problems have now gained popularity in general 
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TSF problems. Convolutional Neural Networks (CNN) and Recurrent Neural Net-

works (RNN) are mathematically great choices offering models such as Long-Short 

Term Memory (LSTM) [10] and Convolutional LSTM (ConvLSTM) [24]. These 

models are able to detect complex dependencies as they are designed to learn from 

both short- and long-term time correlations. A potential disadvantage is handling 

aperiodic and noisy data as these models depend on the existence of seasonality. Re-

cently, to resolve the aforementioned issues, a new network architecture has been 

proposed, the Temporal Convolutional Network (TCN) [2]. It is described as straight-

forward in its convolution architecture and has the ability to create both deep and 

wide networks that are more resilient to aperiodic inputs. 

Current advancements in hardware technology, mainly GPUs, reveal the capability 

and benefits of running deep learning processes in parallel. RNN’s are unable to par-

allelize their internal calculations as they, by design, read and produce predictions in 

sequence. Hence, the Transformer model [27] was proposed that depends on multi-

head self-attention which can easily be parallelized. Since then, many different novel 

designs based on self-attention have surfaced including the Temporal Fusion Trans-

former (TFT) [16] which improves the original concept by allowing the use of known 

past and future covariates as inputs and focusing on predicting multiple outputs. 

3 Model Analysis 

In the following paragraphs an overview of every model studied within this paper will 

be presented, focusing more on Deep Neural Networks (DNNs) and their architecture.  

3.1 Multivariate Boosting 

XGBoost (eXtreme Gradient Boosting) is an optimized distributed gradient boosting 

library designed to be highly efficient, flexible and portable [4]. It implements parallel 

tree boosting (also known as GBDT, GBM) under the Gradient Boosting ensemble 

learning framework. LightGBM is another boosting framework that uses tree-based 

learning algorithms. It is considered a predecessor to the XGBoost framework that 

achieves faster training speed and higher efficiency [15]. LightGBM uses histogram-

based algorithms [14] which bucket continuous feature values into discrete bins and 

grows trees leaf-wise (best-first) [23]. It is currently considered one of the standard 

machine learning frameworks and has been heavily analyzed [12, 1]. 

In terms of multivariate TSF, both boosting algorithms use time dependent covari-

ates such as numerical values representing the day of the week, month, year etc. or 

boolean values revealing if the current day is a weekday, holiday etc. to explain the 

time axis as well as the values of each series as input. By design, the output of the 

regressor is one dependent variable, therefore this approach can only solve a many-to-

one multivariate TSF. To forecast many-to-many time series, n number of separate 

predictors need to be implemented where n equals the number of time series in the 

current problem. Simply put, instead of solving the initial problem directly, this meth-

od solves numerous many-to-one problems. In fact, via this process, every general 
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regression machine learning model may be used to solve many-to-many multivariate 

TSFs. 

A seemingly obvious disadvantage is the huge number of predictors necessary for 

larger scale TSFs but, in reality, both the execution time is faster and the size in 

memory is lower compared to complex DNNs that solve the problem directly.    

3.2 TCN 

A Temporal Convolutional Network (TCN) [2] addresses TSF problems with the 

usage of convolution. At its core, TCN applies multiple dilated, causal 1D convolu-

tions on its input to create an equally sized output. A convolution is causal when an 

output at time t is convolved only with elements from time t and earlier. For univari-

ate TSF, 1D (one dimensional) convolutions are straightforward to explain; the only 

dimension is time with every timestep being assigned a single value. One would as-

sume that multivariate TSF problems would require 2D convolutional layers and 

technically they are equivalent to a 2D convolution with kernel size (k, n), where n is 

static and equal to the number of timeseries, but they are still 1D in the sense that the 

window only moves along a single axis, the time axis, and the kernel size is essential-

ly just k. 

The dilated convolution of a 1D sequence 𝑥 ∈ 𝑅𝑛 and a filter 𝑓 ∶ {0, … , 𝑘 − 1} →
𝑅 is defined as the operation 𝐹 on element 𝑠 of the sequence so that: 

 𝐹(𝑠) = (𝑥 ∗𝑑 𝑓)(𝑠) = ∑ 𝑓(𝑖)𝑘−1
𝑖=0 ∙ 𝑥𝑠−𝑑∙𝑖 (1) 

where 𝑑 is the dilation factor, 𝑘 is the kernel size and 𝑠 − 𝑑 ∙ 𝑖 is the direction in 

the past. Essentially, dilation adds a fixed step in between every two consecutive filter 

taps.  

To actually train and forecast via convolution, as the output has to be equal to the 

input, the network will equate its output to the values of the timeseries shifted forward 

by the forecast window, hence the tail of said output is the forecast. 

The architecture of the current TCN follows that of [2] and shall be broken down 

in three levels as visualized in Fig. 1: 

1. The network consists of sequential Residual blocks that contain a branch leading 

out to a series of transformations ℱ, whose outputs are added to the input 𝑥 of the 

block: 

 𝑜 = 𝐴𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛(𝑥 + ℱ(𝑥)) (2) 

Every block has a dilation factor that increases exponentially (base b) per block. 

The number of blocks m is decided automatically so that full history coverage can be 

achieved, meaning that every output value has been affected by every input value.  

2. Every Residual block consists of 2 Convolutional layers that are followed by a po-

tential weight normalization, a ReLU activation to achieve non-linearity and a spa-

tial dropout layer. Assuming input 𝑥 with n timeseries (meaning depth of n), the 

number of filters f, used during convolution on it, will change the depth of the out-
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put to f. More specifically, the first layer of the first block will have an input depth 

n and an output depth f. During the element-wise addition as defined in (2) the 

shapes of 𝑥 and ℱ(𝑥) will be incompatible. For that reason, a 1 × 1 Convolution is 

applied on 𝑥 to adjust its dimensions accordingly. Similarly, the last convolution 

layer of the last block will receive an input of depth f and it has to output the fore-

cast, therefore a tensor of depth n. The ReLU activation is skipped during that last 

output as the forecast is allowed to contain negative values. 

3. The Convolutional layers of every block apply filters with kernel size k dilated by 

d.  

 

Fig. 1. The TCN architecture in three levels with kernel size as k, dilation exponent base b, 

Residual block number m and dilation factor d. 

3.3 TFT 

The Temporal Fusion Transformer [16] is a DNN designed to learn both long- and 

short-term relationships from time-varying inputs. It employs a sequence-to-sequence 

layer of LSTMs to learn short-term correlations and a multi-head attention block for 

long-term dependencies. Gating mechanisms are also present to skip potentially use-

less parts of the network, as well as variable selection networks that, for multivariate 

inputs, assign weights to each timeseries for a given timestep. The input accepted by 

TFT is not only past values with potential covariates but also future known values - 

future covariates. The prediction performed by TFT is probabilistic, using a quantile 

forecast to asses best-worst case scenarios which are extremely practical in applica-

tion. If such analysis is not desired, as within this study, the 50% quantile is outputted. 

Fig. 2 visualizes the TSF architecture based on [16] but with the lack of Static Encod-

ers as Static Metadata are not examined. 
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Fig. 2. The TFT architecture. 

The Gated Residual Network (GRN) of the TFT gives the model the flexibility to 

apply non-linear processing only where needed. Given input 𝑎: 

 𝐺𝑅𝑁𝜔(𝑎) = 𝐿𝑎𝑦𝑒𝑟𝑁𝑜𝑟𝑚(𝑎 + 𝐺𝐿𝑈𝜔(𝜂)) (3) 

where 𝐺𝐿𝑈 is the gate, 𝜔 denotes weight sharing as weight is shared throughout 

the GRN and 𝜂 ∈ 𝑅𝑑𝑚𝑜𝑑𝑒𝑙  (𝑑𝑚𝑜𝑑𝑒𝑙  is the hidden state size which is common across 

TSF) is the end result of two Linear transformations with an ELU [6] activation func-

tion in between. The GLU is then defined as: 

 𝐺𝐿𝑈𝜔(𝜂) = 𝜎(𝑊3,𝜔 𝜂 + 𝑏3,𝜔) ⨀ (𝑊4,𝜔 𝜂 + 𝑏4,𝜔) (4) 

where the weights and biases are indexed starting with 3 as 1 and 2 are used in the 

Linear transformation, ⊙ is element-wise Hadamard product. This gate acts as a cut-

off as it may output values close to 0 and based on (3) only the initial input will move 

on. 

Within the variable selection network, the weights are calculated based on the flat-

tened vector of all the past or future inputs (depending on encoding/decoding), mean-

ing all the values of every timeseries for every past/future timestep. 

Attention, in general, is defined as the scaling of values 𝑉 ∈ 𝑅𝑁×𝑑𝑉  based on rela-

tionships between keys 𝐾 ∈ 𝑅𝑁×𝑑𝑎𝑡𝑡𝑛 and queries 𝑄 ∈ 𝑅𝑁×𝑑𝑎𝑡𝑡𝑛. The scaled dot-

product attention, which is a common choice [27], is: 

 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄, 𝐾, 𝑉) = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝑄𝐾𝑇/ √𝑑𝑎𝑡𝑡𝑛) × 𝑉 (5) 
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In multi-head attention, multiple copies of the attention module are used in parallel. 

Each head captures different relationships between the input values. To be able to 

extract feature importance and interpret the predictions, TFT uses a modified multi-

head attention that shares values in each head, and employs additive aggregation of all 

heads [16]. 

4 Performance Evaluations 

4.1 The Dataset 

To evaluate the aforementioned TFS methods within the retail demand forecasting 

field, a sales dataset is sourced from [26]. It contains the daily sales of 50 items in 10 

different stores over the timespan of 5 years. Therefore, in terms of timeseries analy-

sis, the dataset can be deconstructed as a multivariate set of 500 timeseries, the sales 

of every item for every store. The forecasting problem is predicting future sales based 

on the historical sales of every item, hence a many-to-many multivariate forecast. To 

properly stress test the models and investigate their ability to withhold long term cor-

relations, a relatively large history window is provided to every model, a year, so as to 

forecast 30 timesteps (days) in the future. The sales statistics for every timeseries is 

displayed in Table 1. It’s important to note that the values have been 0-1 scaled and 

the timeseries are split in train, validation and test sets so that the train timespan is 3 

years and both the validation and the test set are 1 year.     

Table 1. Basic statistic values for every sale in every store. 

Metric Values 

Mean 0.23 

Std 0.12 

25% quantile 0.13 

Median 0.20 

75% quantile 0.30 

 

The 75% percentile is just 0.3 while the max is by design 1. This might indicate the 

existence of numerous outliers or the fact that some items in some stores might sell in 

way bigger quantities which does make logical sense, for example milk vs bicycles. 

To investigate this, the boxplot of the mean sales of every item-store combination (the 

500 timeseries) is graphed in Fig. 3. It seems that, even though more popular items do 

exist, on average the sales are consistent throughout without outlier mean values. 

Subsequently, we can conclude that the timeseries do have sale spikes individually. 

Moreover, a reasonable thought is that those spikes might happen during specific days 

or months. Fig. 4 displays the boxplots per weekday (a) and month (b). The results 

indicate that sale spikes aren’t weekday or month dependent ergo they are possibly 

outliers that will be challenging to detect. This adds an extra layer of difficulty to our 

forecasts as it will test the resiliency of each method to noise. To assist each model in 
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its endeavor to handle said noise, a single covariate timeseries is added that explicitly 

states, for every day within the timespan, the weekday, the month, the year and if the 

current day is some form of holiday based on the US holiday calendar as the dataset 

originates from there. 

 

Fig. 3. Boxplot of mean values of every timeseries. 

 

Fig. 4. Boxplot of sales per weekday (a) and month (b) for every item in every store. 

4.2 Model Fine-tuning and Training 

Each model previously introduced has a list of potential hyperparameters that can be 

fine-tuned to optimize a forecasting score. Fine-tuning is performed via repeated 

train-validation. 

At this point it’s important to note some computational costs. Whilst the 

LightGBM and XGBoost models compute quite fast, the same cannot be said for the 

TCN and TFT models. To yield results within reasonable timespans on a single Nvid-

ia Tesla P100 GPU some maximums need to be set and they have to be applied on 

every model so as to preserve fairness of comparison. Ideally, every model is trained 

and validated on the entirety of the training and validation set accordingly. To reduce 

these exhaustive training/validation iterations, a maximum number of 50 iterations is 
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set. The algorithm will pick a random valid starting point (same seed for all models) 

within the timespans and start training/validating from that point on. Then this process 

is repeated 49 more times. Another limitation is the usage of random search within the 

hyperparameter space, which is limited to 100 iterations. The maximum number of 

estimators for boosting algorithms and epochs for neural networks is set to be 400 and 

early stopping is applied every 50 rounds to return the best performing model. 

Table 2. Hyperparameters used and selected (bold) during fine-tuning. 

XGBoost LightGBM 

The dropout rate: 0, 0.1, 0.3. 

The learning rate: 0.001, 0.01, 0.1. 

The hessian: 0.5, 1, 2. 

The gamma: 0.01, 0.1, 1.  

The maximum depth: 5, 10, 20, None. 

The dropout rate: 0, 0.1, 0.3. 

The learning rate: 0.001, 0.01, 0.1. 

The hessian: 0.5, 1, 2. 

The number of leaves: 100, 200, 300. 

The maximum depth: 5, 10, 20, None. 

TCN TFT 

The dropout rate: 0, 0.1, 0.3. 

The learning rate: 0.001, 0.01, 0.1. 

The kernel size: 2, 3, 4. 

The number of filters: 2, 3, 4. 

The dilation base: 2, 3, 4. 

The use of weight norm.: True, False. 

The dropout rate: 0, 0.1, 0.3. 

The learning rate: 0.001, 0.01, 0.1. 

The size of the state: 8, 16, 32. 

The number of LSTM layers:  1, 2, 3. 

The number of attention heads: 2, 4, 8. 

Multi-head attention on both  

encoder and decoder: True, False. 

 

The hyperparameters of each model are presented in Table 2 with optimal in bold. 

The search minimizes the MSE loss. The optimizers used during training are not part 

of the hyperparameters; DART [21] is used for boosting and Adam [8] for the neural 

networks. The batch size is also kept static and equal to 64. 

4.3 Results 

After fine-tuning each model, they are tested on the test set. In addition to every 

method used, an Exponential Smoothing (ETS) as well as a Seasonal ARIMA 

(SARIMA – via the Auto-ARIMA method [7]) are also performed in a univariate 

way; for every single timeseries the models are fine-tuned and then tested. This pro-

cess sets a more advanced benchmark compared to possible naïve methods such as a 

typical moving average as well as portraying how effective classical statistical mod-

els, that are heavily used to this day, really are in a multivariate scenario. Table 3 

presents the results using multiple metrics and for each metric the mean score (top) as 

well as the median score (bottom) are displayed as the models forecast multiple times 

for all 500 timeseries. 
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Table 3. Forecasting results of each method based on different metrics (mean on top, median 

on bottom).  

Method 

(rank) 

Metrics 

ETS 

(6) 

SARIMA 

 (5) 

XGBoost 

 (4) 

LightGBM 

(3) 

TCN 

(2) 

TFT  

(1)  

MAE 
0.031  

0.030 

0.028 

0.026 

0.024 

0.023 

0.022  

0.022 

0.021 

0.021 

0.021  

0.021 

sMAPE 
20.16 

19.38 

18.36 

17.35 

16.26 

15.37 

15.48 

14.06 

14.67 

13.60 

14.38 

13.41 

MSE 

(× 10−4) 

17 

14 

13 

11 

9 

8 

8 

7 

7  

6 

7  

6  

RMSE 
0.039 

0.038 

0.034 

0.033 

0.030 

0.029 

0.027 

0.026 

0.026 

0.026 

0.026 

0.025 

R2 -0.423 

-0.402 

-0.232 

-0.071 

0.101 

0.140 

0.210 

0.276 

0.289 

0.339 

0.320 

0.349 

 

After inspecting the results, it is clear that both boosting and DNN methods are su-

perior to the standard statistical methods. It should be noted that multivariate versions 

of ARIMA do exist but, as an attempt was made to apply them on the current TSF 

problem, it was quickly revealed that they were extremely inefficient for the large 

number of timeseries present. Consequently, the usage of more advanced algorithms 

for bigger scale multivariate TSF is nothing sort of warranted. By comparing boosting 

methods to DNNs, the results are in favor of the neural networks. With TFT having 

the best results and TCN being a close second, the future of these architectures but 

also DNNs in general seems bright for multivariate TSF problems. As per their de-

sign, the neural network approaches are able to extract dependencies and correlations 

even in extremely large, complex and noisy timeseries. That said, their training and, 

more importantly, fine-tuning is marginally slower and resource heavier than the 

boosting counterparts. Using a single Nvidia Tesla P100 GPU, the boosting methods 

were able to be fine-tuned in under two hours whilst the DNNs needed more than six. 

Nonetheless, both TFT and TCN are excellent predictors and the better approach for 

the current retail demand forecasting problem. 

5 Conclusions 

Throughout this paper, the retail demand forecasting problem is addressed. Retail 

demand forecasting is essentially a multivariate timeseries forecasting problem that 

introduces large numbers of timeseries that are mutually dependent.  

Within this scope, newly suggested DNN architectures have been introduced, ana-

lyzed, tuned, trained and tested. At the same time, highly praised and frequently used 

machine learning regressors based on boosting methods are also tuned, trained and 

tested. 

The results indicate that neural networks and deep learning is an excellent ap-

proach to multivariate TSF and by extension retail demand forecasting. Both the 
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Temporal Fusion Transformer and the Temporal Convolutional Network surpass 

XGBoost and LightGBM as well as staple statistical methods, namely Exponential 

Smoothing and Seasonal ARIMA. 

The main conclusion is that deep learning techniques are exceptionally accurate 

even under the complexity of multiple noisy timeseries. New and improved designs, 

such as TFT and TCN, are able to overthrow the current machine learning standards 

in multivariate TSF. Secondly, the boosting algorithms are a great alternative when 

resources are limited yielding great overall results. Lastly, statistical methods seem to 

fall behind and, as the number of data increases worldwide, their usage might seem 

obsolete. They are a great tool for quickly analyzing any given timeseries but as soon 

as more variables are introduced with increased complexity, more advanced models 

should be considered instead. 

 As for future work, new DDN preprocessing methods may be introduced to de-

noise the data, potentially perform timesries classification to inspect which items are 

highly correlated and consequently tweak the architecture of the neural networks so as 

to process said information to yield better results. 
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