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Abstract. Malicious developers are developing unsafe mobile apps which puts 

users at risk of exposing their personal data in unsafe hands. They are using tech-

niques that change over time and their intention is to bypass the detector systems 

which are mostly rule- based. This paper avoids the limitations of rule-based sys-

tems by building a novel malware detector that can detect malicious apps by 

making use of machine learning techniques primarily focusing on deep neural 

networks i.e. deep multi-layer perceptron. These techniques have various prop-

erties that can adapt and identify various types of malicious applications. Simu-

lation results on various datasets demonstrate clear superiority of this detector 

over other approaches, as this approach achieves 99% accuracy. Also, the detec-

tor is efficient enough to detect within 100 milliseconds or less due to the intelli-

gent use of autoencoder which reduces the dimensions in the feature. 

Keywords: Deep neural network, malicious mobile apps, android. 

1 Introduction  

The influx of range of applications in mobile environments have outpaced the desktop 

in the last few years. Users now seamlessly install apps with a click of a button and start 

using them. On average a user utilizes diverse range of apps regularly on daily basis to 

carry out various activities. For example, users check the timetable of their transport to 

plan their routes to various places. They keep track of their finances by checking their 

bank balances and financial transactions from their app. The most used apps are mes-

saging based which allow sending text and multimedia messages to their friends, col-

leagues and families. Social apps allow users to connect to their nearest ones. Shopping 

apps allow users to place orders to have their items delivered to their homes. Looking 

at these various types of apps, they have access to messages, phone calls, data usages. 

Some of this information are sensitive & private and some of these provide premium 

services which cost the users money. Before installing an app, the apps ask for various 

permissions at the beginning of the installation. This allows the user to make a decision 

whether to allow the app to access permissions. Most users ignore them before the in-

stallation. This essentially creates a loophole. A user can install malicious application 



without proper checks. Some of the example apps that have access to user per app are 

listed in Table 1. 

 

Table 1. Android apps with various uses and permissions 

Application Use Permissions 

WhatsApp Messaging Photos, Contacts 

Skype Video Conference Phone Calls, Contacts 

Messenger Messaging Photos, Phone Calls, Contacts 

HSBC Check Bank Balance N/A 

Google Maps Plan routes Location 

Gmail Read Emails Contacts, Photos 

 

Rule-based systems can detect known malware and look for traits and characteristics 

that exist in malicious applications. The performances of these detectors are very high 

and prevent applications being installed on a user’s phone. Malicious developer can 

create a changed version with new characteristics to stop being detected. The old rules 

in the detector will not highlight this new app as malicious. Thus, apps which are up-

dated regularly will avoid detection. 

Traditional machine learning techniques such as naïve Bayes, decision trees, support 

vector machine & boosting have been used in [1] to detect malicious executables. They 

either look at the source code or the behavior of apps. These involve looking at consec-

utive bytes in executables stored on disk or in memory and creating features from these 

bytes which are fed into the classifiers. The work has achieved reasonable performance 

but faced a large feature space and had to maintain many of these features. In [2] these 

two issues are resolve by compressing the feature space using various hashing tech-

niques. Surprisingly, the same level of performance was retained. Rather than reading 

the binaries directly, in [3, 4, 5], static flow analysis is used instead, whereas static 

function analysis is used in [6, 7]. Another work performs static code analysis on source 

code. It finds the relations between function and permissions. The work focuses on deep 

learning techniques which cater for more combinations and sophisticated data. Some 

techniques look at the behavior of apps and users. The systems look at the traces of 

application uses by users and monitor the usage in real time. These papers [8, 9] look 

at the patterns in the users. 

Most of the executions take place within the mobile device where there are limits on 

computation, storage and battery life. Some experiments take place on remote servers, 

which mimic the mobile environment within hostile environments [10, 11, 12]. Alt-

hough this allows for more exploits to be tested, it overlooks the limitations imposed 

on mobile devices. 

Generative and discriminative classification techniques impact on how to solve a 

classification problem. Some find discriminative techniques such as support vector ma-

chine is useful in text and image categorization [13, 14, 15]. These essentially finds the 

boundary between the classes. On the other hand, generative techniques such as naïve 

Bayes are even more useful. Generative classifiers have been used in spam classifica-

tion and find the distribution of each class. 
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Many applications request permissions from users that apps do not use at all. In [18, 

19] their analysis reveals find many apps request permission that can be deemed harm-

ful and risky to normal users. Permissions provide access to various actions and in many 

cases one permission give access to multiple actions [20, 21, 22]. In this scenario, the 

user is giving away more control to the app than necessary. For example, a particular 

permission gives the app access multiple API calls. Some of these calls are necessary 

and others can be mishandled and expose the user’s private information such as mes-

sages, photos, call history, etc. which the app may not necessarily need but can exploit 

to carry out promotional activities. 

Area Under ROC Curve (AUC) is a popular metric to verify the performance of a 

classifier. An area close to 1 indicates a good classifier but with a highly imbalanced 

dataset, this metric can be biased and may be biased to a particular class. To overcome 

this problem, some suggest using F1 as the metric as a more reliable metric to determine 

the performance of imbalanced dataset. In the paper, to avoid the problem of overfitting 

to a particular class, k-fold cross validation is selected where value of k is 5. This sets 

the training dataset to 80% and test dataset to 20% for each of the 5 iterations. This 

ensures that the created model is generalized and is adaptable in all conditions. The 

research also looks at the model error and loss as the model across various epochs is 

trained. AUC is a performance metric for binary classification problems. The AUC 

represents a model’s ability to discriminate between positive and negative classes. An 

area of 1.0 represents a model that made all predictions perfectly. An area of 0.5 repre-

sents a model that is as good as random. ROC can be broken down into sensitivity and 

specificity [23, 24]. A binary classification problem is really a trade-off between sensi-

tivity and specificity. Sensitivity is the true positive rate also called the recall. It is the 

number of instances from the positive (first) class that actually predicted correctly. 

Specificity is also called the true negative rate. It is the number of instances from the 

negative (second) class that were actually predicted correctly. The confusion matrix is 

a handy presentation of the accuracy of a model with two or more classes. The table 

presents predictions on the x-axis and accuracy outcomes on the y-axis. The cells of the 

table are the number of predictions made by a machine learning algorithm. For exam-

ple, a machine learning algorithm can predict 0 or 1 and each prediction may actually 

have been a 0 or 1. Predictions for 0 that were actually 0 appear in the cell for prediction 

= 0 and actual = 0, whereas predictions for 0 that were actually 1 appear in the cell for 

prediction = 0 and actual = 1. 

Looking at the last few years, it has been seen that with larger datasets deep learning 

techniques outperform traditional machine learning techniques. The research work fo-

cuses on deep learning techniques and will improve the performance while gathering 

more data. A Perceptron is a single neuron model that was a precursor to larger neural 

networks. It is a field of study that investigates how simple models of biological brains 

can be used to solve difficult computational tasks like the predictive modeling tasks in 

machine learning. The goal is not to create realistic models of the brain, but instead to 

develop robust algorithms and data structures that can be used to model difficult prob-

lems. The power of neural networks come from their ability to learn the representation 

in your training data and how to best relate it to the output variable that you want to 

predict. In this sense neural networks learn a mapping. Mathematically, they are 



capable of learning any mapping function and have been proven to be a universal ap-

proximation algorithm. The predictive capability of neural networks comes from the 

hierarchical or multilayered structure of the networks. The data structure can pick out 

(learn to represent) features at different scales or resolutions and combine them into 

higher-order features. For example from lines, to collections of lines to shapes. 

2 Features used in simulation 

Table 2. Top features for the top 5 families of malicious categories 

 
 

The simulation uses the dataset prepared in [25] which contains 5,560 malware apps. 

Table 2 shows the top features in the dataset and Figure 1 shows the categories of mal-

ware. The figure shows Detection Rates against Malware Families. As the first step, a 

lightweight static analysis of a given Android application is performed. Although ap-

parently straightforward, the static extraction of features needs to run in a constrained 

environment and complete in a timely manner. If the analysis takes too long, the user 

might skip the ongoing process and refuse the overall method. Accordingly, it becomes 

essential to select features which can be extracted efficiently. The paper thus focuses 

on the manifest and the disassembled dex code of the application, which both can be 

obtained by a linear sweep over the application’s content. To allow for a generic and 

extensible analysis, all extracted features are represented as sets of strings, such as per-

missions, intents and API calls. In particular, the following 8 sets of strings are ex-

tracted. 

Every application developed for Android must include a manifest file called An-

droidManifest.xml which provides data supporting the installation and later execution 

of the application. The information stored in this file can be efficiently retrieved on the 

device using the Android Asset Packaging Tool that enables us to extract the sets of 

data. Also, android applications are developed in Java and compiled into optimized 

bytecode for the dalvik virtual machine. This bytecode can be efficiently disassembled 

and provides DREBIN with information about API calls and data used in an application. 
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To achieve a low run-time, a lightweight disassembler is implemented based on the dex 

libraries of the Android platform that can output all API calls and strings contained in 

an application. This information is used to construct the following feature sets. 

S1 Hardware components: This first feature set contains requested hardware compo-

nents. If an application re- quests access to the camera, touchscreen or the GPS module 

of the smartphone, these features need to be declared in the manifest file. Requesting 

access to specific hardware has clearly security implications, as the use of certain com-

binations of hardware often reflects harmful behavior. An application which has access 

to GPS and network modules is, for instance, able to collect location data and send it to 

an attacker over the network. 

S2 Requested permissions: One of the most important security mechanisms intro-

duced in Android is the per- mission system. Permissions are actively granted by the 

user at installation time and allow an application to access security-relevant resources. 

As shown by previous work [13], malicious software tends to request certain permis-

sions more often than innocuous applications. For example, a great percentage of cur-

rent malware sends premium SMS messages and thus re- quests the SEND SMS per-

mission. Thus, all permissions listed in the manifest are gathered in a feature set. 

S3 App components: There exist four different types of components in an application, 

each defining different interfaces to the system: activities, services, content providers 

and broadcast receivers. Every application can declare several components of each type 

in the manifest. The names of these components are also collected in a feature set, as 

the names may help to identify well known components of malware. For example, sev-

eral variants of a particular family share the name of particular services in Table 3. 

 

Table 3. 

 
 

S4 Filtered intents: Inter-process and intra-process communication on Android is mainly 

performed through intents: passive data structures exchanged as asynchronous messages 

and allowing information about events to be shared between different components and ap-

plications. All intents listed in the manifest are collected as another feature set, as malware 

often listens to specific intents. A typical example of an intent message involved in malware 

is BOOT COMPLETED, which is used to trigger malicious activity directly after re- boot-

ing the smartphone.  

S5 Restricted API calls: The Android permission system restricts access to a series of 

critical API calls. The method searches for the occurrence of these calls in the disassembled 

code in order to gain a deeper under- standing of the functionality of an application. A par-

ticular case, revealing malicious behavior, is the use of restricted API calls for which the 

required permissions have not been requested. This may indicate that the malware is using 



root exploits in order to surpass the limitations imposed by the Android platform. 

 

 
Fig. 1. Top malware families in the dataset.  

 
S6 Used permissions: The complete set of calls extracted in S5 is used as the ground for 

determining the subset of permissions that are both requested and actually used. For this 

purpose, the method introduced by Felt et al. is implemented to match API calls and per- 

missions. In contrast to S5, this feature set provides a more general view on the behavior of 

an application as multiple API calls can be protected by a single per- mission (e.g., send-

MultipartTextMessage() and sendTextMessage() both require that the SEND SMS permis-

sion is granted to an application). 

Suspicious API calls: Certain API calls allow access to sensitive data or resources of the 

smartphone and are frequently found in malware samples. As these calls can specially lead 

to malicious behavior, they are extracted and gathered in a separated feature set. In particu-

lar, the following types of API calls are collected: 

• API calls for accessing sensitive data 

• API calls for communicating over the net- work 

• API calls for sending and receiving SMS messages 

• API calls for execution of external commands 

• API calls frequently used for obfuscation 

Network addresses: Malware regularly establishes net- work connections to retrieve com-

mands or data collected from the device. Therefore, all IP ad- dresses, hostnames and URLs 

found in the disassembled code are included in the last set of features. Some of these ad-

dresses might be involved in botnets and thus present in several malware samples, which 

can help to improve the learning of detection patterns. 

Malicious activity is usually reflected in specific patterns and combinations of the ex-

tracted features. For example, a malware sending premiums SMS messages might contain 

the permission SEND SMS in set S2, and the hardware component android.hardware.te-

lephony in set S1. Ideally, one would like to formulate Boolean expressions that capture 

these dependencies between features and return true if a malware is detected. However, 

inferring Boolean expressions from real-world data is a hard problem and difficult to solve 

efficiently. 
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To present a solution, it is aimed at capturing the dependencies between features using 

concepts from machine learning. As most learning methods operate on numerical vectors, 

the extracted feature sets to a vector space is mapped to start with. To this end, one defines 

a joint set S that comprises all observable strings contained in the 8 feature sets. It is ensured 

that elements of different sets do not collide by adding a unique prefix to all strings in each 

feature set. In the evaluation the set S contains roughly 545,000 different features. 

Using the set S, a multi-dimensional vector space is defined, where each dimension is 

either 0 or 1. An application x is mapped to this space by constructing a vector, such that 

for each feature s extracted from x the respective dimension is set to 1 and all other dimen-

sions are 0. Applications sharing similar features lie close to each other in this representa-

tion, whereas applications with mainly different features are separated by large distances. 

Moreover, directions in this space can be used to describe combinations of features and 

ultimately enable us to learn explain- able detection models. 
Let us, as an example, consider a malicious application that sends premium SMS messages 
and thus needs to request certain permissions and hardware components. At a first glance, 
the map seems inappropriate for the lightweight analysis of applications, as it embeds data 
into a high-dimensional vector space. Fortunately, the number of features extracted from an 
application is linear in its size. That is, an application x containing m bytes of code and data 
contains at most m feature strings. As a consequence, only m dimensions are non-zero in the 
vector irrespective of the dimension of the vector space. It thus suffices to only store the 
features extracted from an application for sparsely representing the vector. 

3 Results and Evaluations 

A machine with 3.1 GHz Intel Core i7and 16GB RAM which was powerful enough to 

train the deep neural nets with many hidden layers was utilized. The simplest method 

to evaluate the performance of a machine learning algorithm is to use different training 

and testing datasets. The original dataset is split into two parts. Train the algorithm on 

the first part, make predictions on the second part and evaluate the predictions against 

the expected results. The size of the split can depend on the size and specifics of the 

dataset, although it is common to use 67% of the data for training and the remaining 

33% for testing. Ideally, you want to select a model at the sweet spot between under 

fitting and overfitting. This is the goal but is very difficult to do in practice. To under-

stand this goal, one can look at the performance of a machine learning algorithm over 

time as it is learning a training data. We can plot both the skill on the training data and 

the skill on a test dataset we have held back from the training process. Over time, as the 

algorithm learns, the error for the model on the training data goes down and so does the 

error on the test dataset. If it is trained for too long, the error on the training dataset may 

continue to decrease because the model is overfitting and learning the irrelevant detail 

and noise in the training dataset. At the same time the error for the test set starts to rise 

again as the model’s ability to generalize decreases. The sweet spot is the point just 

before the error on the test dataset starts to increase where the model has good skill on 

both the training dataset and the unseen test dataset. You can perform this experiment 

with one’s favorite machine learning algorithms. This is often not useful technique in 

practice, because by choosing the stopping point for training using the skill on the test 

dataset it means that the test set is no longer unseen or a standalone objective measure. 



Some knowledge (a lot of useful knowledge) about that data has leaked into the training 

procedure. There are two additional techniques you can use to help find the sweet spot 

in practice, resampling methods and a validation dataset. 

Both overfitting and under fitting can lead to poor model performance. But by far 

the most common problem in applied machine learning is overfitting. Overfitting is 

such a problem because the evaluation of machine learning algorithms on training data 

is different from the evaluation the research work actually cares about the most, namely 

how well the algorithm performs on unseen data. There are two important techniques 

that you can use when evaluating machine learning algorithms to limit overfitting: ei-

ther use a resampling technique to estimate model accuracy or hold back a validation 

dataset. The most popular resampling technique is k-fold cross validation. It allows you 

to train and test the model k-times on different subsets of training data and build up an 

estimate of the performance of a machine learning model on unseen data. A validation 

dataset is simply a subset of training data that one holds back from your machine learn-

ing algorithms until the very end of your project. After you have selected and tuned 

your machine learning algorithms on your training dataset you can evaluate the learned 

models on the validation dataset to get a final objective idea of how the models might 

perform on unseen data. Using cross validation is a gold standard in applied machine 

learning for estimating model accuracy on unseen data. If you have the data, using a 

validation dataset is also an excellent practice. This algorithm evaluation technique is 

very fast. It is ideal for large datasets (millions of records) where there is strong evi-

dence that both splits of the data are representative of the underlying problem. Because 

of the speed, it is useful to use this approach when the algorithm you are investigating 

is slow to train. A downside of this technique is that it can have a high variance. This 

means that differences in the training and test dataset can result in meaningful differ-

ences in the estimate of accuracy. In the example below the dataset is divided into 

67%/33% splits for training and testing and evaluating the accuracy of a Logistic Re-

gression model. 

Cross validation is an approach that you can use to estimate the performance of a 

machine learning algorithm with less variance than a single train-test set split. It works 

by splitting the dataset into k-parts (e.g., k = 5 or k = 10). Each split of the data is called 

a fold. The algorithm is trained on k   1 folds with one held back and tested on the held 

back fold. This is repeated so that each fold of the dataset is given a chance to be the 

held back test set. After running cross validation, you end up with k different perfor-

mance scores that you can summarize using a mean and a standard deviation. The result 

is a more reliable estimate of the performance of the algorithm on new data. It is more 

accurate because the algorithm is trained and evaluated multiple times on different data. 

The choice of k must allow the size of each test partition to be large enough to be a 

reasonable sample of the problem, whilst allowing enough repetitions of the train-test 

evaluation of the algorithm to provide a fair estimate of the algorithm’s performance 

on unseen data. For modest sized datasets in the thousands or tens of thousands of rec-

ords, k values of 3, 5 and 10 are common. In the example below 10-fold cross validation 

is used. It is a good practice to prepare the data before modeling. Neural network mod-

els are especially suitable to having consistent input values, both in scale and distribu-

tion. An effective data preparation scheme for tabular data when building neural 
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network models is standardization. This is where the data is rescaled such that the mean 

value for each attribute is 0 and the standard deviation is 1. This preserves Gaussian 

and Gaussian-like distributions whilst normalizing the central tendencies for each at-

tribute. When the data is comprised of attributes with varying scales, many machine 

learning algorithms can benefit from rescaling the attributes to all have the same scale. 

Often this is referred to as normalization and attributes are often rescaled into the range 

between 0 and 1. This is useful for optimization algorithms in used in the core of ma-

chine learning algorithms like gradient descent. It is also useful for algorithms that 

weight inputs like regression and neural networks. An important concern with the da-

taset is that the input attributes all vary in their scales because they measure different 

quantities. It is almost always good practice to prepare the data before modeling it using 

a neural network model. Continuing on from the above baseline model, one can re-

evaluate the same model using a standardized version of the input dataset. A pipeline 

framework is used to perform the standardization during the model evaluation process, 

within each fold of the cross validation. This ensures that there is no data leakage from 

each test set cross validation fold into the training data. 

  

 
Fig. 2. Architecture of the deep neural network  

 

One way to improve the performance of a neural network is to add more layers. This 

might allow the model to extract and recombine higher order features embedded in the 

data. In this section the effect of adding one more hidden layer to the model is evaluated. 

This is as easy as defining a new function that will create this deeper model, copied 

from the baseline model above. A new line after the first hidden layer is then inserted. 

In this case with about half the number of neurons.  Another approach to increasing the 

representational capacity of the model is to create a wider network. In this section, we 

evaluate the effect of keeping a shallow network architecture and nearly doubling the 

number of neurons in the hidden layer. Again, all is needed to do is define a new func-

tion that creates the neural network model. Here, the number of neurons in the hidden 

layer compared to the baseline model is increased from 13 to 20. 
Figure 2 shows the final architecture of the deep neural network, and it achieved an 



accuracy of up to 99% on a large dataset. The confusion matrix and the receiver optimistic 

curve is shown in Figure 3 and Figure 4 respectively. 

 

Fig. 3. Mean confusion matrix   

 

 
Fig. 4. Mean receiver optimistic characteristic curve  

4 Conclusion 

With the increase of large-scale datasets such as user behavior in minute detail, results 

from static code analysis of mobile applications high dimensional datasets that traditional 

machine learning is unable to cope. Cheap computers, storage & memory alongside new 

statistical modelling & data mining techniques have given us the opportunity to solve prob-

lem in range of domains, not just in security of mobile apps. Traditional machine learning 

techniques such as support vector machine or random forest can build accurate models for 

many applications but fails to achieve the same level of performance of deep neural network 

with larger datasets. 

This research proposes to use the novel approach of deep neural network to solve the high 

dimensionality problem and to find more patterns at various levels. The features from vari-

ous levels are gathered to represent permissions of apps in a high dimensional space. Simu-

lation results show that the detection accuracy is over 99%, with detection time under 100 

milliseconds. In future the detector should look at using other modelling techniques such as 

recurrent neural network and convolutional network to take into account the time dimension 

and use graphical processing units to train the models even faster. 
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