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Abstract. This paper addresses the analysis of mobile payment parking data for 

client segmentation. The transaction data transformation into client-specific at-

tributes is performed from the company data set to achieve the goal. Two clus-

tering algorithms – K-Means and DBScan – are compared for multiple data sub-

sets. For the clustering result interpretation, decision tree representation is used. 

As a result, the most appropriate combination of the clustering algorithm, its pa-

rameters and attribute combination is determined.  
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1 Introduction 

The client segmentation from the historical data is a relevant research object for 

many companies, as it can give multiple benefits – help to choose an appropriate mar-

keting strategy [1, 2, 3], assist in the creation of personalized offers to the existing cli-

ents [4], as well as help to understand the clients better and/or react to their potential 

needs in a timely manner [5]. Since the company offers multiple services, client clus-

tering can also benefit from identifying their most essential services and how they relate 

to their customer base. In our case study, the company offers several services through 

mobile payments, emphasizing client parking data.  

A lot of research has been done on the parking data, but it mostly focuses on the 

assistance in assisting in finding parking spots where geographical information is avail-

able [6, 7, 8, 9, 10]. Sometimes specific topics are addressed – such as autonomous 

vehicle parking [11] or smart parking [12]. Some papers address individual parking 

behaviour [13, 14], but it is mainly done only to simulate parking space availability. 

The goal of the client segmentation in our research is to identify the primary client 

groups from the historical data of their mobile payment information so that the most 

appropriate marketing strategies and loyalty programs can be developed without over-

whelming the clients with irrelevant offers. E.g., clients who mostly park inexpensive 

parking places would have different needs from those that only ever use public transport 

(buses or trains).  
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Though some client groups can be identified by proposing hypotheses and then sta-

tistically confirming or rejecting them, often the data can be overwhelming to analyze 

manually, and some essential client segments can quickly go unidentified.  

 

2 Data collection and preprocessing 

The data set used in our research contains the service, payment, and temporal data 

of 19 million individual transactions during the time period from January 2017 to Au-

gust 2019. Mobilly [15] collected the data from a mobile payment service provider in 

Latvia. All the client data was anonymized to ensure EU data privacy standards.  

The data set contains information about various services that can be paid for through 

the mobile phone app – parking, bus and train tickets, theatre tickets, and donations. 

Even though the company offers various services, parking is the most important busi-

ness component; only the parking data subset was analyzed in detail. Both the data 

preprocessing and analysis was performed in Jupyter notebook environment using Py-

thon programming language. 

The tables contain the transaction data about payments that clients make for the re-

ceived services (payments/costs) as well as data about the funds they store in their ac-

counts (income). This data differs significantly from other data sets used for parking 

analysis [6, 7, 8, 9, 10] in that it doesn't contain location data, but the emphasis is instead 

on payments and various services. Most transactions in the data set relate to parking in 

various cost parking zones, but there are also transactions related to other mobile pay-

ment services.  

 

2.1 Attribute extraction 

As the transaction data does not contain any aggregated information about the cli-

ents, additional data aggregation is necessary to achieve the goal of client segmentation. 

Several groups of attributes are extracted from the data set that represents various char-

acteristics of the clients: 

• Absolute measures – this group contains attributes representing compre-

hensive data about the clients during the analyzed period, e.g., Total pay-

ment amount over two years and eight months.  

• Average measures – this group contains attributes representing averaged 

data about the client (usually monthly), e.g., Average payment for parking 

in one month. 

• Relative measures – this group contains attributes representing some rela-

tive relationship of two other attributes, e.g., Rate of parking payments 

compared to total costs. 

 

An exhaustive list of attributes is given in Table 1. Costs represent the client's 

amount for services, while income shows how much the client has paid in his account. 

Different parking zones are available with standard zones on the streets (A zone is the 

most expensive and D zone is the cheapest) and parking places with plot-specific costs 
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(e.g., parking zones by supermarkets or private properties). Clients can make payments 

for the services as individuals or company funds (represented by private payment rate). 

Table 1. The measures extracted from the data set 

Absolute measures Average measures Relative measures 

Total months 

Total costs 

Total payment count 

Vehicle count 

Total income 

Total income count 

Total parking expenses 

Different service count 

Avg costs / month 

Avg payment count / month 

Avg amount paid 

Avg income / month 

Avg income count/month 

Private payment rate 

Parking rate 

A parking rate 

B parking rate 

C parking rate 

D parking rate 

Other parking rates 

 

2.2 Data preprocessing 

Most machine learning algorithms benefit from the preprocessing of data. To prepare 

the data for the segmentation, the following steps are performed: 

1. Missing value handling. 

2. Removal of extreme values in the data.  

3. Data standardization.  

4. Principal Component Analysis for data dimensionality reduction. 

 

Missing value identification 

The original data set is of high quality, and none of the records in the tables contain 

null or NaN values. However, clients who have never used parking services lack corre-

sponding vehicle counts, parking rates, and other parking-related information. For those 

clients, the missing values are replaced with zeros.  

 

Removal of extreme values in the data. 

Extreme values are removed to further adapt the data for the clustering part of the 

outliers. This approach has significant benefits because large clients are considered a 

completely separate group and receive individual offers when they are a target of mar-

keting strategies. Additionally, if their data is left in the data set, the data analysis is 

made significantly more difficult due to the skewing of the data. As an example, con-

sider Fig. 1.  
  

Fig. 1. Histograms of two attribute values. Left: Total month histogram; Right: Total costs his-

togram. 
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On the left, the histogram of the client total active months is shown, and it is no 

surprise that there are many new clients (1 month active), but a significant part of clients 

have also been active for a longer time. However, a histogram of total costs is shown 

on the right side of Fig. 1. Although almost all clients are on the far left side of the 

histogram, some exceptions (large corporate clients) skew the histogram significantly. 

To reduce the problem of outliers, some values are removed from the dataset by 

computing the 1st and 3rd Quartiles of the dataset (values 0.1 and 0.9) and removing all 

values below lower fence (1st Quartile – 1.5 Interquartile range) and above upper fence 

(3rd Quartile + 1.5 Interquartile range). For most attributes, no values are removed – 

only some absolute and average measures are affected. 

 

Data standardization. 

The Minmax scaling method is chosen for the data standardization, which transforms 

all attribute values in the range [0; 1]. While the Minmax scaling method is sensitive to 

data extremes and outliers, the data extreme removal in the previous preprocessing step 

reduces this problem and, at the same time, allows it to retain the natural scale of rela-

tive attributes. 

 

Principal Component Analysis 

The data set doesn't contain any categorical data; therefore, Principal Component 

Analysis (PCA) reduces data set dimensionality, which extracts the essential details 

from the data and represents them as a reduced set of variables called principal compo-

nents [16]. PCA is performed for each data subset separately. 

3 Experimental results 

Two different clustering methods are chosen for the experiments: K-Means and 

DBScan. Each of these algorithms has its advantages and drawbacks, and their com-

parison is beneficial when the data characteristics are unknown.  

K-Means is a well-known clustering method, and it is often used for client segmen-

tation [17, 18, 19, 20]. It is a partition-based algorithm that considers the centre of the 

data points as a centre of the cluster. It has high computational efficiency, but it has 

several drawbacks – it is unable to detect non-convex shapes in the data, and it is sen-

sitive to cluster count, which is a required parameter for this algorithm [21].    

As an alternative to K-Means clustering DBScan algorithm can be used for client 

data segmentation [17, 22, 23]. DBScan is a density-based clustering method requiring 

two parameters – the radius of the neighbourhood and the minimum number of neigh-

bour points. Compared to K-Means, DBScan is efficient when the data shape is non-

convex, but the results suffer when the data density is not balanced [21]. 

To compare how different attribute groups impact the client segmentation, five at-

tribute subsets are used for the experiments (refer to Table 1 for contents of each at-

tribute group):  

• Data set with all attributes. Ideally, this group would have comparable seg-

mentation results with attribute subsets. 
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• Data set with only absolute measure attributes. Represents general infor-

mation about clients but contains no specific parking data. 

• Data set with only relative measure attributes. It primarily contains infor-

mation about client parking behaviour with the addition of private/company 

payment rates. 

• Data set with only average measure attributes. Represents how much and 

how often, on average, the payments are made. 

• Data set with a selected subset of attributes. All relative and average attrib-

utes are included here, along with some absolute attributes that contain in-

formation not represented in any other attribute groups – total months, ve-

hicle count and different service count.  

 

All five attribute subsets are used and compared for each clustering algorithm. For 

the implementation, Jupyter notebook was used [24] that provides a simple and inter-

active way to process data and develop live code. 

 

3.1 K-Means clustering 

The only parameter for K-Means clustering is the cluster count. To find the best 

cluster count for each attribute subset Silhouette coefficient for 2-15 clusters was cal-

culated. The silhouette coefficient represents how close points in one cluster are to 

points in another cluster [25]. It can take values [-1;1] where value close to 1 indicates 

points being far away from each other (good for clustering), 0 – points from different 

clusters are close and negative values – possible assignment of points to wrong clusters.  

Each data point in Fig. 2 represents an average value of 3 clustering attempts. 

 

Fig. 2. K-Means clustering results for 2-15 clusters in five data subsets 

Although they indicate the clustering quality, the overall highest Silhouette score 

does not guarantee that it is the best clustering result. The decision trees were used on 
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the cluster count with highest Silhouette scores for each attribute group to interpret 

clustering results. Illustrations of decision trees are given in Fig. 3. 

 

  

 

 

Fig. 3. Visual representation of decision trees for best Silhouette scores in each attribute group. 

Colours indicate data subset belongs to a particular class. Top left: Absolute measures – 2 clus-

ters; Top right: Average measures – 2 clusters; Middle: Relative measures – 4 clusters. Bottom: 

All attributes – 9 clusters (also included as additional file for readability). The decision tree for 

Selected attributes is not included (it has similar characteristics to All attribute classification). 

When each decision tree is analyzed in detail, it can be concluded that there is little 

new knowledge to be found about clients in decision trees with only two classes: Ab-

solute attributes clustering (Fig. 3 top left) divides the clients by one attribute only – 

total months they have been active, and Average attribute clustering (Fig. 3 top middle) 
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does the same by average costs per month (further classification has an impact on a 

very small part of data set).  

More meaningful results are given by Relative, All and Selected attribute datasets 

with 4, 9 and 7 clusters as highest Silhouette scores. E.g., some client group examples 

that can be found in the decision tree analysis are (Fig. 3 bottom): 

• Clients who don't use parking services at all.  

• Corporate clients who mainly use parking services and mainly park in park-

ing plots instead of streets. 

• Long term private clients who often use street parking services without a 

strong preference for one specific parking zone. 

 

3.2 DBScan clustering 

The DBScan clustering algorithm requires two parameters – min_samples that char-

acterize the minimum amount of data examples in any cluster and ε – radius of neigh-

bourhood. The min_samples parameter was set to 100 in all experiments. This param-

eter value was based on the premise that there is little incentive for businesses to iden-

tify very small client groups in the data set for targeted marketing purposes. The best 

value of ε is completely unknown; therefore, for all five data subsets, ε values [0.01-

0.3] were tested with a step of 0.01.  

Three metrics are used for ε value evaluation (Fig. 4) – Silhouette coefficient (same 

meaning as for K-Means), noise rate (data samples that do not belong to any clusters) 

and cluster count. 
 

 
 

Fig. 4. DBScan clustering results in five data subsets for ε values [0.01-0.3]. Top left: Silhouette 

coefficient; Top right: Noise rate; Bottom: Cluster count. 
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The three metrics in Fig. 4 must be analyzed together to make any conclusions. 

While one metric in separation may show promising results for a particular ε value and 

data subset combination, in many cases, other metrics demonstrate that the acquired 

result is poor. The metric results for the five data subsets can be interpreted in the fol-

lowing way: 

• All attributes. Cluster count, in this case, is irrelevant. The Silhouette scores 

(<0.2) and noise rates (>0.4) are consistently poor for all ε values. 

• Absolute attributes. The combination of Silhouette scores (>0.6) and noise 

rates (<0.1) are suitable for ε values 0.17 and higher. However, cluster 

count shows that only one cluster is left for the average attribute subset, 

which is useless for business purposes. 

• Relative attributes. Relative attributes have a relatively high Silhouette 

score (0.5) and noise rate (0.03) combination for ε value 0.23. The cluster 

count for this ε value is 5, which warrants further analysis of this parameter 

and data subset combination.  

• Average attributes. Similar to absolute attributes, there is a range of ε values 

(0.1 and higher) that have a good combination of Silhouette scores (>0.6) 

and noise rates (<0.1). However, there is only one cluster left for this ε pa-

rameter range as before. 

• Selected attributes. Like all attribute data sets, the metric results for the se-

lected data subset are consistently poor through all tested ε values.   

 

The overall conclusion about the DBScan results for all five attribute sets is that only 

the relative attribute subset gives any results considered for additional analysis. By far, 

the largest identified group is clients who use private funds and park at least sometimes. 

No significant new information about the clients is found by interpreting the results 

with a decision tree (Fig. 5). 

 

Fig. 5. Visual representation of decision tree for DBScan epsilon 0.23 (Relative attributes) 
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4 Conclusions  

In this research, mobile payment company data was analyzed to target client seg-

mentation. For this purpose, three attribute types (absolute, average and relative) were 

extracted from the company transaction data, five data subsets were created, and two 

clustering algorithms – K-Means and DBScan – were compared with different param-

eters to find the most suitable approach for the acquisition of new information.  

Based on the K-Means clustering results with different parameters on five data sub-

sets, it was concluded that although the highest Silhouette scores were acquired in the 

Absolute, Average and Relative data sets separately, the decision tree interpretation of 

the clustering gives more meaningful results for All attributes and Selected attributes, 

where decision tree analysis can yield useful information about the client groups and 

their proportion in the data set. Unfortunately, no meaningful results were acquired with 

the DBScan algorithm in any data subsets. 

As future work, use of geographical data to support parking suggestions based on 

the history of user preferences is suggested. This would allow to identify overall client 

behaviour and give individualized parking suggestions based on regular parking behav-

iour history. E.g. suggestions of cheaper or safer parking places might not be important 

for clients who consistently park in the same spots, but more relevant to clients who 

often park in unfamiliar places. 
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