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Abstract. SARS-CoV-2 and its mutations are spreading around the
world, threatening the human population with millions of infections and
deaths. Vaccines are considered the main available weapon at hand to
mitigate the spread. As a result, the development of efficient systems
to understand and supervise the information dissemination, as well as
the evolution of sentiments towards vaccines is critical. The goal of this
research was to build and apply a supervised learning approach to moni-
tor the dynamics of public opinion on COVID-19 vaccines using Twitter
data. 1,394,535 and 61,077 tweets about COVID-19 vaccines, respec-
tively in English and Greek, were collected, classified based on senti-
ment polarity and analyzed over time to gain insights into sentiment
trends. Our findings reveal that overall negative, neutral, and positive
sentiments were at 36.5%, 39.9%, and 23.6% in the English language
dataset, respectively, whereas overall negative and non-negative senti-
ments were at 60.1% and 39.9% in the Greek language dataset. Poli-
cymakers and health experts could take into consideration social media
sentiment analysis alongside other ways of evaluating public sentiment.
Social media users are actively seeking and sharing information about
pandemic-related topics, allowing governments to use social media to
develop effective crisis management strategies, better inform the public
with accurate and reliable news, and alleviate disease-specific concerns.

Keywords: Sentiment analysis - COVID-19 vaccines - machine learning.

1 Introduction

The first coronavirus cases emerged in mid-December 2019, but it was not until
WHO declared a global pandemic in mid-March 2020 [22] that concern escalated
around the world. Initially, social distance, masks, and lockdowns were the only
preventive measures available to combat the pandemic, but vaccines were devel-
oped soon thereafter, and the pandemic’s long-term containment depended solely
on their uptake. Nevertheless, the novelty of the disease and worries regarding
efficacy, safety, and vaccine development speed, as well as poor or insufficient
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communication, all contributed to the population’s unwillingness to receiving
the COVID-19 vaccine. The continuing spread of coronavirus and its variants
necessitates the development of efficient systems to understand and monitor the
flow of information and the evolution of sentiment about vaccines.

This research is motivated by the extensive use of Twitter during the COVID-
19 outbreak and intends to analyze Twitter data for monitoring public opinion
regarding COVID-19 vaccines. We consider the seven-month period between
May 19, 2021, and November 19, 2021, to collect Twitter messages written in
English and Greek. The sentiment analysis performance of various models was
evaluated for each language, using an annotated dataset, and the best performing
one was chosen and applied to the entire dataset. For Greek language text the
sentiment analysis task was addressed as a binary task of classifying sentiment
into negative and non-negative classes, and for English language text, as a three-
way classification problem with negative, neutral, and positive classes.

Key contributions of our work include: i) A collection and annotation of two
COVID-19 vaccination datasets, one in English and one in Modern Greek. To
our knowledge, this is the first Modern Greek Twitter dataset about COVID-19
vaccines. ii) A comparative evaluation of how sentiment analysis methods work
on Modern Greek, an under-resourced language for Natural Language Process-
ing (NLP) tasks where sentiment analysis is rare, and English, the language on
which most research in this area is conducted. iii) A comparison between classic
machine learning models and pre-trained language models for sentiment clas-
sification. iv) An analysis of social media opinions and sentiments towards the
COVID-19 vaccination among Greek individuals and the global community.

The following is an outline of the remaining paper. Section 2 provides an
overview of sentiment analysis literature, with a focus on vaccines. Section 3
elaborates on the proposed research design, while Section 4 analyzes the exper-
imental results and the trend of sentiments expressed on Twitter. The paper
concludes by summarizing accomplishments, presenting limitations and future
directions.

2 Background

2.1 Sentiment Analysis

Sentiment analysis focuses on emotion recognition and may employ different
types of social media analytics [10], data mining and NLP methods to identify
and collect information and opinions from the massive textual content available
online [3]|. Sentiment analysis can be applied at the document, sentence, and
aspect level depending on how the text is viewed and can be classified as being
machine learning-based, lexicon-based, or hybrid, depending on the techniques
used. Sentiment analysis allows for real-time monitoring on all types of social
media platforms [11], and thus its applications exist in nearly every field, includ-
ing various types social media predictions [19] such as stock movement prediction
[17,12], election results prediction [18] and even depression detection [21]. Next
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we review some recent studies with an emphasis on Twitter sentiment analysis
related to vaccinations.

2.2 Sentiment Analysis for Multilingual Documents

Vaccination has always been an emotionally charged topic for societies, and as a
result, a substantial amount of research has been conducted on the subject. Yuan
and Crooks [23] for example, used sentiment analysis to investigate how anti-
and pro-vaccination Twitter users interacted about the MMR vaccine, while Du
et al. [6] suggested a hierarchical machine learning-based methodology to ana-
lyze public sentiment on HPV vaccine-related tweets. Twitter sentiment analysis
related to vaccinations is a study area that has received a lot of interest, the
more so because of the emergency imposed by COVID-19.

Cotfas et al. [4] compared classic Machine Learning (ML) and deep-learning
algorithms to determine which one best captured public perception of the new
coronavirus vaccines. The authors gathered a dataset of tweets written in En-
glish. In order to train the models, they randomly sampled a portion of the data
and manually classified it as: in favor, against, or neutral to vaccination. Ac-
cording to their findings, classic classifiers outperformed deep-learning classifiers,
with the Bidirectional Encoder Representations from Transformers (BERT) lan-
guage model achieving the highest accuracy of 78.94%. When the BERT model
was applied to the entire dataset, it was found that the predominant stance, ei-
ther daily or entirely was neutral, whereas in favor tweets, outnumbered against
tweets.

Marcec and Likic [16] performed a lexicon-based sentiment analysis and iden-
tified potential events and news that may have caused the sentiment regarding
different available COVID-19 vaccines to change. During the four-month study
period, the sentiment towards the Pfizer/BioNTech and Moderna vaccines has
been positive and stable, while the sentiment towards the AstraZeneca/Oxford
vaccine appeared to be decreasing. Another study [9] employed an open-source
dataset comprising COVID-19 vaccine tweets, to determine the public stance
about vaccination. The sentiment polarity of each tweet was extracted using
TextBlob, and the sentiment analysis task was performed using Multinomial
Naive Bayes (MNB), Support Vector Machine (SVM), and Logistic Regression
(LR) classifiers. When only positive and negative tweets were considered, the
LR model performed the best, with an accuracy of 97.3%, followed by SVM and
MNRB, which had accuracy values of 96.26% and 88%, respectively.

Even though sentiment analysis of English-language corpora has evolved into
a prominent research topic in recent years, published work on sentiment anal-
ysis of Greek-language text collections has been limited. Giatsoglou et al. [7]
employed ML algorithms and deep feed-forward neural networks to classify the
sentiment of online user reviews. For text representation, they trained a new
model directly on a large social media corpus written in Greek, and then trained
an existing language model, GreekBERT, on the same data. It was found that
pre-trained language models performed better than traditional representation
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models, and that they performed even better when a proper language model
was trained on a smaller yet domain and task-relevant corpus.

The approach of Athanasiou and Maragoudakis [1] on sentiment analysis of
Greek text, incorporated each Greek token’s translation into account as an ex-
tra input feature in the training data’s feature set, and employed the Gradient
Boosting Machines algorithm. A study focusing on Twitter Sentiment Analysis
applications on Greek, employed a combination of Greek lexicons and classifica-
tion methods to determine how various political events influenced the emotions
of Greek Twitter users in the days before the elections [2]. A corpus of annotated
tweets was pre-processed to create features, and each tweet was classified using
a probabilistic classifier and a hashtag-based filter.

In the context of sentiment analysis using COVID-19 data, Kydros et al.
[15] collected Twitter data and used an existing lexicon enriched with specific
coronavirus-related words, to assess Greek citizens’ feelings during the pan-
demic’s first wave in Greece. The authors found that sentiment fluctuated over
time, fear dominated other emotions, and positive feelings declined while nega-
tive ones increased. The only related work in Greek on COVID-19 vaccines is the
cross-sectional survey that Kourlaba et al. conducted [13], which revealed that
two out of five Greek citizens were not willing or sure about getting a SARS-
CoV-2 vaccine, with only 57.7% indicating they would. When the findings were
compared to those of other researchers, it was found that Greeks were more
hesitant to get vaccinated against COVID-19 than other Europeans.

3 Research Design

The goal of the proposed methodology is to create a model capable of predicting
the sentiment of vaccine-related tweets of unknown polarity. We started by col-
lecting two COVID-19 vaccination datasets, one with English language tweets
and one with Greek language tweets, and manually annotating a subset of tweets
from each dataset, that will be used to train the sentiment analysis models. The
next step was to pre-process the collected tweets and determine the best rep-
resentation and classification techniques. We examined Bag-of-Words and word
embeddings representations with classic ML and BERT. The performance of
various classifiers has been assessed using metrics such as Accuracy, Precision,
Recall, and F-score, and the best-performing algorithm has been used to predict
and assign a class label to each tweet. Finally, we analyzed the labeled tweets to
investigate how public sentiment on Twitter has changed over time. All of the
aforementioned steps are detailed in the following subsections.

3.1 Dataset Collection and Annotation

We retrieved Twitter data using several COVID-19 vaccine-related hashtags.
Table 1 contains the list of hashtags that were used to collect English-language
tweets. When searching for tweets in Greek, this list was modified by replacing
the three first hashtags with the Greek equivalents for vaccination and vaccines.
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The two distinct Twitter datasets, one for each language, were compiled between
May 19, 2021, and November 19, 2021. A total of 1,394,535 English language
and a total of 61,077 Greek language tweets were identified, which were reduced
to 1,257,944 and 50,796 respectively after removing duplicates.

Table 1. Hashtags list for tweet search.

#vaccinessaveslives, #vaccinesafety, #vaccinesdontwork,
#vaccine, #GetVaccinated, #CovidVaccine,
COVID-19 Vaccination Topic #vaccinated, #vaccination, #VaccinesWork,
#COVID19Vaccination, #vaxxed, #antivaxx,
#vaccinationdone, #Vaccine-Deaths

We then manually annotated the tweets, because we either could not identify
a labeled dataset for sentiment analysis regarding COVID-19 vaccines, like in
the case of Modern Greek, or identified domain-specific datasets that did not
perform sufficiently well. The annotation procedure was carried out as follows.

A positive label was assigned to tweets containing expressions of support, pos-
itive attitude or emotion, and tweets describing positive situations and events.
Accordingly, a negative label was assigned to tweets containing expressions of
judgment, negative attitude, or emotions, as well as tweets describing negative
situations and events. Tweets that did not express an emotional state were as-
signed a neutral label. Consequently, tweets were assigned categorical values "2",
"1" or "0" indicating a positive, neutral or negative sentiment towards vaccina-
tion. However, given the low number of positive tweets present in the Greek
dataset, the positive and neutral classes were merged into the non-negative one,
and Greek tweets were labeled as “0” for negative and “1” for non-negative. We
selected and manually annotated 2403 English and 1424 Greek language tweets,
equally distributed across the classes under consideration in each case.

3.2 Data Pre-processing

The data pre-processing step follows data collection and prepares data for further
analysis, whilst ensuring its quality. In this context, tweet texts were first con-
verted to lowercase. The most frequently used emoticons were then replaced with
the corresponding words, while many popular contractions, slang, and informal
abbreviations were also replaced with their original forms. Elements like URLs,
username mentions, numbers, and special characters were discarded since they
did not contribute to our analysis. Regarding hashtags, we deleted the hashtag
symbol ("#") while keeping the content because they are frequently used instead
of normal words and contain valuable information. For Greek language tweets,
we considered an additional step at the start of the cleaning process that includes
replacing accented vowels with unaccented ones.

In addition, we eliminated stopwords depending on the classification model
being tested, and conducted lemmatization of the remaining words. Lemmatiza-
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tion is the process of eliminating a word’s inflectional endings and returning it
to its base form. Stopwords are words that appear frequently in a corpus, but
do not provide additional meaning in an analysis, and need to be eliminated.
In our case, negative terms like "no" and "don’t", which are commonly found
in stopwords lists express sentiment, and eliminating them would completely
change the stance of the text. As a result, we used a stopwords list provided by
the Natural Language Toolkit (NLTK) library [20] and a list of Greek stopwords
[8] after eliminating negative keywords.

3.3 Text Representation and Classification

Using the annotated dataset as training data, the performance of the follow-
ing prominent classifiers was reviewed in our research: Support Vector Machine
(SVM), Logistic Regression (LR), Random Forest (RF), and Extreme Gradi-
ent Boosting (XGBoost). However, before using any classification algorithm,
text data needs to be translated into a numerical feature vector. The simplest
method is known as Term Frequency - Inverse Document Frequency (TF-IDF)
and weights each term and assigns it a TF and IDF score, where the former de-
termines the number a term appears in a document, and the latter indicates how
common or rare a term is across the entire collection of documents. The second
most common method is word embeddings. This study employs the Word2Vec
algorithm, which builds a vocabulary by considering the words that occur in
a collection of sentences more times than a numeric threshold specified by the
user. It then implements the continuous bag-of-words model or the skip-gram
model to learn a D-dimensional vector representation of each word from the
input documents. In addition to learning individual word representations, us-
ing Word2Vec there is the option of learning word context representations with
BERT. BERT is a transformer-based language model, that can be fine-tuned to
a user’s specifications using its pre-training as a base layer. In this research, we
selected BERTpase! as described by the research team [5] and GreekBERT?,
the Greek equivalent of BERTgask [14].

4 Results

First, we used a TF-IDF Vectorizer with its n-gram parameter set to (1,2),
referring to unigrams and bigrams. Then, we trained a Word2Vec model on
our collected training data to obtain vector representations for all the unique
words present in the corpus, using the skip-gram training algorithm and set-
ting the dimensionality of its word vectors equal to 100. Lastly, we further
trained BERTgasg and GreekBERT language models, on our collected English
and Greek language social media corpus respectively, fine-tuning them using a
batch size of 16, a learning rate of 2e-5 and four epochs.

! https://huggingface.co/bert-base-uncased
2 https://huggingface.co/nlpaueb /bert-base-greek-uncased-v1
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As already mentioned, we evaluated the selected models by considering if the
elimination of stopwords and the implementation of lemmatization improved
their performance. We present the findings of the scenario that most classifiers
perform best in. For the TF-IDF scheme, this entails performing both stop-
words elimination and lemmatization in each tweet. For the English language
Word2Vec model, we only performed stopwords removal, while for the Greek
language Word2Vec model we did not apply stopwords removal or lemmatiza-
tion. Fig. 1 lists the hyperparameters optimized for each tunable algorithm using
the grid search technique, as well as their optimal values in the best models.

SVM LR RF XGBoost
s e AT IS 'max_features': ‘log2’, ‘gamma’; 0.1, 'max_depth': 3,
TF-IDF | 'C: 2, 'gamma’: 'scale’, 'emel' 'linear’ | 'C': 10, 'max_iter': 100 | y 00 oo v 4, m_estimators': 200 n_estimators': 200
English
. . . e . [P P ‘max_features': 'auto’, ‘gamma': 0.01, ‘max_depth": 9,
Word2Vee € 10, ‘gamma’s 0.1, kemel: rbf! ‘C': 5, ‘max_iter': 500 ‘min_samples_split': 2, 'n_estimators": 300 'n_estimators': 200
N - P et e | e S 'max_features": 'log2’, ‘gamma': 0.1, 'max_depth": 3,
TE-IDF (€ 1, ‘gammat: scale’, kemel' linear' | C': 10, max_iter' 100 ‘min_samples_split': 2, 'n_estimators': 500 'n_estimators": 100
Greek
Word2Vee | 1C 5. ‘samma's 0.5, kemel': i | ‘C 10, max_iter® 500 ‘max_features': 'auto’, ‘gamma': 0.1, 'max_depth': 9,
§ 3, gammaz 0o, ’ Co ‘min_samples_split': 5, 'n_estimators": 500 'n_estimators': 100

Fig. 1. Hyperparameters and their optimal values in each case.

Next, Fig. 2 shows the accuracy score achieved by BERT and each ML algorithm.
When employing the TF-IDF technique for representing text in English, we can
see that Logistic Regression was the best performing classifier, followed by SVM,
with 85% and 84% accuracy scores, respectively. The results indicate that the use
of word embeddings improved the performance of all algorithms except LR for
which the accuracy score did not change. The RF and XGBoost classifiers showed
the greatest improvement in accuracy, whereas SVM outperformed all models,
and was the best classifier when word embeddings representations were used.
Having an accuracy of 91% the BERTgasg model exceeded the performance
of all the aforementioned classifiers. We also observed that for both weighting
schemes, TF-IDF and word embeddings, the considered algorithms performed
worse in terms of precision, recall, and f-score, for the neutral class, which did
not hold for the BERT language model.

When examining the classification performance results for the Greek language
dataset, we observe that SVM was the best performing classifier for the TF-IDF
weighting method, with an accuracy of 86%, followed by LR. The other two algo-
rithms performed relatively poorly with accuracy rates of 78% and 76%. When
it comes to word embeddings, the performance of RF and XGBoost classifiers
improved by 4% and 3% respectively, whilst the accuracy rates of the SVM and
LR models were slightly reduced. Despite the decrease in its accuracy, the SVM
model still outperformed the other classifiers. However, the best performance
among the explored approaches was achieved when fine-tuning the GreekBERT
language model with an accuracy of 93%. This model also outperformed the
others in terms of precision, recall, and f-score across all classes, negative and
non-negative.
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Representation Technique TF-IDF Word2Vec
. BERT
& Classifier SVYM LR RF XGBoost SYM LR RF XGBoost
English 0.84 0.85 0.79 0.77 0.86 0.85 0.82 0.83 091
Greek 0.86 0.85 0.78 0.76 0.83 081 0.82 0.79 093

Fig. 2. Classification Accuracy scores for English and Greek language models.

To summarize, most of the trained classifiers performed well, however, the two
fine-tuned BERT models had the highest accuracy scores. Consequently, after
discarding the training tweets we applied the fine-tuned BERTgsgg model to all
1,255,554 tweets in the English language corpus, and the fine-tuned GreekBERT
model to all 49,375 tweets in the Greek language corpus. The objective of this
process was to determine the polarity of each tweet, so we could analyze the clas-
sified tweets over time and identify sentiment changes towards the vaccination
topic, which could occur in response to vaccine-related news or events.

4.1 Trend Analysis

Fig. 3 shows the percentage of tweets distributed across the different sentiment
categories in both languages. Based on the distribution of English language
tweets, the "Neutral" category had the highest percentage of tweets, reaching
almost 40%, while the "Positive" category with 23.6% was outnumbered by the
"Negative" category with 36.5%. On the other hand, the overwhelming majority
of Greek language tweets (60.1%) fell into the "Negative" category, with the
remaining 39.9% falling into the "Non-negative" category.

Neutral
Positive
Negative
Non-Negative

Fig. 3. Tweets percentage distribution by sentiment category collectively for English
(left) and Greek (right).

Since these are aggregated results and may conceal fluctuations that occurred
within the time range, we further plotted the daily timeline showing the evolution
of vaccine-related tweets based on sentiment, for the study period. The daily pro-
gression of negative and non-negative sentiments on the left side of Fig. 4 shows
that the dominant sentiment was negative, but its trend is closely followed by the
non-negative trend. The time series for the English language dataset, presented
on the right side of Fig. 4, shows that the prevailing sentiment remained neutral
until July 15, 2021, when negative sentiment started to dominate, with a few
exceptions. The number of positive tweets did not exhibit dramatic fluctuations
except for September 17, 2021, and October 21, 2021, when it peaked.
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Fig. 4. Time series between May 19, 2021 and November 19, 2021, for the collected
tweets on a daily basis based on sentiment for Greek (left) and English (right).

Next, we studied word clouds displaying the one hundred most frequently occur-
ring words for each sentiment class, that were generated using the log-likelihood
values. According to Fig. 5, the words "death", "unvaccinated", "covidiot" and
"antivaxxer" appeared frequently in negative English language tweets, indicat-
ing that many Twitter users expressed their displeasure with people who refused
to receive the vaccine. People were still concerned about the mask mandates and
the coronavirus repercussions, as evidenced by terms like "mask", "mandate",
"sick" and "risk." Words that appeared often in neutral tweets such as "vaccine",
"dose", "available", and "date", indicate a need for information on the vaccina-
tion program. Interestingly, there were several keywords related to India, such as
"indiafightscorona", "pune" and "covaxin", implying that a significant number
of tweets originated from Indian users. Finally, terms like "vaccinated", "thank",
and "great" appeared in the positive word cloud, indicating that people support
and receive COVID-19 vaccines, as well as encourage others to do so by using
hashtags like "getvaccinated" and "vaccineswork". Some more words shown in
a smaller size are "happy", "grateful", "protect" and the hashtag "staysafe".

Moreover, according to Fig. 5 and in the case of Greek language word clouds,
the most interesting conclusions can be drawn from the negative one. It is ev-
ident that it was dominated by references to Greece’s prime minister and the
government in general, the mass media, as well as rude and inelegant char-
acterizations of them. Other negative words refer to vaccine deniers, vaccine
side-effects, coronavirus variants and deaths, whereas some of the most popular
keywords associated with non-negative sentiment referred to the pandemic, covid
cases, and mutations, vaccines, dose, children, and hashtags like "covidgreece",
and "rollingupsleeves".

5 Conclusion

This paper follows the evolution of sentiment towards COVID-19 vaccines be-
tween May 19, 2021, and November 19, 2021, by creating a ML based sentiment
analysis model using pre-annotated tweets, that is capable of classifying Twitter
posts written in English or Greek. Several established classifiers and language
models were examined for both languages, with their accuracy rates ranging from
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Negative Tweets Neutral Words Positive Words

marslght getvaccinated. grea today fL lgeono’dp :
knowégfpmvaacn%wfxﬁggi pg?t thankvaccmégv{/‘g‘r k
Spsopleaiis getvaccinated
anenE s deathient suyvaccinated:

%ti' pntooraKr] x;g;;w é 2o pzto)\)\waﬁsr] B\E}Ata

ﬁg}ﬁigvn%n ma)\“mm wnup\{{gﬁ% ;% i EEpBO)\LU €ppoALacpoL

sipwssla e gnpreare e 201E 5 EUBOA LA

gutia EE(-PTKL(AEQ HIAGKSES £ S P% gic%%%égc}:lg\h;gpri%&a

Fig. 5. Word clouds for the English (top) and Greek (bottom) datasets, showing the
most frequent appearing words in vaccine-related tweets for each sentiment category.

76% to 93%. The proposed framework classifies English language tweets into
positive, neutral, and negative categories employing BERT with 91% accuracy.
Greek language tweets are classified as negative and non-negative, employing
GreekBERT with an accuracy of 93%.

When the English dataset was studied collectively, the prevailing sentiment was
neutral, but daily, neutral was only dominant during the first months, as the
sentiment shifted to negative in the months that followed, with the exception
of a few days. When we compare the percentage of tweets belonging into each
sentiment category on the beginning and end dates of the study period, we find
that negative sentiment increased by nearly 12%, positive sentiment decreased by
11%, and the percentage of neutral sentiment remained almost stable. Except
for a few days negative sentiment dominated the Greek dataset both overall
and daily. When the percentage of tweets on May 19 and November 19 were
compared, it was found that negative tweets grew by 17% while non-negative
tweets declined by 17%.

As the vaccination process is still hampered by several barriers, and new
cases and deaths are growing worryingly, our work demonstrates that social
media sentiment analysis can yield useful insights, which governments and health
experts can use to develop effective crisis management strategies, better inform
the public and plan ahead of time to prevent disease-specific concerns. Quick
responses and actions facilitated by social media analysis, aimed at minimizing
and preventing negative emotional and psychological impacts will enhance global
health and well-being amid crises such as the SARS-CoV-2 pandemic.

5.1 Limitations and Future Work

Although Twitter is a valuable data source for studying real-time social media
content about coronavirus vaccines, its users are not representative of the gen-
eral Greek- and English-speaking public, and their tweets simply reflect netizens’
views and emotions about vaccination. Another limitation is linked to data col-
lection, since we queried Twitter using limited sets of vaccine-related hashtags,
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which may have been incomplete. Next, determining the class to which each
tweet belongs introduces subjectivity, since each opinion may have different in-
terpretations. We should also keep in mind that social media data contains a
lot of noise, which is difficult to completely eliminate, and that the selection
of data processing techniques is subjective and may significantly impact the re-
search’s outcomes. Additional limitations stem from the use of ML, which can
process large amounts of data considerably faster than human approaches, but
still struggles to detect irony and sarcasm in tweets.

For that reason, the primary focus of future research should be on building
better-performing sentiment classification models and conducting the analysis
with a larger dataset, acquired from multiple social network sites or sources
other than social media. It would be also interesting to detect and classify emo-
tions in tweets, such as happiness, fear, trust, which has the potential to improve
citizens’ and society’s understanding. Another future direction involves study-
ing the geographic distribution of tweets and their sentiment, comparing how
sentiment changes across different countries around the world.
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