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Abstract. The estimation of production time is an essential part of the
manufacturing domain, allowing companies to optimize their production
plan and meet the dates required by the customers. In the last years,
there have been several approaches that use Machine Learning (ML)
to predict the time needed to finish production orders. In this paper, we
use the CRISP-DM methodology and Automated Machine Learning (Au-
toML) to address production time prediction for a Portuguese contract
manufacturing company that produces metal containers. We performed
three CRISP-DM iterations using real data provided by the company
related to production orders and production operations. We compared
four open-source modern AutoML technologies to predict production
time across the three iterations: AutoGluon, H2O AutoML, rminer, and
TPOT. Overall, the best results were achieved in the third CRISP-DM
iteration by the H2O AutoML tool, which obtained an average error of
3.03 days. The obtained results suggest that the inclusion of data about
individual manufacturing operations is useful for improving production
time for the entire production order.

Keywords: Contract Manufacturing · Automated Machine Learning ·
Regression.

1 Introduction

Under the current highly competitive market, manufacturing companies are con-
stantly being challenged by growing demands for individualized products that
present a higher quality and simultaneously a lower production cost. In partic-
ular, modern logistics methods, such as high on-time or short delivery and lead
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times, are a way to differentiate the companies from their competitors [16]. In
general, the manufacturing process consists of the transformation of raw mate-
rials into components or final products, through a sequence of operations [13].
Since a production plan can contain several production orders with different
operations, the exact prediction of the production time for an order plays a de-
termining role in improving the efficiency of the plan, allowing to meet the dates
required by the customer [11].

This paper presents an implementation of the CRISP-DM methodology [17]
and Automated Machine Learning (AutoML) [6] to predict production time in
the manufacturing domain. We used real-world data collected from a Portuguese
contract manufacturing company that produces metal containers, such as cans
and aerosols. The prediction of production time is essential for the company, in
order to optimize the production plan.

Our approach consisted of using several CRISP-DM iterations to provide pre-
dictions of the time needed to conclude a production order. We used four recent
open-source AutoML tools for the CRISP-DM modeling phase, to automate algo-
rithm selection and hyperparameter tuning: AutoGluon, H2O AutoML, rminer,
and TPOT. The usage of AutoML allowed us to focus on the data preparation
phase. We executed a total of three CRISP-DM iterations, in which we tested
different data preprocessing and feature engineering techniques.

The paper is structured as follows. Section 2 presents the background work.
Section 3 describes the CRISP-DM methodology and the AutoML tools. Section
4 details the three CRISP-DM iterations we performed. Then, Section 5 presents
the overall results and discussion. Finally, Section 6 presents the main conclusions
and future work directions.

2 Background

The lithography process of the company begins with cutting the coil. Given the
diversity of containers that the company produces, there are numerous metal
and cutting specifications to meet the product requirements. The next step is
the varnishing process. In this process, varnish or enamel is applied to the metal
sheet, to protect the can from the erosion caused by its contents. Next, the
sheet goes through a printing process. This stage consists of applying ink to
a certain area of the sheet, translating the color and illustration according to
the client’s request. Finally, the sheet goes through a secondary cutting process,
transforming it into several bodies or strips.

Each step of the lithography factory process has a set of associated operations
that influence production time. Through a predictive modeling approach, we
can increase the accuracy of forecasts for the production times of an order,
which is a key indicator for the development of a successful production plan [8].
Although there are research works on the use of Data Mining techniques for
the forecasting of manufacturing order delivery times, within our knowledge the
research concerning data-driven modeling of lithography process is scarce.
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In [1], the authors estimated the weekly lead times of a producer of heavy
electric motors by using Artificial Neural Networks (ANN), fuzzy regression, and
a traditional regression. The obtained results showed that ANN is superior to
both regression and fuzzy regression, obtaining lower Mean Absolute Percentage
Error (MAPE) values. ANN were also used by [9]. The authors used technical
specifications demanded by the customer to predict the flow time of a wide
range of products, obtaining an accuracy superior to 90% when comparing the
results of ANN and factorial design with check data. [8] compared a traditional
Operations Research (OR) approach with ML approaches and concluded that
ML provides more precise results than OR when predicting the production lead
time of optical lenses for eyeglasses.

3 Materials and Methods

3.1 CRISP-DM

CRISP-DM (CRoss Industry Standard Process for Data Mining) is a framework
that allows translating a business problem into a Data Mining project, providing
a holistic view of the life cycle of a Data Mining project, beyond the application of
ML models. It is divided into six different phases, that cover further general tasks
[17]. First, in the business understanding phase it is necessary to understand
what the goals are from a business point of view and to fit these requirements
into a Data Mining problem. In the data understanding phase, it is essential
to analyze the collected data in order to draw insights and identify possible
problems. The data preparation phase processes all relevant data to generate
the final dataset. In the modeling phase, various techniques and algorithms are
applied to extract knowledge from the processed data. In the evaluation phase,
the generated model is typically tested with real data, to ensure the quality of
the model. Finally, the deployment phase can vary depending on the project
requirements. It can be a final report or the implementation of a repeatable
Data Mining process [2].

3.2 AutoML

The modeling phase of CRISP-DM is mainly related to the choice of a modeling
technique, usually involving ML algorithms (e.g., Linear Regression, Decision
Trees) and their hyperparameters. Typically, this is a very iterative phase, that
might require trial and error approaches, domain knowledge, or heuristics [7].
Given the iterative nature of this step, this can become a time-consuming pro-
cess. Automated Machine Learning (AutoML) helps reduce the time needed for
the modeling phase of CRISP-DM by choosing the best algorithm and hyperpa-
rameters for a given dataset, without the need for human input [6].

In this work, we use AutoML to automate algorithm selection and hyper-
parameter tuning for the modeling phase of CRISP-DM. The usage of AutoML
intends to reduce the time needed for the modeling phase and allowed us to focus
on other key phases, such as data understanding and data preparation [15].
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For our experiments, we used four open-source AutoML tools: AutoGluon,
H2O AutoML, rminer, and TPOT. AutoGluon is the AutoML module for the
Gluon framework [4]. For our experiments, we used the tabular prediction com-
ponent of AutoGluon. H2O AutoML is the open-source AutoML module from
the H2O framework [10]. Rminer is a package for the R language that facilitates
the usage of ML algorithms and also includes flexible AutoML functions [3].
For rminer, we used the "automl3" template4. Lastly, TPOT is an AutoML li-
brary based on the Scikit-Learn framework that uses Genetic Programming [14].
Table 1 summarizes the characteristics of the four used AutoML technologies
(Framework, API language, number of Algorithm Families used by each
tool, and Version used in this work).

Table 1. Description of the adopted AutoML tools.

Tool Framework API Algorithm
Families Version

AutoGluon [4] Gluon Python 7 0.3.1
H2O AutoML [10] H2O Java, Python, R 6 3.36.0.3
rminer [3] rminer R 6 1.4.6
TPOT [14] Scikit-Learn Python 5 0.11.7

4 CRISP-DM Methodology

4.1 First CRISP-DM Iteration

In the first iteration, we performed the first five phases of CRISP-DM (from
Business Understanding to Evaluation). Our goal was to predict production time,
in other words, the time needed to conclude a production order.

Business Understanding In this phase, the company identified the need to
predict when a production order will be finished, given a defined starting date.
We identified a regression task, in which we aim to predict the number of days
needed to finish a production order after it starts.

Data Understanding For this phase, we analyzed the first data source pro-
vided by the company: Production Orders. This dataset is composed of 14,614
records, gathered from December 2018 to December 2020. Each record is related
to a finished production order. Table 2 summarizes the attributes of the dataset.

4 https://CRAN.R-project.org/package=rminer
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Table 2. Description of the Production Orders dataset attributes.

Attribute Description Type Levels Example

Order_ID ID of the production order Categorical 14438 1000234997
Material Material of the final product Categorical 4490 51-49012
Order_quantity Produced quantity of order Numerical - 423
Start_order Starting date of production order Date 394 28/03/2019
End_order Ending date of production order Date 341 06/01/2020

Data Preparation First, we created the target variable: the number of days
needed to finish each production order, which we named Delta. This new column
resulted from the subtraction of the columns End_order and Start_order (in
total days since the company also works at the weekends). For the data prepro-
cessing, we deleted records with missing values (e.g., records without a registered
material or with missing dates). There were instances of records with duplicate
Order_ID (around 175 records). In these cases, we deleted the duplicate records
and only considered the first record with a distinct ID. Then, we removed the
column Order_ID since it has no predictive value (every record has a distinct
ID). Additionally, we removed the target column outliers. The company experts
suggested that records with production time higher than 150 days should be
considered outliers, so we removed any record with a Delta over 150. We noticed
some records had negative Delta and we also remove these records.

Finally, we applied a standardization technique to the only numeric column
(Order_quantity), which transformed the values into a new scale with a mean
equal to 0 and a standard deviation equal to 1. For the column Material, we used
the Inverse Document Frequency (IDF) technique, which converts a categorical
column into a numerical column of positive values, based on the frequency of
each level of the attribute [12]. The resulting preprocessed data resulted in a
reduction of records from 14,614 to 14,101 production orders.

Modeling For the modeling phase, we selected four open-source AutoML tools
detailed in Section 3.2: AutoGluon, H2O AutoML, rminer, and TPOT. The val-
idation method we used was based on a recent AutoML benchmark [5], adopting
a 10-fold external cross-validation to evaluate the test set predictions. Addition-
ally, for each AutoML training, we used an internal 5-fold cross-validation to
select the best algorithm and hyperparameters, a task that is performed auto-
matically by these tools. The test set predictions for each of the external 10
folds were evaluated using the Mean Absolute Error (MAE) (∈ [0.0,∞[, where
the lower the value, the better are the predictions). In addition, we computed
the Normalized MAE (NMAE), which is equal to the MAE divided by the range
of the target column (in percentage). For the internal validation (performed by
the AutoML tools), we used the MAE. To keep the comparison fair between the
AutoML tools, we defined a maximum training of one hour when available (only
unavailable on rminer).
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Evaluation To evaluate the predictive results we computed the average metrics
of the external 10 folds. We also added a confidence interval based on the t-
distribution with 95% confidence, to ensure the statistical significance of the
experiments. Table 3 shows the average results for the first CRISP-DM iteration.
For each tool, the table shows the algorithm that was most often the leader
during training across the 10 folds (Best Algorithm). The results also show
the average test scores of the external 10 folds and confidence intervals (MAE
and NMAE), with the best scores in bold.

Table 3. Average results obtained on the first CRISP-DM iteration on test data (best
values in bold).

AutoML Tool Best Algorithm MAE NMAE

AutoGluon Ensemble 4.00±0.15 3.46±0.26
H2O AutoML Stacked Ensemble 3.70±0.10 3.21±0.24
rminer Stacked Ensemble 3.98±0.12 3.45±0.27
TPOT Gradient Boosting 3.77±0.12 3.26±0.25

The results show that H2O AutoML obtained the best results with an average
error of 3.70 days, corresponding to an average NMAE of 3.21%. Nevertheless,
the four tools obtained close results (average MAE ranging from 3.70 to 4.00
and average NMAE ranging from 3.21% to 3.46%). After this iteration, the
company provided an additional dataset related to the individual operations of
a production order, which were addressed in the second CRISP-DM iteration.

4.2 Second CRISP-DM Iteration

Business Understanding During a new phase of business understanding, the
company provided new insights about the manufacturing process. Each produc-
tion order is composed of a series of operations (e.g., cut, paint). Each one of
these operations is carried out in a specific work center and might involve differ-
ent types of raw materials. Also, every production operation is associated with a
production order ID and has a defined start and end timestamp. In this CRISP-
DM iteration, we attempt to improve the previous iteration results by predicting
the time needed to carry out production operations (instead of production or-
ders). By predicting this attribute, we can estimate the total time needed to
conclude the associated production order.

Data Understanding For this phase, a new data source was analyzed (Oper-
ations), related to production operations associated with a specific production
order. The dataset has 40,610 records and 8 attributes. Each production order
has between one and nine operations. The most common number of operations
is three, while the average value is 2.83. Table 4 summarizes the attributes of
the operations dataset.
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Table 4. Description of the Production Operations dataset attributes.

Attribute Description Type Levels Example

Order_ID ID of the production order Categorical 14438 1000234997
Operation_ID ID of the operation type (e.g., cut) Categorical 36 25
Work_Center Work center that performed the operation Categorical 21 1LE02
Operation_quantity Quantity associated to the operation Numerical - 44587
Start_date_op Starting date of operation Date 385 16/09/2020
End_date_op Ending date of operation Date 390 04/11/2020
Start_time_op Starting time of operation Time 29362 10:54:27
End_time_op Ending time of operation Time 29369 14:26:02

Data Preparation The creation of the target attribute followed an approach
similar to the first iteration. We created a target column that specifies the num-
ber of days that an operation takes to finish. In this case, since the operations
dataset has start and end times, we computed the difference between the start-
ing timestamp and the ending timestamp. The result is that the values of target
variable were converted to decimals (e.g., 1.25 days). For the data preprocessing
we also used similar transformations. First, we deleted rows with missing values.
Then, we used the same threshold to remove outliers from the target, so that
operations that took more than 150 days were removed from the dataset (only
12 records were discarded).

Given that several production operations are associated with the same pro-
duction order, we did not need to remove duplicate Order IDs. However, we re-
moved operations associated with Order IDs that were not on the Orders dataset
(used on the first CRISP-DM iteration). Contrary to the first iteration, we did
not remove the column Order_ID because in this approach the ID is not unique
to every record. Finally, we standardized the Operation_quantity column and
applied IDF to the columns Order_ID, Operation_ID, and Work_Center. The
Data Preparation phase reduced the number of records from 40,610 to 39,225.

Modeling The modeling phase was similar to the first iteration, detailed in
Section 4.1. It used the same four AutoML tools (AutoGluon, H2O AutoML,
rminer, and TPOT), the same validation (10-fold external cross-validation and
5-fold internal cross-validation), as well as the same predictive metrics (MAE
and NMAE).

Evaluation Given that in this iteration we predict the operation time instead
of the total production time, we aggregate the Operations dataset after the pre-
dictions. We group the dataset by Order_ID and sum the time for all individual
operations, resulting in a predicted production time. Then, we compare the ob-
tained production time with the real values from the Orders dataset. Thus,
instead of measuring the MAE and NMAE for the individual operations, we
aggregate the results to maintain a meaningful comparison between CRISP-DM
iterations. Also, the main problem identified by the company is related to the to-
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tal production time instead of operations time. Table 5 shows the average results
for the second CRISP-DM iteration.

Table 5. Average results obtained on the second CRISP-DM iteration on test data
(best values in bold).

AutoML Tool Best Algorithm MAE NMAE

AutoGluon Ensemble 6.00±0.10 4.46±0.35
H2O AutoML Deep Learning 5.83±0.68 4.35±0.76
rminer Suppor Vector Machine (SVM) 6.51±0.11 4.82±0.38
TPOT Gradient Boosting 6.64±0.11 4.92±0.40

The second iteration results show that, in general, this approach obtained
worse results, when compared to the first iteration. Even though the best Au-
toML tool for this iteration (H2O AutoML) obtained an average error of 5.83
days, this is still worse than all the results from the first iteration (which had an
average MAE ranging from 3.70 to 4.00 days).

These results suggest that, in this case, predicting production time by pre-
dicting each operation time is less effective than using the ML models to directly
predict the total production time. After analyzing the results of this iteration
with the company experts, we concluded that the degradation of the results was
caused by two factors: first some operations may be executed simultaneously in
two or more production lines, and the second was that different operations have
different machine setup times, which the company does not store. Instead, it
uses the average time for all operations. To check if we could improve the re-
sults, we decided to perform a third CRISP-DM iteration, using both the Orders
and Operations dataset together.

4.3 Third CRISP-DM Iteration

On this iteration, we used the two datasets from the previous iterations (Or-
ders and Operations). We merged the two datasets so that we remain with one
record for each Order ID, but with additional columns regarding which opera-
tions are performed for each order. Since we used the same datasets, the business
understanding and data understanding phases were skipped for this iteration.

Data Preparation In order to merge the two datasets (Orders and Opera-
tions), we first removed the records that had missing values from each dataset.
Then, we pivoted the Operations dataset, such that each different operation be-
came a new column. Since this dataset has 36 different operations (as shown
on Table 4), this created 36 new columns for the Operations dataset. After the
pivot, we changed the values with 1 and 0 (1, if the order includes the operation;
0, otherwise). Next, we performed a left join between the Orders and Opera-
tions. This join added 36 new columns to the Orders dataset (those created by
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the Operations pivot). Then, we created the target column by subtracting the
end date from the initial date. Fig. 1 exemplifies the merging process.

Fig. 1. Representation of the merging process.

Finally, similarly to the first iteration, we standardized the Order_quantity
column and applied IDF to the Material column. This resulted in a dataset with
14,106 rows and 39 features (excluding the target column).

Modeling The modeling phase was similar to the previous two CRISP-DM
iterations, using AutoML (Section 4.1).

Evaluation Table 6 shows the average results for the third CRISP-DM itera-
tion, including, for each AutoML tool, the algorithm that was most often the
leader, the average predictive scores (MAE and NMAE), and confidence intervals
(t-distribution with 95% confidence).

Table 6. Average results obtained on the third CRISP-DM iteration on test data (best
values in bold).

AutoML Tool Best Algorithm MAE NMAE

AutoGluon Ensemble 3.38±0.07 2.81±0.31
H2O AutoML Stacked Ensemble 3.03±0.04 2.53±0.29
rminer Stacked Ensemble 3.42±0.08 2.85±0.31
TPOT Gradient Boosting 3.17±0.08 2.64±0.29

The results from the third iteration show that for the third time H2O AutoML
obtained the best results, with an average error of 3.03 days, corresponding to
2.53% of the target range. Similar to the first iteration, all tools obtained close
results, with a maximum difference of 0.39 for MAE and 0.32 percentage points
for NMAE. Overall, this was the iteration that achieved the best predictions.
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5 Discussion

Table 7 presents a summary of the predictive results for the three CRISP-DM
iterations. For each Iteration, we detail the used datasets (Datasets). For each
AutoML Tool, we also include the algorithm that was most often the leader
during training across the 10 folds (Best Algorithm). The results show the
average test scores of the external 10 folds (MAE and NMAE), with the best
values for each iteration in bold.

Table 7. Average results obtained on each CRISP-DM iteration on test data (best
values in bold).

Iteration Datasets AutoML Tool Best Algorithm MAE NMAE

1st Orders

AutoGluon Ensemble 4.00±0.15 3.46±0.26
H2O AutoML Stacked Ensemble 3.70±0.10 3.21±0.24
rminer Stacked Ensemble 3.98±0.12 3.45±0.27
TPOT Gradient Boosting 3.77±0.12 3.26±0.25

2nd Operations

AutoGluon Ensemble 6.00±0.10 4.46±0.35
H2O AutoML Deep Learning 5.83±0.68 4.35±0.76
rminer SVM 6.51±0.11 4.82±0.38
TPOT Gradient Boosting 6.64±0.11 4.92±0.40

3rd
Orders
and
Operations

AutoGluon Ensemble 3.38±0.07 2.81±0.31
H2O AutoML Stacked Ensemble 3.03±0.04 2.53±0.29
rminer Stacked Ensemble 3.42±0.08 2.85±0.31
TPOT Gradient Boosting 3.17±0.08 2.64±0.29

The results became worse between the first and second iterations, when we
tried to predict the production time using only data from operations. While in
the first iteration the best AutoML tool (H2O AutoML) obtained an average
MAE of 3.70 days, the best results in the second iteration were almost doubled
(MAE of 5.83 days, also by H2O AutoML). As mentioned in Section 4.2, the
degradation of results obtained during the second iteration can be related to the
absence of information about setup time and parallel operations.

On the third iteration, when we merged the Orders and Operation datasets,
the predictive results presented an improvement from both the first and second
iterations. In effect, the third iteration obtained the best predictive results, with
the best MAE of 3.03 days and NMAE of 2.53%, by H2O AutoML. Nevertheless,
on the third iteration, all tools achieved average results better than all the other
results from the first and second iterations. This suggests that using data about
individual operations might be useful for improving production time for the
whole order.

It is worth mentioning that, on all three CRISP-DM iterations, the AutoML
results were close: maximum MAE difference of 0.30 for 1st iteration; 0.81 - 2nd

iteration; 0.39 - 3rd iteration. For the NMAE, the maximum predictive differences
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were: 0.25 percentage points (pp) for the 1st iteration; 0.57 pp - 2nd iteration; 0.32
pp - 3rd iteration. Regarding the best performing AutoML tools, H2O AutoML
achieved the best results on all three iterations. TPOT was the second-best tool
on iterations 1 and 3. AutoGluon was the second-best tool on the 2nd iteration.

6 Conclusion

In this paper, we applied the CRISP-DM methodology to predict production
time for the lithography process of a Portuguese manufacturing company. This
company produces metal cans for several sectors (e.g., food, cosmetics, pharma-
ceutical) and each type of can might involve different types of operations (e.g.,
cutting, applying varnish, printing). The prediction of the production time is
essential for the company, in order to further optimize the production plan.

We executed a total of three CRISP-DM executions, using data provided
by the company, between December 2018 to December 2020. The company pro-
vided two datasets: the first one (Orders) included data about production orders;
the second one (Operations) provided information about individual operations
associated with production orders. For the modeling phase of CRISP-DM, we
used AutoML to automatically select the best ML algorithms and hyperparame-
ters. We used four recent open-source AutoML tools: AutoGluon, H2O AutoML,
rminer, and TPOT. During the first CRISP-DM iteration, we only used data
from the Orders dataset. For the second iteration, we predicted production time
using only the Operations dataset. In the third and final iteration, we merged
the Orders and Operations datasets. The best predictive results were achieved
on the third CRISP-DM iteration (average MAE of 3.03 days, by H2O AutoML).

In future work, we intend to explore more AutoML technologies to automate
the Modeling phase of CRISP-DM. Moreover, we intend to address issues related
to the second iteration, namely the setup time and usage of parallel operations.
Lastly, we wish to use more datasets from the analyzed manufacturing domain
to predict production time, aiming to check if there is further consistency in the
results obtained in this paper.
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