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Abstract. Machine learning (ML) and deep learning (DL) methods have recently 

become a hot topic in the real estate discipline. They have contributed to the ad-

vancement of various domains in real estate sector. This paper provides a critical 

review of recent trends in applying machine learning and deep learning (ML/DL) 

techniques in various domains of real estate and investigate their potential for the 

real estate sector. Recent advances in model development, testing and areas of 

application in real estate in the past 4 years (2017-2020) are presented. Findings 

reveal that 20 different ML & DL algorithms were utilized to examine various 

aspects of real estate development and valuation, and that the most commonly 

used algorithms are neural networks, regression models, random forest, booting, 

support vector machine and cubist /pruned model tree.   

Keywords: machine learning, deep learning, real estate, properties.  

1 Introduction 

Real estate is the arena of human activities. During the past two decades or so, machine 

learning (ML) and deep learning (DL) algorithms and methods have moved into real 

estate research, thus there is enormous opportunities for future research in order to en-

hance several areas in the field.  ML/DL algorithms and models have been applied in a 

wide range of activities and processes in real estate development and valuation such as 

valuation of land, mass appraisal for taxation purposes, renting value, and market value 

of real estate properties.  However, the application of ML and DL in this field still new 

and more growth is expected in the future [1]. 

Valuation is one of the major application areas of ML/DL in real estate. Real estate 

valuation is the process of developing an opinion of value for real estate property. Real 

estate valuation and estimations are needed for purposes such as selling, buying, rent-

ing, real estate development, secure bank loans, taxation, amongst others. In all these 

cases, stakeholders are interested in getting the most accurate estimation of the value 

of the real estate property. Traditionally, the valuation of real estate properties is based 

on the expertise of the valuators/appraisers. This process suffers from inaccuracy in 

estimating the value of proprieties due to the differences in the perception of valuators. 
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As such, the conventional valuation process is often supported by computer systems 

called Automated Valuation Models (AVM) and Computer Assisted Mass Appraisal 

(CAMA) which employ various statistical methods and models to estimate the value of 

a single or a mass of properties [2], [3].  The ML/DL methods have entered the field as 

new addition to these conventional practices. 

This paper aims to identify the main ML and DL techniques used in the real estate 

field. The paper provides an extensive survey of recent developments and achievements 

in applying ML/DL algorithms and techniques to advance real estate field. Extensive 

literature review showed that there is no similar systematic survey on the topic in the 

past decade or so [4].  

This survey paper is organized as follows: section 2 summarizes the paper method-

ology.  Section 3 examines and analyzes the ML and DL algorithms and techniques 

applied in real estate literature and outlines the relevant studies, section 4 provides a 

discussion of results, and section 5 provides conclusion of findings.  

2 Materials and Methodology 

To identify relevant literature in the area of applying ML/DL algorithms and techniques 

in real estate development and valuation, the author explored Google Scholar, Web of 

Science (WoS), and Scopus databases with the following search keywords: “real es-

tate”, “property” or “mass appraisal” along with “machine learning”, “deep learning” 

in addition to names of a wide range of ML and DL algorithms. The search in these 

databases showed that there is high increase in using ML and DL algorithms in real 

estate development and valuation during the past decade or so. However, the applica-

tion of ML and DL in this field still new and more growth is expected in the future. Our 

search was focused on recent research studies that have been published in the past four 

years (i.e. between 2017 and 2020).  After removing duplicates, the search resulted in 

a total number of 36 papers. Based on reading the abstract of each paper, a total of 16 

papers have been excluded as they are unrelated to the topic. We also excluded most of 

conference papers as our research is focused on journal papers.  Only 20 papers were 

remained for analysis, for of them are conference papers.  The final list of papers se-

lected for analysis is presented in Table 1.  

Table 1. Descriptive analysis of the 22 examined research papers. 

Study 
Pub. 

year 
Study area ML/Dl methods Objective of the study 

Abidoye & 

Chan [5] 

2017 Lagos, Ni-

geria 

Artificial Neural Net-

work 

Examine accuracy and feasibil-

ity of using ANN technique to 

predict the prices of properties   

Guo et al. [6] 2019 Beijing, & 

other 5 cit-

ies, China 

Artificial Neural Net-

work 

Optimize ANN to work for cit-

ies with insufficient real estate 

data without compromising ac-

curacy. 

Alexandridis et 

al. [7] 

2019 Several cit-

ies, Greece 

Artificial Neural Net-

work 

Assess performance & accu-

racy of ANN models with 2 
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traditional real estate valuation 

methods (i.e MRA & SMV)  

Abidoye & 

Chan [8] 

2018 Lagos me-

tropolis, Ni-

geria 

Artificial Neural Net-

work 

Evaluate the predictive accu-

racy of ANN model with the 

hedonic pricing model (HPM) 

in residential property valua-

tion. 

Yu et al. [9] 2018 Beijing, 

China 

Convolution Neural 

Network (CNN), Re-

current Neural Net-

work (RNN), Logical 

regression model 

Comparative analysis of pre-

diction power of 3 ML models 

of the market value of second-

hand housing 

Poursaeed et al. 

[10]  

2018 (House pho-

tos from) 

USA 

Convolutional neural 

network 

Predict the impact of (quality 

of) appearance on the value of 

residential properties using 

CNN. 

 

Bin et al. [11] 2017 NA Recurrent Neural Net-

work (RNN) 

Apply RNN in a model to pre-

dict property value & compare 

its accuracy/performance with 

other non-ML appraisal models 

Petkov [12] 2020 Lisbon, Por-

tugal 

Self-organizing Map 

(SOM), & Support 

Vector Machine 

(SVM) 

Compare performance of SOM 

with SVM, & hedonic price 

model (HPM) in predicting 

rental prices.  

Ceh et al. [13] 2018 Ljubljana, 

Slovenia 

Random Forest Empirically evaluate the pre-

dictive power of the random 

forest technique compared with 

the hedonic pricing model 

(HPM) in predicting of prices 

apartments. 

Aydinoglu et 

al. [14] 

2020 Istanbul, 

Turkey 

Random Forest Propose a land valuation model 

for residential properties as an 

extension of the national geo-

graphic data infrastructure 

(GDI) and assess its accuracy in 

estimating market value of 

land. 

Dimopoulos et 

al. [15] 

2018 Nicosia, Cy-

prus 

Random Forest, Linear 

(Multivariate) Regres-

sion 

Compare the performance of 

random forest method with lin-

ear multivariate regression in 

predicting apartments values. 

Alfaro-Navarro 

et al. [16] 

2020 48 prov-

inces in 

Spain 

Boosting, Random for-

est, and Bagging 

Automate the selection of best 

ML/DL model for each city of 

a country, & compare the pre-

diction power of 3 ML/DL 

models of the market value of 

properties, and identify varia-

bles that impact value. 

Kok et al. [17] 2017 California, 

Florida, and 

Texas, USA 

Decision tree Evaluate the accuracy of deci-

sion tree models compared to 

the hedonic pricing model 
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(HPM) in predicting value and 

net operation oncome (NOI) of 

multi-family properties. 

Dimopoulos 

and Bakas [18] 

2019 Nicosia, Cy-

prus 

Gradient Boosting, 

Random Forests, Lin-

ear Regression, and 

Non-Linear Regres-

sion 

 

empirically investigate how the 

four ML/DL models work to 

predict apartment prices, and 

how it takes various variables 

(property characteristics) into 

consideration.  

Vargas-Calde-

rón & Camargo 

[19] 

2019 Bogota, Co-

lombia 

XGBoost (gradient 

boosting)   

Investigate the ability of 

XGBoost, a gradient boosting 

algorithm, to predict property 

prices based on data published 

in real estate market websites  

Gružauskas et 

al. [20] 

2020 Tauragė, 

Lithuania   

Boosted Decision Tree Develop and test a model based 

on the boosted decision tree al-

gorithm as a supplement to tra-

ditional “comparative method” 

when similar historical data is 

unavailable or limited. 

Bogdan et al. 

[21] 

2017 Poland Pruned Model Tree 

(M5P), Multilayer Per-

ceptron, Linear Re-

gression 

Evaluate the accuracy of pre-

dicting sales prices of residen-

tial building using 3 ML/DL 

models (M5P, MLP & linear re-

gression) compared with 2 ex-

pert algorithms used in real 

state valuation. 

Trawiński et al. 

[22] 

2017 Wrocław, 

Poland 

Pruned Model Tree 

(M5P), Multilayer Per-

ceptron 

Evaluate the accuracy of pre-

dicting sales prices of apart-

ments by Pruned Model Tree 

(M5P), and Multilayer Percep-

tron (MLP) algorithms com-

pared with 3 expert algorithms 

used in real state valuation. 

Clark and Lo-

max [23] 

2018 England 

(whole 

country) 

Cubist, Gradient 

Boost, Multivariate 

adaptive regression 

splines (MARS), Sup-

port Vector Machine 

(SVM) 

Assess performance & accu-

racy of 4 ML/DL algorithms 

(Cubist, gradient boosting, 

MARS, & SVM) and one he-

donic price model (GLM). 

Derdouri & 

Murayama [24] 

2020 Fukushima, 

Japan 

Generalized linear 

model (GLM), Gener-

alized additive model 

using splines (GAMS), 

Multivariate adaptive 

regression spline 

(MARS), k-nearest 

neighbors (kNN), 

SVMRadial, Cubist, 

Stochastic gradient 

boosting (GBM), Ran-

dom forest. 

compare and evaluate the per-

formance of 9 ML/DL algo-

rithms and one non-ML algo-

rithm in predicting land prices.   



5 

3 ML/DL Algorithms and their Applications in Rea Estate  

The analyzed 20 research papers have proposed and tested several ML/DL algorithms 

for application in the real estate field. A total of 20 different ML/DL algorithms have 

been examined in the 20 papers. The number of ML/DL algorithms examined in each 

paper ranged between one to nine.  The following is a detailed analysis of each paper, 

the ML/DL algorithms examined, and the major findings.  

3.1 Neural Networks (NN) 

Neural networks have a wide range of applications in real estate. They are the most 

used ML/DL methods in real estate. As shown in Table 1, ten research papers (out of 

20 papers) have addressed the use of 11 neural network models in the context of real 

estate development and valuation. Five types of neural network algorithms were exam-

ined: artificial neural network (ANN), convolutional neural network (CNN), recurrent 

neural network (RNN), multilayer perceptron (MLP) and self-organizing map (SOM).  

Artificial neural network (ANN).  Abidoye & Chan [5], for instance, investigated 

the accuracy and feasibility of using ANN technique to predict the prices of properties 

in Lagos, Nigeria. The study examined the impact of 11 property attributes on the value 

of property. Results showed that ANN provided suitable and reliable predictions of 

values of properties. The model also able to assess the impact of each attribute on the 

property value.   

Guo et al. [6] developed a framework to predict prices of properties across several 

cities in china using semi-supervised ANN. This is done by separating homogeneous 

attributes from heterogeneous attributes of properties and dealing with each separately.   

Alexandridis et al. [7], on the other hand, proposed an ANN model to forecast the 

value of properties in Greece and compared its performance and accuracy with tradi-

tional real estate valuation methods; the multiple regression analysis (MRA) and simi-

larity measure valuation (SMV) models.  After examining the strengths and the perfor-

mance of each method, authors applied a combined forecasting rule to improve fore-

casting accuracy.  They also identified the property characteristics that lead to large 

forecasting errors. Results showed that the proposed ANN model provides an accurate 

tool for property valuation in non-homogeneous, newly developed markets, and con-

stantly outperform traditional valuation methods (i.e. MRA and SMV). 

Abidoye & Chan [8] evaluated the predictive accuracy of hedonic pricing model 

(HPM) in comparison with the artificial neural network (ANN) technique in property 

valuation. Residential property transaction data were collected from registered real es-

tate firms operating in the Lagos metropolis, Nigeria, and were fitted into the ANN and 

HPM models.  The results showed that the ANN technique outperformed the HPM 

approach in terms of accuracy in predicting property values with higher r2 and lower 

accuracy error (MAPE, RMSE, MAPE). 

Convolutional neural network (CNN) and Recurrent Neural Network (RNN). 

Yu et al. [9] built three ML/DL models, namely Convolution Neural Network (CNN), 

Recurrent Neural Network (RNN) and logistic regression model, to predict housing 

prices in a city according to range of characteristics such as building age, location, 
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surrounding facilities and so on. They found that the accuracy of the prediction of a 

model is directly affected by the characteristic and attributes used. For example, they 

found that CNN is more accurate in predicting when using the dataset based on charac-

teristic factors obtained by deep crawling, while the RNN is more accurate in predicting 

when using the time series data. 

Poursaeed et al. [10] have used convolutional neural network (CNN) in a novel ap-

plication to evaluate the impact of visual characteristics of residential properties (i.e. 

their interior and exterior appearance) on their market value. They develop a method 

that used deep convolutional neural networks on a large dataset of photos of home in-

teriors and exteriors for estimating the luxury level of real estate photos and estimate 

their value. They found that the approach is more accurate and provide better value 

estimation compared to existing methods that do not consider visual aspects of residen-

tial buildings.  

Bin et al. [11] proposed a boosting tree model facilitated with a recurrent neural 

network (RNN) to forecast the average price of real estate in a city.  The model uses 

properties attributes such as qualities of houses, location, and trend of market price to 

estimate property value. However, the model doesn’t take spatial and temporal aspects 

of properties into account. The results indicate that the proposed RNN model outper-

forms the existing non-ML models used in the real estate appraisal industry. 

Self-organizing map (SOM).  For example, Petkov [12] used self-organizing map 

(SOM), a type of ANN, and support vector machine (SVM) to predict mid-term rental 

prices based on various spatial variables.   

Multilayer perceptron (MLP). MLP is a special type of feedforward artificial neu-

ral network.   Each of Bogdan et al. [21] and Trawiński et al. [22] conducted a compar-

ative study in which they examined the performance of MLP method compared to other 

ML algorithms. These two papers are discussed in section 3.4 below. 

Table 2. Applications of neural networks in real estate and major findings. *  

Study Highlighted finding  Domain of application 

Abidoye & Chan 

[5] 

Price predictions of ANN technique are fea-

sible, highly accurate and reliable. 

Property valuation, 

mass appraisal, pre-

dict property value. 

Guo et al. [6] The developed semi-supervised ANN model 

achieved similar or even superior perfor-

mance compared to a fully supervised ANN 

in property evaluation. 

Property valuation, 

mass appraisal, pre-

dict property value. 

Alexandridis et al. 

[7] 

The proposed ANN method is an accurate 

prediction tool and constantly outperform 

traditional valuation methods (i.e. MRA and 

SMV).  

Property valuation in 

non-homogeneous, 

newly developed mar-

kets. 

Abidoye & Chan 

[8] 

The proposed ANN method outperformed 

the HPM approach in prediction of market 

value for residential properties.  

Property valuation of 

residential properties, 

mass appraisal. 

Yu et al. [9] Accuracy of ML/DL methods (CNN, RNN 

& LRM) depends on type of attributes/varia-

bles used. CNN is more accurate when using 

Market value of sec-

ond-hand housing. 
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housing characteristic data, while RNN is 

more accurate when using time series data. 

Poursaeed et al. 

[10] 

The approach (CNN & novel algorithm) is 

more accurate and provide better value esti-

mation compared to existing methods that do 

not consider visual aspects of residential 

buildings. 

Valuation of various 

types of residential 

buildings based on 

quality/luxury level of 

property. 

Bin et al. [11] The proposed RNN model outperformed the 

existing non-ML models used in the real es-

tate appraisal industry. 

Property valuation, 

property appraisal. 

Petkov [12]  ML methods (SVM and SOM) outperformed 

the non-ML methods (i.e. hedonic price 

model). Accuracy of ML methods depends 

on type of attributes/variables used. 

Mid-term rental 

prices. 

* See also papers [21] & [22] that address these algorithms 

3.2 Random Forest, Bagging and Decision Tree 

Six papers have investigated the application of random forest algorithm, while one pa-

per has examined each of bagging and decision tree algorithms, as shown in Table 3.  

For instance, Ceh et al. [13] examined the predictive performance of the random forest 

algorithm in comparison to commonly used hedonic pricing models (HPM) in predict-

ing prices of apartments in Slovenia. Results revealed that prediction results of the ran-

dom forest model are significantly better than the results obtained through HPM model 

according all performance measures (R2 values, sales ratios, mean average percentage 

error (MAPE), coefficient of dispersion (COD)).  Ten of the most important predicting 

variables identified by random forest models are also supported by Principal Compo-

nent Analysis (PCA).   

Aydinoglu et al. [14] proposed an interoperable land valuation model using random 

forest method and evaluated its accuracy in estimating market value of residential urban 

land.  The model is developed as an extension of the national geographic data infra-

structure (GDI) of Turkey.   Experimental results showed that the random forest algo-

rithm accurately predicted the value of residential land in the light of all related perfor-

mance measures (i.e. median ratio, COD and PRD) and standards International Asso-

ciation of Assessing Officers (IAAO).   

Dimopoulos et al. [15] conducted a comparative study to assess the performance and 

accuracy of random forest and linear multivariate regression methods in predicting mar-

ket values of apartments (multifamily residences). The result revealed that the random 

forest method outperformed the linear multivariate regression in predicting market 

value of apartments, and that the difference in the accuracy measure (the root mean 

squared error -RMSE) between the two models ranged between 7.87% and 11.17%. 

The set of most important variables affected the value of apartments were identified.  

Alfaro-Navarro et al. [16] developed an application that automates the selection of 

best ML model for each city/district in Spain.  Real estate property prices in 433 mu-

nicipalities are estimated from a sample of 790,631 dwellings, using three ensemble 

methods (bagging, random forest and boosting) based on decision trees.  Results 

showed that the ability of the three ensemble methods (bagging, random forest and 
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boosting) in estimating the price of dwellings is clearly outperformed individual regres-

sion trees, with the best results being achieved using the techniques of bagging and 

random forest, as reflected in the measures of prediction error.  

Kok et al. [17] examined the accuracy of decision tree (i.e. regression tree) model in 

comparison with the traditional hedonic pricing model (HPM) in predicting value and 

net operation oncome (NOI) of multi-family properties in several states in USA.  They 

tested the two models using large datasets of over 28,145 unique properties.  Results 

revealed the superiority of the decision tree model compared to HPM technique. The 

absolute error (MdAPE) between property value as predicted by the model and the ac-

tual transaction price is 9.3% for multifamily assets. Results showed that only 48% or 

less of property value is explained by property characteristics, whereas local amenities, 

census data, and local market dynamics contributed to the remaining 52%.   

Dimopoulos and Bakas [18] used sensitivity analysis to investigate how random for-

est algorithm performed compared to other three algorithms (i.e. gradient boosting, lin-

ear regression, and non-linear regression) regarding predicting apartment prices. They 

found major similarity across the four methods as discussed in section 3.3 below. 

Table 3. Applications of random forest and bagging algorithms in real estate. * 

Study Major findings  Domain of application 

Ceh et al. [13] The developed random forest model pro-

vided accurate prediction and significantly 

outperform traditional HPM approach, ac-

cording to actual sales price and all perfor-

mance measures. 

Valuation of apart-

ments & multi-family 

properties. 

Aydinoglu et al. 

[14] 

The random forest algorithm accurately pre-

dicted the value of residential land as evalu-

ated by performance measure and IAAO 

standards. 

Valuation of urban 

land (residential land). 

Dimopoulos et al. 

[15] 

The random forest random forest outper-

formed the linear regression models in pre-

dicting apartment’s market value. 

Valuation of apart-

ments /multi-family 

properties. 

Alfaro-Navarro et 

al. [16] 

bagging and random forest performed better 

than boosting technique. Feasibility of ap-

plying the method to many cities through au-

tomating selecting best ML/DL model for 

particular city/district. 

Value of apartments, 

automate the selection 

of best ML/DL model 

for each city of a 

country. 

Kok et al. [17] The developed decision tree model outper-

formed the HPM approach in predicting mar-

ket value net operating income (NOI) of 

multi-family properties.  

Valuation of multi-

family properties, and 

the net operating in-

come (NOI) of these 

properties. 

* See also papers [18] & [24] that address these algorithms 

3.3 Boosting and Gradient Boosting 

Three papers have investigated gradient boosting algorithm, while another three papers 

have examined boosting algorithm as shown in table 4 and discussed below. 
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Dimopoulos and Bakas [18] empirically investigated the capabilities of four ML/DL 

algorithms (i.e gradient boosting, random forests, linear regression, and non-linear re-

gression) and how they can be used for the mass appraisal of real estate properties. They 

used sensitivity analysis to examine how each algorithm perform regarding predicting 

apartment prices, and what property variables (property characteristics) are taken into 

account in predicting apartment price. Results demonstrated major similarity patterns 

across the four methods, in addition to some differences. The aim of the approach is to 

make the models more transparent for professional working in real estate field.  

Vargas-Calderón & Camargo [19] investigated the ability of XGBoost, a gradient 

boosting model, to predict property prices based on data published by sellers on real 

estate market websites. The model which predicts whether a property has higher or 

lower price than the average price of its similar properties was evaluated based on a 

data set of 57,516 records. The experiment results demonstrated that the accuracy of a 

classifier that involves property descriptions by sellers is slightly higher than a classifier 

that only uses the features of the property. The authors recommend to add this model 

to features-based models to improve the accuracy of predicting property prices. 

Gružauskas et al. [20] explored how to integrate ML algorithms for practicing real 

estate professionals where regulations require reasoning for value thus it is not allowed 

to mass valuation models to provide the final value of a real estate property.  The au-

thors proposed a model that uses the boosted decision tree algorithm as a supplement 

to the sales comparison method, a traditional real estate valuation method, when histor-

ical real estate transaction data is limited. The model predicts the average price of real 

estate in a region which can be used as correction coefficients in the sales comparison 

method where historical data is limited or unavailable. 

As discussed in section 3.2, Alfaro-Navarro et al. [16] compared the performance of 

boosting algorithm with other two ensemble algorithms (bagging, random forest) and 

found that the bagging and random forest outperformed the boosting method.  Gradient 

Boosting is also examined by Clark and Lomax [23] and Derdouri & Murayama [24] 

as detailed in section 3.6. 

Table 4. Applications of boosting algorithms in real estate and major findings. * 

Study Major findings  Domain of application 

Dimopoulos and 

Bakas [18] 

major similarity patterns, in addition to some 

differences, between across the 4 ML/DL 

methods (gradient boosting, random forests, 

linear and non-linear regression). 

Property valuation, 

mass appraisal. 

Vargas-Calderón & 

Camargo [19] 

that the accuracy of XGBoost algorithm 

working on property descriptions by sellers 

is slightly higher than a classifier that only 

uses the features of the property. 

property valuation, 

predict property value. 

Gružauskas et al. 

[20] 

The proposed approached based on boosted 

decision tree is highly accurate, feasible and 

highly needed for practicing real estate pro-

fessionals. 

Single (object) prop-

erty valuation. 

* See also papers [16], [23] & [24] that address those algorithms 
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3.4 M5 Model Tree and Cubist 

The Cubist model, which was developed by J.R Quinlan in 1992, is also referred to as 

M5 of which M5P is a special type.  The M5 Model Tree / Cubist model is examined 

in 4 papers as shown in table 5 and discussed below.  Bogdan et al. [21] conducted a 

comparative study using data of actual sales transactions to examine the performance 

and accuracy of three ML algorithms with two real estate expert algorithms in predict-

ing the prices of residential buildings in urban areas in Poland.  The ML algorithms are 

Pruned Model Tree (M5P), Multilayer Perceptron (MLP), and Linear Regression (LR), 

while the expert algorithms are: N-Nearest Similar Properties (NSP), N-Latest Trans-

actions in an Area (LTA). Empirical results showed that ML algorithms surpassed the 

expert algorithms in accuracy. When comparing ML algorithms, the M5P revealed the 

best performance and linear regression showed the least accuracy. On the other hand, 

the LTA expert algorithm outperformed the NSP.  Although the ML models performed 

better than the expert systems, the accuracy among them were not high: the median of 

MAPE, as a measure of accuracy in prediction, ranged from 10% to 13.4%. 

Trawiński et al. [22] conducted an experimental study to evaluate the accuracy of 

predicting the prices of residential apartments by two ML algorithms (i.e. Pruned Model 

Tree -M5P, and Multilayer Perceptron -MLP) compared with three expert algorithms 

used in real state valuation (N-Nearest Similar Transactions -NST, N-Latest Transac-

tions in an Area -LTA, N-Random Similar Transactions -RST) using real-world data of 

actual real estate transactions. Each of M5P and MLP algorithms is applied as a base 

learner three times differently: single model, bagging ensemble, and additive regres-

sion. Empirical results revealed that bagging ensembles of both M5P decision trees and 

MLP gave better accuracy than single models and boosting ensembles. The ML also 

performed better than the expert systems.  Nevertheless, all analyzed models and algo-

rithms, but RST, could be employed in an automated system to support professional 

valuators in real estate appraisal. 

Cubist algorithm is examined by Clark and Lomax [23] and Derdouri & Murayama 

[24] as detailed in section 3.6. In these two papers the cubist algorithm and its accuracy 

in predicting land and property value is investigated.  

Table 5. Applications of M5 model tree / Cubist in real estate and major findings. * 

Study Major finding  Domain of application 

Bogdan et al. [21] ML/DL algorithms surpassed the expert al-

gorithms in accuracy, though the difference 

is not high.  For ML/DL models: M5P 

showed best performance while linear re-

gression showed the least accuracy. The 

LTA expert algorithm outperformed the NSP 

Valuation of sales 

prices of residential 

buildings. 

Trawiński et al. [22] Bagging ensembles of both M5P and MLP 

gave better accuracy than single models and 

boosting ensembles, and also outperformed 

the expert systems.   

Valuation of apart-

ment prices. 

* See also papers [23] & [24] that address these algorithms 
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3.5 Support Vector Machine (SVM) 

Four papers have studied the application of support vector machine (SVM) in real es-

tate. Petkov [12] developed an application based on support vector machine (SVM) and 

self-organizing map (SOM) to predict mid-term rental prices based on various spatial 

variables in Lisbon city.  He found that the ML methods (SVM and SOM) outperformed 

the non-ML methods (i.e. hedonic price model) and that the performance of ML meth-

ods depends on the type of variables used in the model.   

Support vector machine (SVM) method is also examined by papers [23] and [24], as 

detailed in section 3.6 below. Derdouri & Murayama [24] conducted a comparative 

study to examine the accuracy of predicting land prices of 10 algorithms: 9 ML algo-

rithms and 1 statistical method (the universal kriging regression).  Two of those algo-

rithms are SVM: support vector machines with linear kernel (SVMLinear) and Support 

vector machines with radial basis function kernel (SVMRadial) as detailed in section 

3.6 below.   

Table 6. Applications of SVM in real estate and major findings. * 

Study Major findings  Domain of application 

Petkov [12]  ML methods (SVM and SOM) outperformed 

the non-ML methods (i.e. hedonic price 

model) in predicting rental prices. Perfor-

mance of ML methods depends on type of 

used variables. 

mid-term rental 

prices. 

Derdouri & Mu-

rayama [24] 

Tree-based models (cubist, random forest & 

gradient boosting) performed the best in es-

timating land prices, while linear regression 

models were the worst models. Random for-

est ranked the best.  The universal kriging re-

gression model ranked better than several 

ML models examined. 

Valuation of land. 

* See also papers [23] & [24] that address these algorithms 

3.6 Linear and Non-Linear Regression Model 

Regression models are the second most used ML methods in real estate, after the neural 

networks. As shown in Table 1 and Figures 1 and 2, seven research papers (out of 20 

papers) have examined the application of 7 regression models in the context of real 

estate development and valuation. The regression algorithms and the papers that exam-

ined them are as follows:  the generalized additive model using splines (paper [24]), 

generalized linear model (paper [24]), k-nearest neighbors (paper [24]), linear regres-

sion (papers [21], [15], [18]), logical regression model (paper [9]), and multivariate 

adaptive regression splines (paper [23], [24]), and non-linear regression (paper [18]).  

Clark and Lomax [23] investigated the accuracy of predicting rental prices of prop-

erties using four ML algorithms: Cubist, gradient boosting, multivariate adaptive re-

gression splines (MARS), and Support Vector Machine (SVM), in addition to one he-

donic model traditionally used in valuating real estate proprieties which is generalized 
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linear model (GLM).  The study used large dataset of rental prices extracted from prop-

erty listings web site that covers whole England.  The data set include a wide range of 

residential properties types including bungalow, detached, semi-detached, terraced, 

apartment among others. Experimental results showed that ML algorithms outper-

formed the GLM. In addition, the two tree-based methods (Gradient Boost and Cubist) 

outperformed the regression-based approaches of SVM, MARS and GLM. The cubist 

performed the best. 

Derdouri & Murayama [24] conducted a comparative study to examine the accuracy 

of predicting land prices of ten algorithms: 9 ML algorithms and 1 statistical method 

(the universal kriging regression).  The 9 ML methods are 3 linear regression models 

generalized linear model (GLM), generalized additive model using splines (GAMS), 

support vector machines with linear kernel (SVMLinear); 3 non-linear regression mod-

els multivariate adaptive regression spline (MARS), k-nearest neighbors (kNN), sup-

port vector machines with radial basis function kernel (SVMRadial); and 3 tree-based 

models Cubist, stochastic gradient boosting, random forest. The results revealed the 

superiority of the tree-based models (Cubist, random forest and gradient boosting) in 

estimating land prices accurately, while linear regression models were the worst mod-

els. Random forest was the most robust method among all methods in estimating land 

prices reliably. The universal kriging regression model ranked better than other ML 

models examined. 

Table 7. Applications of regression models in real estate and major findings. * 

Study Major findings  Domain of application 

Clark and Lomax 

[23] 

The two tree-based methods (gradient boost 

and cubist) outperformed the regression-

based approaches of SVM, MARS and 

GLM. 

Valuation of rental 

prices of wide range of 

properties. 

Derdouri & Mu-

rayama [24] 

Tree-based models (cubist, random forest & 

gradient boosting) performed the best in es-

timating land prices, while linear regression 

models were the worst models. Random for-

est ranked the best.  The universal kriging re-

gression model ranked better than several 

ML models examined. 

Valuation of land. 

* See also papers [21], [15], [18] & [9] that address these algorithms 

4 Results and Discussion 

The results show that the analyzed research papers examined the use of 20 different 

types of ML/Dl algorithms, as summarized in Figure 1. As illustrated in Figure 1, the 

analyzed 20 research papers have examined a total of 43 ML/DL algorithms, of which 

only 20 algorithms are unique ones, as listed in the left-side column of Figure 1. The 

number of ML/DL algorithms examined in each paper ranged between one to nine.    
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Fig. 1. The ML/DL algorithms used in the 20 analyzed papers. 

 

Fig. 2. Frequency of use of ML /DL algorithms in the examined research studies. 

 

For further analysis, the 20 ML/DL algorithms/models are grouped in six thematic 

groups/categories (see Figure 2).  Figure 2 shows the frequency of use of ML /DL al-

gorithms across the six main groups of ML/DL algorithms. As shown in Figure 1, the 

neural network is the most used algorithm (examined 11 times in 10 papers), followed 

by regression models (examined 10 times in 6 papers). Tables 2 to 7 shows that the 

main application of ML/DL models is oriented toward valuation and the estimation of 
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market value and prices of various types of real estate such as land, apartments, single 

family house, villas and semi-detached villas as well as rental prices.  

The scope of the analyzed papers falls under four categories: 1) compare the perfor-

mance of ML with non-ML algorithms traditionally used in the real estate field, 2) 

compare the performance of different ML algorithms, 2) optimize ML algorithms for 

real estate through novel applications, and 4) general utilization and exploration of the 

use of ML/DL models in real estate field. Figure 3 provides an outline of the scope of 

the analyzed papers as related to these four categories. As shown in Figure 3, most of 

the papers (10 out of 20) are focused on comparing the performance of ML/DL algo-

rithms with other ML/DL algorithms or with non-ML algorithms (category 1 and 2), 

while 7 papers investigated optimizing ML/DL algorithms for real estate use through 

novel applications (category 3), while 3 papers explored the general utilization and ap-

plicability of ML/DL in real estate (category 4).   

 

Fig. 3. The scope of the examined research papers as related to utilizing ML/DL algo-

rithms in real estate. 

5 Conclusions and Future Prospects 

This paper provides a systematic survey of the application of ML and DL algorithms in 

real estate development and valuation. It provided a comprehensive analysis of ML and 

DL methods that have been applied and examined in real estate research in the past four 

years (2017-2020) as investigated in 20 empirical studies. It systematically described 

and characterized the ML/DL techniques used in the real estate field and their potential 

to advance and improve a wide range of activities and processes in real estate develop-

ment and valuation. 

The results show that there is high increase in using ML and DL algorithms in real 

estate valuation and appraisal during the past decade or so. The ML and DL methods 

have been deployed in several domains in real estate such as valuation of land, renting 

and market value of real estate properties. However, the application of ML and DL in 

this field still new and more growth is expected in the future.  

Several types of classification were used to identify the most frequently used ML/DL 

models and the domains of application of these models in the real estate field. The 

results showed that the most used ML/DL algorithms in real estate were neural net-

works (5 variations of the algorithm, examined in 11 studies), regression models (7 
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variations of the model, examined in 7 studies), random forest (used in 6 studies), boot-

ing (2 variations of the algorithm, examined in 6 studies), cubist / M5P (used in 4 stud-

ies), support vector machine (2 variations of the model, used in 3 studies). These studies 

have examined the prediction power and accuracy of the ML/DL models particularly 

in property and land valuation, and their potential to improve data quality and interpret-

ability and advance work in the real estate field. They also highlighted the challenging 

problems encountered and presented possible solutions to these challenges.  
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