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Abstract. Uplift modeling is a causal learning technique that estimates
subgroup-level treatment effects. It is commonly used in industry and
elsewhere for tasks such as targeting ads. In a typical setting, uplift
models can take thousands of features as inputs, which is costly and
results in problems such as overfitting and poor model interpretability.
Consequently, there is a need to select a subset of the most important
features for modeling. However, traditional methods for doing feature
selection are not fit for the task because they are designed for standard
machine learning models whose target is importantly different from uplift
models. To address this, this paper introduces a set of feature selection
methods explicitly designed for uplift modeling, drawing inspiration from
statistics and information theory. Empirical evaluations are conducted
on the proposed methods on publicly available datasets, demonstrating
the advantages of the proposed methods compared to traditional feature
selection. We make the proposed methods publicly available as a part of
the CausalML open-source package.

Keywords: Feature Selection - Uplift Modeling - Causal Learning.

1 Introduction

Uplift modeling [RIT0/I2T3IRRTRABUE2BABEEEETE9], also known as hetero-
geneous treatment effect estimation or incremental modeling, is a technique
designed to estimate the individual treatment effect (ITE) or the conditional
average treatment effect (CATE) of an intervention. It is often used for user
targeting, budget allocation, and personalization applications.

In practice, there is often a rich set of features that can be used to build
an uplift model. However, using all of the available features in the model can
lead to computational inefficiency, over-fitting, high maintenance workload, and
model interpretation challenges. A feature selection method screens the large
feature space and picks the important features for the model, and then the uplift
model can be built based on the most important features. As Radcliffe and Surry
[27] noted, feature selection is actually of greater importance to improve model
quality and stability in uplift modeling than in conventional modeling because
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uplift models estimate the difference between two outcomes, which is often small
relative to the direct outcomes (which conventional models estimate), increasing
the risk of over-fitting markedly.

This work contributes to the feature selection of uplift modeling from both
methodological and empirical perspectives, specifically:

— Five filter methods and two types of embedded methods are proposed as
feature selection methods for uplift modeling.

— These feature selection methods are empirically evaluated and compared
with ordinary feature selection methods on two data sets. One synthetic
dataset is generated for this study and made available online [38], and the
other dataset is from Megafon Uplift Competition training data [I].

— This study demonstrates that the ordinary feature selection methods for
conventional machine learning models are sub-optimal in the uplift modeling
context.

— To make these feature selection methods easily accessible for broad appli-
cations, the proposed methods are implemented in the CausalML [7] open-
source package.

To simplify the discussion, the rest of this paper assumes the outcome vari-
able to be binary, covering most common use cases such as advertisement click-
through, new user conversion, and existing user retention.

The structure of the paper is as follows. Section [2] discusses existing work on
feature selection methods for uplift modeling, and the difference from feature
selection for conventional models and observational causal inference. Section [3]
reviews the critical concepts of uplift modeling. Section [ introduces five filter
methods and three embedded methods for uplift modeling. Section [5] evaluates
these methods with benchmark methods on two data sets. Finally, Section [7]
summarizes the findings and makes recommendations for choosing and using
the proper feature selection methods for uplift modeling applications.

2 Related Work

Feature selection methods for conventional machine learning problems have been
well studied [4I5I6I33]. Nevertheless, as this paper will show, these methods are
ineffective for solving feature selection problems for uplift modeling. The main
reason is that such methods try to select predictive features of the outcome
variable, which may not be the features related with treatment effect variability.

This paper assumes the data for uplift modeling is collected from a random-
ized experiment (a.k.a A/B testing [I7]), which is often the case in practice.
It is essential to differentiate the feature selection methods for uplift modeling
based on data from randomized experiments and the feature selection methods
developed for observational causal inference. Feature selection algorithms for ob-
servational causal inference, such as the lasso-based approach proposed by [31],
are designed to help models whose goal is to reduce confounding. These meth-
ods are out of scope for discussion in this paper as the framework and goals are
different.
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Several feature selection methods for uplift modeling purposes have been
discussed in the literature. A filter method named net information value (NIV)
[19] is built based on the net weight of evidence (NWOE), where NWOE is
the difference between the weight of evidence (WOE) of treatment and WOE
of control, and NIV is a weighted average of NWOE. Radcliffe [27] introduced
the pessimistic gini estimate that uses one feature to train an uplift model at
a time, and the resulting model accuracy measure (qini) is taken as the feature
importance score. Certain regularizations are added to this method to improve
stability. The pessimistic qini method can be more computationally costly as it
involves training and potentially tuning an uplift model.

3 Uplift Models

Uplift modeling can be viewed as a way to estimate ITE using machine learning
models. Following the commonly used Neyman-Rubin causal model [I5/22]2829],
the ITE for unit ¢ € {1,2,..., N} can be expressed as:

Yi(1) = Yi(0) (1)

where Y;(1) and Y;(0) denotes the outcome variable for individual ¢ under treat-
ment condition and control condition respectively.

A closely related concept is the conditional average treatment effect (CATE).
Let X = (X1, Xa,..., Xa) denote M covariates (also called features) and z; =
(41, %42, ..., ki) denote the observed realisation of X for unit 4. The conditional
average treatment effect (CATE) is the expected treatment effect within groups
of units that have a similar realisations of X:

m(z) = E[Y(1) = Y(0) | X = 2] (2)

In practice, many uplift modeling approaches train on CATEs. [13]

There are two main categories of uplift models. The first category is known
as meta-learners ([I823]). The models in this category are built based on con-
ventional machine learning models as base learners in such a way that they can
estimate CATEs, such as the “ TwoModel” approach (a.k.a. T-Learner [14]), X-
Learner [18], and R-Learner [23]. The other category of uplift models is known
as uplift trees or causal trees. These models are based on modifying the loss func-
tions within the classification or regression trees, such that the split is optimized
for estimating the heterogeneous treatment effect [2I3TTIT2I30/35]. In this paper,
feature selection methods are evaluated with models from both uplift modeling
categories to test the generality of the proposed feature selection methods.

4 Feature Selection Methods for Uplift Modeling

To identify the important features for uplift modeling, we propose both filter
methods, which are easy and fast to use as a screening step for the data, and
embedded methods, which are a by-product from training an uplift model.
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4.1 Filter Methods

As discussed above, a feature’s importance in an uplift modeling task depends
on how well it predicts the CATE. A filter method calculates the importance
score for each feature based on the marginal relationship between the treatment
effect and the feature. It can be used for quickly screening the feature space and
selecting important features for downstream modeling tasks.

F Filter The F filter method is named after the F statistic for testing the
significance of the interaction between the treatment indicator and a feature
in linear regression. To capture possible nonlinear associations between features
and the treatment effect, we extend this method by including higher-order terms
of the features in the regression. For a given feature X; (j € {1,...,M}), the
heterogeneous treatment effect of X; can be studied in the following regression:

R R
Y=a+dl+Y BX]+Y 0,1X] +e (3)

r=1 r=1

where Y stands for the response variable, I is the treatment indicator (1 for
treatment, and 0 for control), R is a hyperparameter controlling the order to be
studied (X7 is X; to the power of r), € represents the error term, and «, 4, 3,
0 are the coeflicients, where the significance of @ indicates the strength of the
heterogeneous treatment effect in the dimension of X.

The significance of 6 can be studied by contrasting the model above with the
following reduced model:

R
Y=o +6T+) BX]+¢ (4)
r=1
The feature importance score by F filter method is defined as the F-statistic
for the coeflicient of the interaction term:
P (RSS — RSS")/R
~ RSS'/(N - R-2)

(5)

with

N R R

RSS = Z(yl — 6 — 0 — ZBMZ‘ - Zérlxzj)
i=1 r=1 r=1
N

R
RSS' = (yi— o' = 8L~ > Blai))
r=1

=1

where N is the total number of observations, RSS is the Residual Sum of Squares
for fitted model [3| and RSS’ is the Residual Sum of Squares for fitted model
that are calculated by plugging in the sample data and fitted coefficients.
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This F statistic follows an F distribution with (R, N — R — 2) degrees of
freedom assuming that the true value of 8 equals 0. A byproduct of the F filter
method is a p-value for the correlation between the feature and the treatment
effect, which can be used to deem whether heterogeneity in a given feature
dimension counts as statistically significant.

Setting the hyperparameter R > 1 will enable the F filter to capture the
nonlinear relationship between feature and HTE. As empirical results show in
Section [5 F filter with R = 2 outperforms F filter with R = 1 remarkably.

The F filter method works for both the regression uplift modeling problem
where Y is continuous and the classification uplift modeling problem where Y
is binary. Both continuous and binary features can be evaluated by the F filter.
A multi-class categorical feature can fit in this method with one-hot-encoding
approach (transforming one multi-class feature to multiple binary features).

LR Filter The LR (Likelihood Ratio) filter defines the feature importance score
as the likelihood ratio test statistic for the interaction coefficient in a logistic
regression model. Similar to the F filter, the LR filter for any feature X; is
constructed by contrasting two logistic regression models:

R R
logit(p(X;, I;0,6,B1, ..., BR, 01, ... 0r)) = a+ 61 + Y B X7 + Y 0,1X}(6)

r=1 r=1
R
logit(p(X;, I o/ .0 B, ... BR)) = &/ +0'T+ > BL.X] (7)

r=1

where p(X;,I;,0, 51, ..., Br, b1, ...,0r) and p(X;, I;&/,0', 61, ..., BR) are prob-
ability representations of Pr(Y = 1|X;,I) under two functions, and R is a
hyperparameter.

The significance of interaction coefficient ¢ can be tested through a likelihood
ratio test. Let &5,317...75},91,...,GAR,OZ’,(SA’,B{, ..., B denote the fitted coeffi-
cient estimates for the logistic regression models. The likelihood ratio statistic
can be calculated by plugging in the sample data and fitted coefficients:

N

LR=-2 Z[yllog(p(xz_ﬂ IZ7 OA‘? Sa 317 ceey BAR7 éla ceey 9AR)> (8>
i=1

+ (1 - yi)ZOQ(p(xijy Im OA‘? 57 Bla () 6AR; éla ceey QAR)) (9)

— yilog(p(ij, Li; o, &', B, ..., B) (10)

The LR statistic is taken as the feature importance score by the LR filter.
Assuming that the true value of 6 is 0, then the LR statistic follows a x% distri-
bution. This LR filter method can also produce a p-value for feature importance.
Similar to the F filter, setting R > 1 for the LR filter extends its capability for
capturing the nonlinear importance of features.
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The LR filter method can be used for categorical (binary and multi-class)
outcome, as well as continuous and binary features. Similar to the F filter, the LR
filter can be applied to a multi-class categorical feature with one-hot-encoding
approach.

Bin-based Divergence Filter (KL Filter, ED Filter, Chi Filter) The sec-
tion introduces three variants of the bin-based divergence filter method, which
are direct applications from the split criteria for uplift trees proposed by [30].
Similar to the NIV method [I9], for a given feature, the bin-based method first
divides the samples into S (preferably equally sized) bins, where S is a hyper-
parameter. The importance score is defined as the divergence measure of the
treatment effect over these S bins.

Formally, let py and ¢; denote the sample proportion of class Y = 1 in the
kth (k=1,...,K) bin for the treatment group and control group respectively.
The KL (Kullback-Leibler divergence) filter, ED (squared Euclidean Distance),
and Chi (chi-squared divergence) filter feature importance scores are defined as
follows:

Nig
N

M=

K
N, 1-—
Agr =) WkKL(mek) = [px log % + (1= pu)log 5 p:] (12)

=1 P
K K
o Ni -~ Ni 9
App =Y w ED(pk, ar) = 2 v (Pe — ax) (13)
k=1 k=1
K K 2 2
Nk Ni (o —ar)” | (Px — qx)
Aoni =S 52 qr) = S 2k + 14
Ch ;NX(pqu) ;N[ ” T ] (14)

where Ny, is the sample size in the kth bin.

Even though these bin-based filter methods share the same divergence mea-
sures as an uplift tree, they are simpler to implement and compute than training
an uplift model. For data with M features, the time complexity of the bin-based
filter methods is linear with sample size, O(M - N), while the time complexity
of building a single complete uplift tree is O(M - N log(N)),

The bin-based divergence filter method can be directly applied to categorical
outcome and continuous features. For discrete features, the divergence measure
can be applied without the binning step.

4.2 Embedded Methods

The final category of methods that we propose, the embedded methods, obtain
feature importance as a byproduct of training an uplift model. The way in which
the importance scores are calculated differs depending on whether the target
model is a meta-learner or an uplift tree. The embedded methods can be used for
continuous and categorical outcomes, as well as continuous and discrete features.
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Embedded Methods by Meta-learners For meta-learners, feature impor-
tance can be obtained from the base-learners, which are the composite models
making up a meta-learner.

The simplest meta-learner, the OneModel or S-Learner [20], is based on
just one base-learner and predicts treatment effects as the difference between
ElY | X =z, =1]and E]Y | X = 2,1 = 0] where [ is the treatment indicator.
Because the importance scores from the single base-learner in S-Learner tend
to be similar to an outcome based model (the only difference between the two
is that the base-learner in S-Learner has a treatment indicator as an additional
feature), we will not differentiate these two embedded methods and let Outcome
embedded represent these two methods in the following discussion.

The TwoModel embedded feature selection method is derived from the TwoM-
odel uplift model, which feature importance score is defined as the sum of its
embedded importance scores produced by the two base-learners. As the embed-
ded methods derived from Meta-learners are based on ordinary feature selection
methods in base learners (conventional model), the feature selection performance
for uplift modeling is expected to be poor as it does not consider HTE during
the process.

Embedded Methods by Uplift Trees For uplift trees, the importance score
for a feature can be defined as the cumulative contribution to the loss function
during the tree node splits in the trees. This is similar to the well-known em-
bedded feature importance for standard classification trees, except the score is
obtained from an uplift tree with a special splitting criterion. At each split, we
calculate the gain in the distribution divergence:

n
A= > fD(pk,qk) — D(p.q), (15)
rke{left, right}

where n is the sample size in the parent node, n; is the sample size in the child
node, D() is divergence measure defined as K L(), ED(), x*() in Eq.( 7 p and
q denote the proportion of Y = 1 for the treatment group and control group
separately in the parent node, and pg, g are corresponding proportions in the
child notes. The feature importance score is calculated by summing over all the
A from the tree node splits where the feature is used.

The time complexity for embedded methods depend on the learners used.
For random forest algorithms, it is at order of O(tiree - ms - N - log(N)) where
tiree 1S the number of trees and my is the maximum features considered in each
split.

5 Empirical Evaluation

This section compares different feature selection methods empirically, and eval-
uate their performance consistency with different uplift models.
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5.1 Experiment 1: Evaluation with Synthetic Data
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Fig. 1. Feature Association Pattern with Outcome by Experiment Group in Experi-
ment 1. The first two plots demonstrate a heterogeneous treatment effect associated
with uplift features in a linear and sine pattern respectively. The last two plots illus-
trate classification features are correlated with outcome, but not treatment effect.

For evaluating the feature selection methods, a specific synthetic data gen-
eration process is designed, such that the data contains three types of features:
(1) uplift features influencing the treatment effect on the conversion probability;
(2) classification features affecting the conversion probability but independent
of the treatment effect; and (3) irrelevant features that are independent of both
conversion probability and the treatment effect.

The binary response variable is generated based on the probability Pr(Y =
11X, T), where X denotes the feature vector and I is the treatment indicator.
Assuming there are m; classification features and mso uplift features, the prob-
ability Pr(Y = 1|X, I) itself is modeled as:

my mi+msz
logit(Pr(Y = 11X, 1)) = a1+ Y_ f;(X)8;+1 (aa+ > fi(X;)B;) +e
j=1 j=mi+1
where a1, as, {ﬂj}THmQ are coefficient parameters, € is a random noise added,

{£;(-)}"*F™2 is transformation function for the features, such that features have
six types of association with the outcome: linear, quadratic, cubic, ReLU (Rec-
tified Linear Unit [J]), trigonometric function sine, and cosine. Example feature
patterns are plotted in Figure [I}

In this study, there are 36 features in total, including m; = 10 classification
features, mo = 6 uplift features, and ms = 20 irrelevant features. The values
for the coefficients are set such that the average control conversion probability
is around 0.2 and the average treatment effect is around 0.1. The generated
synthetic data is published online [3§].

Eleven feature selection methods are evaluated, including six uplift filter
methods (F filter, LR filter, KL filter, Chi filter, ED filter, NIV filter), two uplift
embedded methods (TwoModel embedded and KL embedded), two ordinary
filter methods (ordinary Mutual Information and ordinary F Score [25]), and
one ordinary embedded method Outcome embedded as a benchmark [25]. For F
filter and LR filter, variants (F, F2, F3, LR, LR2, LR3) are created based on R =
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1,2, 3. For the bin-based filter methods, the number of bins is set at 10 as default.
Four uplift models are used to evaluate the performance of the feature selection
methods: TwoModel, X-Learner, R-Learner, and uplift random forest (with KL
criterion), given the results are similar in the order of feature selection method
performance, only TwoModel results are presented in the paper. A random forest
classifier (n__estimators = 10,max__depth = 10, min_ child_samples = 100)
[25] is used as the base learner.

Each simulation trial consists of four steps. First, the data generator simulates
the data with a new random seed and randomly splits the data into training and
testing (with 50% : 50% ratio). Second, each feature selection method is applied
to the training data and ranks the features by importance score. Third, for each
feature selection method, the top m* (for m* € {2,4,6,8,10}) features are used
to build uplift models using training data. Fourth, the testing data is used to
evaluate the accuracy of the uplift models based on the top features selected by
each feature selection method. Each trial generates 20,000 samples (10,000 for
control and 10,000 for treatment) and the simulation study consists of ¢ = 50
trials.

Table 1. RMSE (and Standard Deviation of RMSE) for estimating ITE using TwoM-
odel as evaluating model based on Synthetic Data (RMSE lower the better).

Top Features 10
F filter 0.183(() 005) 0.174(0 005) 0.174(() 006) 0.174(() 006){0.174(0.007)
F2 filter 0.184(0.004)|0.163(0.003)|0.165(0.005)|0.166(0.006) [0.168(0.005)
F3 filter 0.185(0.004)|0.163(0.003)|0.163(0.005)|0.165(0.006)|0.167(0.005)
LR filter 0.184(0.005)|0.175(0.006) |0.174(0.006) |0.176(0.006) [0.175(0.006)
LR2 filter 0.184(0.004)|0.163(0.003)|0.166(0.005)|0.168(0.006)[0.170(0.005)
LR3 filter 0.186(0.004)|0.163(0.003)|0.165(0.005)|0.167(0.005)[0.168(0.005)
KL filter 0.184(0.004)|0.163(0.005)|0.153(0.006)|0.162(0.006) |0.165(0.005)
ED filter 0.184(0.003)|0.162(0.004)|0.151(0.004)|0.157(0.006) [0.160(0.005)
Chi filter 0.184(0.004)|0.163(0.005)|0.154(0.007)|0.162(0.006)[0.165(0.005)
NIV filter 0.184(0.004)|0.163(0.005)|0.152(0.006)|0.158(0.005)[0.162(0.005)
KL embedded 0.187(0.005)|0.171(0.011)|0.165(0.009)|0.165(0.008)[0.167(0.007)
TwoModel embedded|0.210(0.007){0.198(0.010){0.191(0.008)|0.184(0.007)|0.181(0.006)
Outcome embedded |0.212(0.006)|0.207(0.009)[0.199(0.009)|0.190(0.009)|0.185(0.008)
Ordinary FScore |0.208(0.008)(0.195(0.011)[0.185(0.008){0.181(0.003){0.181(0.006)
Ordinary Mutuallnfo|0.211(0.006)|0.207(0.009)|0.202(0.010)(0.198(0.010){0.196(0.010)

A preferred feature selection method is expected to provide important fea-
tures that lead to accurate ITE estimation by the downstream uplift model based
on the features selected. Table|l|summarizes the RMSE (Root Mean Square Er-
ror) of ITE estimation and its standard deviation over synthetic data trials. As
a benchmark, if all 36 features are used in an uplift model, then the RMSE by
TwoModel is 0.186 (with standard deviation 0.003).
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Table 2. Proportion of Uplift Features Selected in Top 6 Positions by Method (Feature
Recall). The table is ranked by the ’All Uplift’ column, that indicates proportion of all
uplift features (6 in total) being captured in the top 6 features ranked by each method.
A breakdown of feature recall score by different uplift feature pattern is presented.

Method All Uplift|Linear|Quadratic|Cubic|ReLLU| Sin | Cos

F filter 55% 100% 12% 100% | 100% | 6% |12%

F2 filter 69.3% | 100% 100% |100% |100% | 4% | 12%

F3 filter 70.3% | 100% 100% |100% |100% | 10% | 12%

LR filter 55% 100% 10% 100% | 100% | 6% |14%

LR2 filter 69.3% | 100% 100% |100% |100%| 6% | 10%

LR3 filter 69.3% | 100% 100% |100% |100%| 6% | 10%

KL filter 97.7% | 100% 100% 90% |100% | 98% | 98%
ED filter 99.7% | 100% 100% 98% |100% |100%|100%

Chi filter 95.3% | 100% 100% 80% | 98% | 98% | 96%
NIV filter 98.3% | 100% 100% 90% |100% |100%]|100%

KL embedded 75.7% 94% 38% 82% | 86% | 42% | 62%
TwoModel embedded| 32.7% | 66% 8% 22% | 92% | 6% | 2%
Outcome embedded | 23% 66% 20% 8% | 42% | 0% | 2%
Ordinary FScore 38.7% 96% 0% 46% | 88% | 2% | 0%
Ordinary Mutuallnfo| 20% 24% 22% 14% | 20% | 12% | 28%

The results show that 1) the ordinary feature selection methods (ordinary
F Score and ordinary Mutual Information) have poor performance and are not
suitable for selecting top features for uplift modeling; 2) the bin-based divergence
filter methods (KL filter, ED filter, Chi filter, NIV filter) have consistent top
performance in all scenarios, followed by KL embedded, and F2, F3, LR2, LR3
filters; 3) adding higher-order terms in F filter and LR filter (R > 1) improved the
performance; 4) the outcome embedded method and the TwoModel embedded
method have essentially similar logic as ordinary feature selection methods, thus
failing in the tasks.

To better understand what features are selected by each method, we report
the proportion of uplift features selected in top 6 positions in Table [2] The
proportion is averaged across the 100 trials. The detailed breakdown by uplift
feature type explains why some methods are not performing well. F filter and LR,
filter fail to capture quadratic features, Sin features, and Cos features. Setting
R > 1 for these two methods improved the capability for capturing quadratic
features. The ordinary filter methods and Outcome embedded and TwoModel
embedded methods fail to capture uplift features in general.

5.2 Experiment 2: Evaluation with MegaFon Uplift Competition
Data

This example uses a data set that is publicly available for an online competition
[1], that contains 600,000 observations and 50 features.
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Fig. 2. AUUC of Uplift Models Using the Top 20 Selected Features by Different Feature
Selection Methods in the MegaFon Data Experiment with 300,000 training data and
300, 000 testing data (AUUC larger the better). The Y-axis shows the feature selection
method and the X-axis shows the uplift model (in a {uplift model - base learner}
format) used for producing the AUUC score. The first row represents the AUUC using
all 50 features as reference.

To test the generality of the feature selection methods for different uplift
models, the uplift models considered include: (1) TwoModel-LR, X-Learner-LR,
R-Learner-LR using { Logistic Regression Classifier & Linear Regression Re-
gressor } as base learners; (2) TwoModel-LGBM, X-Learner-LGBM, R-Learner-
LGBM using { Gradient Boosting Classifier & Gradient Boosting Regressor }
from LightGBM implementation [I6] as base learners, with hyperparameter val-
ues (n_estimators = 100, max_depth = 10,min_child_samples = 100); (3)
TwoModel-RF, X-Learner-RF, R-Learner-RF using { Random Forest Classi-
fier & Random Forest Regressor } as base learners, with hyper-parameter val-
ues (n__estimators = 100, max__depth = 10,min_samples leaf = 100); (4)
TwoModel-NN, X-Learner-NN, R-Learner-NN using { Neural Network (Multi-
layer Perceptron) Classifier & Neural Network Regressor } from scikit-learn [26]
implementation as base learners: each contains two layers with 100 neurons
on the first layer and 10 neurons on the second layer; (5) KL-RF as the up-
lift random forest using KL divergence criterion with hyper-parameter values
(n__estimators = 20, max_depth = 10, min__samples leaf = 100).

The evaluation with this data is conducted by equally splitting the data into
training data and testing data, each with 300,000 observations, where training
data is used for feature selection and uplift modeling training, and testing data is
used for evaluating the accuracy of uplift modeling. The results are summarized
in Figure[2] reporting the AUUC (area under the uplift curve) scores [32J37I30/13]
from the uplift models using the top 20 features selected by each feature selection
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method. The relative performance of different feature selection methods can
be compared within each column given the same uplift model. The results are
roughly aligned with the synthetic data results, except the performance of F2, F3,
LR2, LR3 filters become comparable with other bin-based divergence methods.
A possible reason is that this dataset does not have extreme nonlinear feature
patterns like the sine or cosine forms in the previous synthetic data. Despite
the differences in uplift models, the relative order of feature selection method
performance is quite consistent across different uplift models. Models using all
50 features still perform better than models using 20 features. One reason is
that the sample size is large compared with the feature space, in which case
over-fitting is unlikely to occur.

6 Discussion

Our experiments demonstrate that the proposed methods can select important
features based on their association with heterogeneous treatment effects and
outperform ordinary feature selection methods for uplift modeling tasks. The F
filter and LR filter can enhance performance by adding nonlinear terms, and such
methods can perform well in noisy data settings. The bin-based divergence filter
methods also show good performance, although their performance is expected to
suffer if the feature space makes it hard to create equal-sized bins. The embedded
method with uplift random forest also perform competitively because the split
criterion for such trees directly models HTE in child nodes. This approach, how-
ever, is more time-consuming compared to the other variable selection methods
because it involves uplift model training. Additionally, its performance depends
on the uplift model’s hyperparameters.

7 Conclusion

We started by hypothesizing that traditional variable selection methods are not
suitable for uplift models. We developed a number of alternative approaches that
took into account the unique character of uplift models, namely the fact that
the target in such models is the treatment effect. We then tested our proposed
methods in a number of experiments, establishing that they conclusively outper-
form traditional variable selection approaches. We further highlighted different
strengths and weaknesses of the proposed methods.

Given the increasing use of uplift model in industry applications and else-
where, we believe the proposed methods to prove practically relevant for several
purposes, including accuracy, efficiency and interpretability. For this reason, we
have made the proposed methods publicly available in the Causal ML open
source library. Promising areas for future development include covering more
of the ever-increasing group of uplift models, applying the methods to obser-
vational in addition to experimental data, and integrating the methods with
emerging model interpretability approaches.
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The future work may include a detailed empirical study of feature selection

methods for continuous outcome, as well as discussing feature selection methods
for selecting the best set of features (collaboratively instead of individually).
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