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Abstract. It is common for state-of-the-art research to demand higher granularity 

data to effectively model the atmospheric composition and personal exposure to 

air pollution. With the advent of Low-Cost Sensors (LCS) technology, the poten-

tial of increased spatiotemporal monitoring resolution arises, however, low cost 

comes with reduced measurement quality. On-site calibration via supervised ma-

chine learning (ML) is the most promising technique for the operational calibra-

tion of such devices. This study aims (a) to introduce the distribution guided neu-

ral disaggregation (DGND) method to increase the temporal resolution of air 

quality (AQ) low frequency data based on LCS high frequency readings and (b) 

simultaneously learn a calibration function with the ability to infer over the 

hourly resolution but with daily supervision. Towards this two-fold objective we 

propose an indirect training loss based on the first and second distribution mo-

ments errors to optimize a multi-layer perceptron (MLP). DGNDs generalization 

performance is compared against a traditionally trained MLP with the same ar-

chitecture on a withheld test set in terms of errors and linearity. Furthermore, 

using the same metrics, the disaggregation results are evaluated on the original 

time series from which the reference moments originated. Results suggest that 

modeling the disaggregated (hourly) resolution of PM10 and O3 concentrations is 

feasible from aggregated (daily) information indicated by modest to high linear-

ity with coefficient of determination R2 between 0.57 – 0.69 on the test set (ex-

cept Sindos PM10 where R2<0), and 0.49 – 0.83 on the original time series ac-

companied by moderate to low errors. 

Keywords: multi-layer perceptron; disaggregation; nowcasting; low-cost sen-

sors; on-site calibration; air quality. 

1 Introduction 

1.1 Air quality monitoring 

Spatially and temporally representative monitoring of air quality (AQ) is especially rel-

evant for the urban atmospheric environment because 1) most pollution sources such 

as traffic and domestic heating are present and 2) most anthropogenic activities take 
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place. Currently, the AQ in Europe is monitored with high precision reference analyzers 

on the basis of procedures and methods detailed in the EU Directive on Ambient Air 

(2008/50/EC) [1] however, the high costs related with this kind of instrumentation re-

sults in sparse monitoring networks. In practice, these instruments are operated by ex-

perts under strict protocols, are calibrated regularly and therefore provide the most re-

liable measurements of pollutant concentrations. During the last decade, the low-cost 

sensor (LCS) technology has developed rapidly, and several solutions have entered the 

market concerning ambient air quality monitoring, for a fraction of the cost of a refer-

ence analyzer. LCS is a compelling technology as it reduces the expenses of obtaining 

and maintaining a reference AQ monitoring instrument, and thus offers the opportunity 

to establish dense AQ networks in urban areas [2, 3]. Commercially available LCS can 

be operated by companies, citizen science projects and interested individuals. Research, 

however, has shown that LCS responses are subject to aging, drifts and cross sensitivity 

degradation effects among others, and operation requires identification of such prob-

lems and careful calibration before and after deployment [4]. To address the high costs 

associated with reliable data and the reduced accuracy of the LCS simultaneously, a 

combined AQ network can be achieved where the reference analyzers facilitate a ref-

erence network against whose measurements, a complementary LCS network is cali-

brated, on-site, and in real time. Several studies [5] continue to confirm that this ap-

proach can help increase the accuracy of LCS to comply with the data quality objective 

of the relevant EU Directive [6]. Furthermore, the resolution increases 10-fold, poten-

tially 100-fold with allegedly minimal maintenance costs. 

 

1.2 LCS calibration as time series nowcasting 

On-site LCS calibration can be viewed through the prism of nowcasting. According to 

the World Meteorological Organization (WMO) nowcasting is defined on the basis of 

meteorological systems, as the estimation of a continuous variable in the present and 

up to six hours in the future [7]. Supervised ML nowcasting of an AQ time series de-

pends on the temporal resolution of official high-quality data provided mainly by local 

officials and the European Environmental Agency (EEA). We will refer to those meas-

urements as ground truth concentrations (GTC) onwards. As the interest for AQ infor-

mation moves from sparse and regionally representative to personal exposure assess-

ments aided via fixed and mobile LCS, the need for higher quality LCS data arises. As 

a demonstrative example, there are reference methods (like the gravimetric method for 

PM) which by definition provides only with daily PM mean concentration estimates, 

and therefore equivalent automatic methods are employed capable of delivering hourly 

concentrations. In addition, there are cases where LCS AQ measurements are available 

in a finer time scale in comparison to the GTC. In all those situations, a sub-timescale 

calibration model is required when the standard ML supervision (each instance has one 

ground truth value) is insufficient. 

Temporal disaggregation can be achieved either by modeling the univariate time se-

ries or through multivariate modeling assisted by higher resolution time series [8]. The 

former approach applies the autoregressive integrated moving average (ARIMA) model 

to the univariate time series and relies on modeling the autocorrelation. The latter 

https://doi.org/10.1016/B978-0-12-409548-9.11777-4
https://doi.org/10.1111/j.1368-423X.2005.00161.x
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approach has the benefit of still including temporal information but can also be assisted 

with feature engineering techniques to include moving statistics from a multivariate 

feature space. When correlations between the low frequency target and the high fre-

quency covariates exist then it is possible to accurately reconstruct the temporal patterns 

[9]. Commonly, pollutant concentrations follow 24-hour diurnal patterns depending on 

human activities, the weather, solar radiation, cloud coverage, and land-use. In the LCS 

calibration setting, temperature (T) and relative humidity (RH) are among the main 

factors that affect the sensors performance [10] and thus, including those into the mod-

eling procedure can drive the model response. Additionally, other pollutant species 

measurements can lead to further improvement. The aforementioned observables can 

be considered as the high frequency covariates holding information to guide the dis-

aggregation of the low frequency target. 

 

1.3 Aim of the study 

This investigation is a proof-of-concept study to determine the ability of a neural net-

work to learn an hourly model indirectly from the daily GTC probability distribution 

instead of the hourly GTC. This formulation is interesting because 1) when combined 

with LCS it opens up the opportunity to temporally disaggregate low to high frequency 

AQ measurements and 2) learn a high-frequency model for deployment without explic-

itly having access to low enough granular information. 

2 Materials and methods 

2.1 Experimental set-up 

Aiming to establish a LCS network for AQ monitoring, the KASTOM project [11] op-

erates 33 multi-sensor devices spread throughout the Greater Thessaloniki Area (GTA). 

Three LoRaWAN transmitters help to collect the data in a local database. All the de-

vices measure the temperature, relative humidity, the pressure (P) and estimate coarse 

(PM10), fine (PM2.5) and ultra-fine (PM1) particulate matter levels via optical particle 

counters operating under the orthogonal laser scattering principle [12] (Manufacturer: 

Plantower PMS5003). Additionally, 20 of the devices also include electrochemical gas 

sensors (Alphasense) to monitor concentration levels of carbon monoxide (CO), ground 

level ozone (O3) and nitrogen dioxide (NO2) [13]. PM10 GTC levels are measured by 

an analyzer (Eberline FH 62 I-R, reference equivalence with European Standard EN 

12341) that uses β-attenuation, while reference O3 concentration levels are measured 

with the aid of UV photometry according to European Standard EN 14625. Three de-

vices (including PM as well as gaseous sensors) are collocated with three reference 

stations. Data obtained from the LCS are collected every minute and are aggregated by 

their median value into hourly values. The reference data are accessed from the EEA 

API that exports the latest observations on an hourly basis. For the purposes of this 

study, the daily mean and std of the GTC are calculated and the hourly measurements 

are discarded from the training and are only used as test data to validate the proposed 

method. 

https://www.mdpi.com/2073-4433/13/3/416/htm#B27-atmosphere-13-00416
https://doi.org/10.1371/journal.pone.0181575
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2.2 Preprocessing and temporal feature engineering 

Only days with a full 24 cycle of observations were identified and included in the mod-

eling thus, the missing values were dropped along with incomplete days. For each pol-

lutant and each station, different time periods are evaluated (Table 1). As the focus is 

concentrated on the algorithm presentation and evaluation, a subset of all the measure-

ments was selected to demonstrate the method. This analysis is not concerned with the 

evaluation of the LCS network and the identification of the fittest calibration methods 

as these results are already published in [11]. As nowcasting is an inherently time de-

pendent task, several feature identification techniques are employed to engineer an in-

put vector that includes temporal patterns and moving distribution properties as well as 

interactions between the covariates. Initially, the interactions are represented by frac-

tions between the covariates (the LCS readings) and supplement the input vector. Spe-

cifically, the following fractions are included: PM10/RH, NO2/O3, NO2/T, O3/T, RH/ 

PM10, T/P, T/RH, P/RH. To inject the temporal pattern first, 12 lags are extracted from 

each covariate (original and fraction) to complement the input vector. This technique 

lets the model infer the short-term evolution. Furthermore, for each of the original var-

iables, the statistical properties (mean, median, std, min, max, and the difference be-

tween the min and max) in the last 24-hour and 48-hour range represent the long-term 

behavior of the system. To elaborate further, for example the fraction PM10/RH can 

potentially provide information about the relationship between particulate matter and 

relative humidity, which is a known factor affecting the performance of optical particle 

counters [14]. The following features are extracted: (PM10/RH)t-1  … (PM10/RH)t-12, 

mean(PM10/RH, 24h), mean(PM10/RH, 48h), median(PM10/RH, 24h), me-

dian(PM10/RH, 48h), … min_max_difference(PM10/RH, 24h), min_max_differ-

ence(PM10/RH, 48h). In this way a total of 320 features were constructed.  

Table 1. The measurement periods included in the study. 

Pollutant/Station Start (dd/mm/yyyy) End (dd/mm/yyyy) Training days 

PM10 Agia Sofia 06/11/2019 30/4/2020 70 

PM10 Kordelio 06/11/2019 17/11/2021 500 

PM10 Sindos 06/11/2019 30/4/2020 250 

O3 Agia Sofia 06/11/2019 30/05/2020 100 

O3 Kordelio 06/11/2019 30/09/2020 300 

O3 Sindos 06/11/2019 30/10/2020 150 

 

2.3 Distribution guided neural disaggregation 

Apart from the state-of-the-art performance in a multitude of tasks [15, 16], artificial 

neural networks (ANN) are particularly interesting for their flexibility in processing 

high dimensional or/and unstructured data (e.g., text, medical imaging data). On the 

one hand, architectures like MLP do not understand temporal relationships by design 

in contrast to other architectures such as the long-short term memory (LSTM) ANNs 

[17]. On the other hand, feature identification/engineering techniques have been 

https://www.mdpi.com/2073-4433/12/2/251/htm
https://doi.org/10.3390/s18092790
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established for time series that can summarize and present the temporal dimension to 

simpler architectures. Although the LSTM and its successor, the transformer architec-

ture have proven very useful in modeling language from colossal amounts of text, in 

time series problems it struggles to surpass simpler approaches with expert feature en-

gineering input [18]. This is partly because most time series of interest are non-station-

ary in contrast to language which is complex and high dimensional but static (the words 

and syntax do not change with time). Taking advantage of the flexibility we design a 

simple MLP and modify the training procedure as follows: 

Let X ∈ ℝN, where N is the dimension (number of columns) of the dataset, be a 

sample of the input space and y ∈ ℝ the GTC time series. Suppose that an underlying 

generating mechanism produces (X, y) pairs in discrete time steps. The pairs obey the 

identically and independently distributed (iid) assumption [19] and the joint distribution 

probability P(X, y) represents the unknown generating function. The goal is to approx-

imate the true generating function with the MLP function Fw: X → y, where w are the 

weights (parameters) of the network. MLP is a directed graph of perceptrons [20] or-

dered in layers, with each layer interacting with the previous and the next layer via the 

weights w and the bias b. Forward propagation from a n-layer MLP translates into the 

following equation. 

 

𝐹𝑤(𝑋) = 𝑓𝑛( 𝑤(𝑛)𝑓𝑛−1( … 𝑓2(𝑤(2)𝑓1(𝑤(1)𝑋𝑇 + 𝑏(1)) + 𝑏(2)) … + 𝑏(𝑛−1)) + 𝑏(𝑛)) (1) 

    

Suppose that M1, M2, ..., Mn are the successive hidden layer sizes with the output 

layer comprised of one neuron (with linear activation for regression settings). The 

weight matrix 𝑤(1) with dimensions M1xN between the input dataset X with N features, 

called input layer, and the first hidden layer with M1 nodes, is multiplied with XT and 

the bias vector of length M1 is added. A non-linear activation function 𝑓1 is applied 

resulting in the first layer output. The first layer is connected with the second layer via 

the 𝑤(2) weight matrix with dimensions M2xM1; following the same steps the result 

passes through the activation function 𝑓2 and so on. Weights are initialized either 

pseudo-randomly from a known distribution or with more sophisticated approaches 

such as the Glorot [21] initialization. Training refers to the optimization of a loss func-

tion calculated between the estimations the MLP produces and the GTC and is usually 

achieved via the gradient descent algorithm.  

There are three main approaches to implementing the gradient descent algorithm. In 

stochastic gradient descent, backpropagation of the loss is applied for every instance 

and has the ability to find global minima for a specific dataset but with increased time 

requirements during training. In batch gradient descent the full training dataset is pro-

cessed at once by the neural network but this leads to slow convergence, possibly to 

local minima [22] and high memory requirements. To compensate, commonly the third 

approach is followed namely, the mini-batch gradient descent, where the dataset is par-

titioned randomly and processed into batches leading to faster training times and intro-

duces enough stochasticity to effectively avoid local minima. In this setting, we assign 

temporal meaning to each batch by including a fixed number (24) of hourly LCS meas-

urements (high frequency time series) of complete days. By representing the time 
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dimension of the problem with the batch size we can effortlessly train an hourly model 

with daily (low frequency time series) supervision. Therefore, forward propagation of 

each batch produces a vector �̂� of 24 estimations for every hour of the day. We incor-

porate the MAE or L1 loss function to construct the full loss (Loss) as follows.  

 𝐿𝑜𝑠𝑠1 = 𝜆 ( 
1

𝑚
∑ |𝑚𝑒𝑎𝑛(�̂�00:00:00 , … , �̂�23:00:00) − 𝜇𝑖|

𝑚
𝑖=1  ) (2) 

 𝐿𝑜𝑠𝑠2 = 𝜆 ( 
1

𝑚
∑ |𝑠𝑡𝑑(�̂�00:00:00 , … , �̂�23:00:00) − 𝜎𝑖|

𝑚
𝑖=1  ) (3) 

 𝐿𝑜𝑠𝑠 = 𝐿𝑜𝑠𝑠1 + 𝐿𝑜𝑠𝑠2 (4) 

Where 𝑖 represents the day, 𝜇𝑖 is the true mean, 𝜎𝑖 the true std of the day, 𝑚 is the 

total number of training days and 𝜆 is the learning rate. It is therefore evident that the 

full loss we apply, takes into account deviations both in terms of mean and std values. 

After manual hyperparameter tuning the MLP is chosen with 4 layers, 20 nodes at each 

layer, 𝜆 = 0.0001 (a typically low learning rate), and the leaky rectified linear unit 

(Leaky ReLu), an activation function not suffering from the “vanishing gradient” or the 

“dying neuron” problem, [23] for all the studied cases. Finally, the Adam [24] optimizer 

is employed to implement the backpropagation of the loss.  

 

Algorithm 1: Distribution Guided Neural Disaggregation 
 

Input: Training tensors XMxN , μM/24 , σM/24 , N features, M hourly steps 
 

Step 1: Construct MLP graph with n layers 
 

Step 2: Initialize weights from the uniform distribution 𝑈(−√1/𝑁, √1/𝑁) 
 

Step 3: For epoch until max_epochs: 

                 

                For each complete day i: 

                    

                    𝑥𝑖 ← 𝑋(00:00:00,   23:00:00)𝑥𝑁
𝑖  

                    

                    �̂�𝑖 ← 𝐹𝑤(𝑥𝑖) calculated with eq. (1) 

                    

                    �̂�𝑖 ← 𝑚𝑒𝑎𝑛(�̂�𝑖) 

                    

                    �̂�𝑖 ← 𝑠𝑡𝑑(�̂�𝑖) 

                    

                    𝑙𝑜𝑠𝑠 ← 𝐿𝑜𝑠𝑠( �̂�𝑖 , �̂�𝑖  ,  𝜇𝑖  , 𝜎𝑖  ) calculated with eqs (2), (3), (4) 

                   

                    𝑤𝑖+1 ← 𝐴𝑑𝑎𝑚(𝑤𝑖 , 𝑙𝑜𝑠𝑠) 

 

Output: �̂�𝑀 ← 𝐹𝑤(𝑋𝑀𝑥𝑁) 
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2.4 Evaluation 

ML models are usually validated with train-validation-test splits or with various forms 

of cross-validation [25]. In the former approach, the model is trained on the training 

subset and continuously evaluated on the validation subset after every epoch. The val-

idation subset serves as a test proxy for the metrics to be compared against the training 

metrics aiming to find an equilibrium to the bias-variance tradeoff. The generalization 

error is then calculated on the test subset to provide a more robust evaluation on data 

that are completely new for the model. In cross-validation (CV), the dataset splits into 

k randomly separated subsets; the first k-1 subsets provide the fitting set and the last 

subset the validation set. Once the metrics are obtained from the first run, the procedure 

repeats another k-1 times until every instance has been validated as a test instance once. 

This technique is used either for validation or for hyperparameter tuning. Several ex-

tensions exist such as time-block CV, spatial CV and forward CV. Forward CV is in-

dicated as the more appropriate method for time series problems [26]. In this setting 

however, all of the aforementioned methods are not directly applicable because dis-

aggregation is applied to historical data. Therefore, the evaluation metrics are calcu-

lated on the hourly time series from which the daily statistics were calculated. Address-

ing the second research objective, a direct comparison responding to generalization per-

formance between the traditional MLP and the DGND approach must be made on a 

withheld test set thus we split the original dataset into training and test; the disaggrega-

tion performance is evaluated on the training subset and the generalization performance 

on the test set. Moreover, the daily and the hourly loss are calculated during the DGND 

training to investigate and compare their behavior. The evaluation metrics are presented 

in Table 2. 

Table 2. Evaluation metrics.  

Metric Symbol Formula 

Pearson correlation R 

 
∑ 𝑦𝑖�̂�𝑖 − 𝑛𝜇𝑖�̂�𝑖

𝑛
𝑖=1

√(∑ 𝑦𝑖
2 − 𝑛𝜇𝑖

2𝑛
𝑖=1 )(∑ �̂�𝑖

2 − 𝑛�̂�𝑖
2𝑛

𝑖=1 )

 

 

Coefficient of determination R2 
1 −

∑ (𝑦𝑖 − �̂�𝑖)2𝑛
𝑖=1

∑ (𝑦𝑖 − �̅�)𝑛
𝑖=1

2  

 

Root mean squared error RMSE 
√

∑ (𝑦𝑖 − �̂�𝑖)𝑛
𝑖=1

2

𝑛
 

 

Mean absolute error MAE 

1

𝑛
∑ |𝑦𝑖 − �̂�𝑖|

𝑛

𝑖=1
 

 

https://doi.org/10.1016/j.nic.2020.08.004


8 

3 Results 

The evaluation results of the DGND approach are presented in Table 3 and for the 

standard MLP in Table 4. Regarding the former approach, we observe that in all stations 

and for both pollutants, the disaggregated time series show high linearity as the R2 and 

R indicate. When compared against the training metrics the errors increase substantially 

which is expected considering that one approach “sees” the GTC directly while the 

other indirectly. Therefore, to provide a more representative comparison on perfor-

mance degradation, we employ a test set to calculate the metrics. The errors slightly  

increase for the DGND method which indicates that even though some information is 

lost in aggregation, a larger part can be reconstructed through this method. Overall, the 

Ozone GTC is modeled with higher precision than PM10 in all cases. This is explained 

partly because Ozone follows a clear diurnal (daily) pattern due to the photochemistry 

production mechanism that is catalyzed by ultraviolet radiation. On the contrary, PM10 

diurnal pattern at the city center is strongly correlated with human activities and in 

Thessaloniki, shows two peaks usually at 10:00 and at 24:00 local time [27], directly 

related with traffic and commercial activities in the area [28]. This is a more complex 

pattern to model as it evolves according to human irregular schedules (reduced traffic 

on weekends, holidays, daily peaks shifted according to season, etc.). Moreover, focus-

ing on Sindos PM10 metrics, we observe that in the test set of both approaches the line-

arity is lost in terms of R2. Interestingly, the disaggregation still works as well as for 

the other two stations. This indicates that if a time series can be modeled, even when 

the extrapolation errors are high on the test set, the disaggregation can work in case the 

metrics are adequate in the training set. One caveat that we didn’t address here is that 

when the actual hourly measurements are unknown, then the model can’t be validated 

in this resolution.  

Table 3. The evaluation metrics of the DGND approach. Abbreviations: Kord stands for 

Kordelio, Sind for Sindos and Agia stands for Agia Sofia. 

Disaggregation metrics (training set) Generalization metrics (test set) 

 RMSE MAE R2 R RMSE MAE R2 R 

 

O3 

 

Kord 14.93 11.00 0.76 0.88 15.65 12.19 0.70 0.86 

Agia 11.10 7.96 0.83 0.91 15.50 11.94 0.69 0.84 

Sind 15.44 11.23 0.71 0.85 15.95  12.26 0.67 0.83 

 

PM10 

 

Kord 15.25 10.54 0.49 0.73 13.43 9.76 0.58 0.77 

Agia 14.44 9.94 0.75 0.87 13.94 8.85 0.57 0.87 

Sind 13.78 8.27 0.59 0.79 18.72 15.52 -3.52 0.45 
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Table 4. The evaluation metrics of the traditional MLP approach. Abbreviations: Kord stands for 

Kordelio, Sind for Sindos and Agia stands for Agia Sofia. 

Training metrics (training set) Generalization metrics (test set) 

 RMSE MAE R2 R RMSE MAE R2 R 

 

O3 

 

Kord 9.28 6.45 0.91 0.95 14.55 10.94 0.74 0.88 

Agia 7.76 5.07 0.92 0.96 14.64 11.62 0.72 0.86 

Sind 10.12 7.46 0.88 0.94 11.77 8.88 0.82 0.91 

 

PM10 

 

Kord 10.79 6.77 0.74 0.87 11.65 8.01 0.69 0.83 

Agia 11.00 6.87 0.86 0.93 12.13 7.81 0.68 0.83 

Sind 11.99 6.39 0.69 0.84 12.76 10.77 -1.10 0.59 

 

In Fig. 1 we present the evaluation of the DGND method for O3 in Agia Sofia. The 

slope of the regression analysis represents the accuracy in the LCS calibration setting; 

therefore, the disaggregated time series accuracy is 92%. The shape of the predicted 

distribution resembles the observed distribution, and the peaks are accurately estimated; 

however, in the lower concentration range (0 - 10 μg/m3) predictions are noisier. More 

importantly, it can be observed that the hourly loss (calculated only for comparison) is 

driven by the daily loss. This is evident as the daily loss decreases slowly and remains 

high (>10 μg/m3) but the hourly loss continues its decreasing trajectory. Given that the 

DGND method outputs a trained MLP, the generalization performance is depicted in 

Fig. 2; the accuracy is 88% and the distributions match as well. Interestingly, the train-

ing and the testing GTC distributions differ visibly but nonetheless the diurnal pattern 

is present in both datasets and the model discovers it from the LCS measurements. It 

should be mentioned that the DGND approach needs approximately twice the number 

of epochs to converge compared with the traditional MLP training. This is expected 

considering that in the former approach the MLP learns with 12 times less supervision 

because for every 24 hours only the mean and std are available. 
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Fig. 1. Disaggregation results for O3 in Agia Sofia station. Upper left panel: scatter plot, upper 

center panel: comparison between the real and predicted distributions, upper right panel: loss 

progression against epochs calculated for both resolutions, bottom panel: the reconstructed O3 

time series against the reference time series (hourly). 

 

Fig. 2. Generalization results for O3 in Agia Sofia station. Upper left panel: scatter plot, upper 

right panel: comparison between the real and predicted distributions, bottom panel: the recon-

structed O3 time series against the reference time series (hourly). 

4 Conclusions 

The AQ modeling community focuses on increasing the spatiotemporal monitoring res-

olution to accurately describe the atmospheric composition of urban environments. To-

wards this goal, we demonstrated the DGND method, capable of increasing the 
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temporal resolution of highly sought reference GTC. Overall, incorporating LCS to 

guide the disaggregation procedure based on the flexibility of neural networks shows a 

promising path in increasing the granularity of expensive measurements. Furthermore, 

the constructed MLP model has the potential to be deployed without significant loss of 

accuracy and serve as an on-site calibration function which is suggested from the met-

rics in all but one cases. Further insights on a consistent way to terminate the training 

will be the focus of future studies.  
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