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Abstract. Analogy is a powerful form of ideation and therefore an automated or 
semiautomated analogical method is a potentially useful way to develop, or at 
least inspire, new and possibly patentable ideas. 
The last few years have shown significant developments in the training and use 
of latent spaces for text generation using Variational Autoencoders (VAE), 
though many problems remain including preventing ‘collapse’ of the latent 
space during its training and successfully disentangling the latent variables, in-
cluding the syntax from the semantics.  
A hierarchical sentence and document variational denoising autoencoder archi-
tecture is presented, in which the encoded sentence vectors are first generated 
and then an encoding and decoding is performed of the sequence (in the docu-
ment) of these sentence vectors. The latent vectors for both sentences and doc-
uments are structured into ‘syntactic’ and ‘semantic’ subsections based on their 
use in auxiliary training tasks.  A large dataset of patent titles and abstracts, 
along with their IPC6 codes, is used to train the VAE networks.  
The resulting document latent space is used to perform analogy transforms to 
seek to generate/inspire useful and potentially novel patent concepts. 

Keywords Patent Analysis, Ideation, Analogy, Latent Space, Text VAE. 

1 Introduction 

There is a need to enable innovation and automation in the process of invention, by 
providing for the human inventor powerful data-driven tools for uncovering novel and 
patentable concepts. One method is using analogies, where we find a meaningful 
existing analogy and apply this to a concept to generate a new, derived concept.  

A variety of concept generation by analogy methods have been applied to patents 
(e.g. [1]), but here we seek a primarily data-driven approach. 

 
1.1 Analogy in Latent Spaces 

Suppose we can describe a large set of ‘concepts’ using the values of many underly-
ing generative variables. Each concept is then a location in the multidimensional 
space of these variables. Then suppose we find that a common transform of one con-
cept into another is to change the values of these generative variables in some con-
sistent way. We can then find all the concepts within our area of interest that meet the 
conditions for this transform, apply it, and then check the space near the generated 
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concept’s ‘location’ to ensure that no existing concept lies there.  If not, we have a 
promising new concept and can examine it to determine its merits. 

The classic example of this kind of approach is using word embeddings [2], [3] 
where we ask: 
         A is to B as X is to Y.  What is B? 

For example: 
King is to B as Man is to Woman. Answer B = Queen.  
Paris is to B as Madrid is to Spain. Answer: B = France.  

Using Glove embeddings [4] and the equation: B = A + (Y – X), we can get some-
thing like these results. We perform the vector arithmetic on the embeddings and find 
the best matching word as the one with the largest Cosine Similarity of existing word 
embeddings to the resulting vector.  

Such word embeddings have no generative function – we cannot take an arbitrary 
embedding (latent) vector and generate a new word. For our purposes we need an 
encoder, which converts a concept into its latent vector, but also a decoder which can 
convert an arbitrary latent vector to a comprehensible concept. Finally, the analogical 
vector arithmetic will presumably only work successfully if the underlying latent 
variables are sufficiently disentangled. 

Large collections of concept text descriptions are available in the patent literature. 
Therefore, if it is possible to derive well-structured latent spaces for these texts, and 
we can determine the subset of the latent variables which are important for describing 
the underlying concept, rather than superficial features of the text, and finally have a 
decoder which generates a comprehensible description of any vector sampled from 
that latent space, we should be able to perform our desired analogical transformations 
on short patent texts using such vector arithmetic [5]. 

1.2 Creativity using Latent Spaces 

Generation of novel works from both continuous and categorical latent spaces is of 
increasing interest but has to date been mainly restricted to continuous data such as 
images or sound, predominantly using Generative Adversarial Networks (GAN). In 
[6] the authors use iterative guided exploration of an image latent space to design 
logos for companies. In [7], novelty in design images is identified and the GAN fine-
tuned to increase its production of such novel features. The exploration of latent spac-
es for musical synthesis has been undertaken, including loudness-invariant musical 
timbre [8] and images (piano-rolls) of musical excerpts [9]. However, text latent 
spaces using GANs [10] remains difficult, since the discriminator gradient cannot 
easily backpropagate through the hard selection of text tokens and therefore training 
must use reinforcement learning or approximations such as the Gumbel-Softmax [11]. 

2 Text Autoencoders 

In a text autoencoder, we train a network consisting of an encoder and decoder to 
reconstruct its input text via a latent vector. Text decoders are normally autoregressive 
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- the text is generated a token at a time, starting at the beginning of the text and mov-
ing forward, and the decoder has access to the latent vector and the previous tokens. 
They are generally implemented using either recurrent neural networks such as LSTM 
[12], or transformers [13].  At inference, tokens are selected using a greedy or sto-
chastic algorithm or using beam search. Additional methods prevent repetitive text. 

2.1 The Denoising Autoencoder (DAE) 

With a simple autoencoder latent vectors for every different sequence of text in the 
training set could theoretically be placed in unique disjoint points in the latent space, 
with no ‘structure’ between them, such as similar sentences being encoded to similar 
latent vectors. By adding suitable ‘noise’ to the text, and reconstructing against the 
original text without noise, the encoder is encouraged to map a (set of small variations 
of) text to some compact volume of the latent space [14], [15]. If the extent of the 
latent space is constrained, the latent vector volumes will overlap and there is pressure 
on the autoencoder to map between similar latent vectors and similar sentences. 

In [14], Shen et al added noise to the text by randomly replacing/removing words 
during training. They demonstrated that such noising encourages similar sentences to 
map to similar latent representations. 

2.2 The Variational Autoencoder (VAE)  

Another important method for structuring the latent space is to constrain it by forcing 
the latent variables to match a prior, such as a zero mean, unit variance Gaussian. The 
Variational Autoencoder [16], [17] has been one of the most popular generative mod-
els. A VAE encodes the input data samples into a latent variable from the distribution 
of representations from a probabilistic encoder, which is parameterized by a neural 
network outputting a value of the mean and variance of the encoded distribution. One 
or more samples are taken from this distribution by generating a random Gaussian 
vector and scaling it with the estimated mean and variance before passing to the de-
coder (at inference, the mean vector only is used). 

A VAE aims to maximize the marginal likelihood of the reconstructed data, but 
this involves intractable posterior inference. Thus, this is approximated by training it 
to minimize a loss, which consists of a reconstruction term, generally the cross-
entropy loss on the logits from the decoder, and a Kullback-Leibler (KL) loss on the 
divergence of the distribution of each latent variable from the prior. 

2.3 β-VAE  

β-VAE [17], [19] [20] is an extension to the basic VAE framework used for learning a 
more disentangled representation of the generative variables. A disentangled repre-
sentation can be considered as one where single variables are sensitive to changes in 
single generative factors, while being relatively invariant to changes in other factors. 
Compared to the original VAE, β-VAE adds an extra hyperparameter β (β > 1) as a 
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weight of the KL divergence in the original VAE objective. The drawback of β-VAE 
is that the improved disentangling is offset by a poorer reconstruction. 

3 Problems with Latent Vectors in Text VAEs 

3.1 Latent Space Collapse 

Text VAEs are quite difficult to successfully train. Basic VAE models cannot explic-
itly control the KL divergence and the KL term can progressively dominate the loss. 
They then suffer from KL vanishing [21], [22], which means the KL divergence can 
become zero during optimization – the latent variables collapse their means to 0.0 and 
contribute no information to the decoder.  

The underlying reason is that the text decoders are autoregressive and can therefore 
operate moderately well as a pure language model, generating the text solely from the 
previous tokens and ignoring the latent vector. 

Preventing collapse has been explored using a variety of approaches: 
1. Text generation with a more limited decoder [23] or without using an auto-

regressive decoder [24].  
2. Masking or corrupting some of the tokens used in the autoregression decoder 

to force greater use of the latent vector (noisy decoder) [25].  
3. Providing additional tasks for the latent vector to ensure it retains infor-

mation content, such as: 
a. Predicting a text class or topic label 
b. Predicting the bag of words in the text 
c. Predicting entailment between texts, for example: 

i. Entailment between sentences from the same document 
ii. Entailment between immediately previous or subsequent 

sentences 
4. Controlling the KL loss by scaling it with a factor (similar to β) which is: 

a. Annealed from a low value to a high value using a sigmoid time 
course [20] or cyclically changed over the course of training [22]. 

b. Have a value scaled such that the KL loss for a minibatch is propor-
tional to the reconstruction loss for that same minibatch [26]. 

c. Have a slowly modified factor controlling the average KL loss to a 
specific target value over the training set [27]. 

d. Gradually decreased from a starting high value to slowly increase 
the size of the informational bottleneck during training [20].  

3.2 ‘Prompt only’ Text Generation from Latent Vector 

An unfortunate additional problem for autoregressive decoders is that, even when 
actively using the latent vector, the latent, rather than coding the entire sentence, need 
only memorize the first few tokens in a text to produce a near unique ‘prompt’ which 
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the language model aspect of the decoder can then use to reconstruct the rest of the 
sentence [27]. Two approaches that can be adopted to help overcome this issue are:  

 Independent masking ‘noise’ is added to the tokens used in the decoder [25]. 
 Use two autoregressive decoders - one going forward through the text and a 

second going backward, with the second, backward, decoder being dropped 
for inference [29]. 

4 Hierarchical VAE for text 

Given we have a set of sentences, which are themselves sequentially organized within 
documents, and there are limits to the length of word sequence sensibly mapped to a 
single sentence latent vector, a hierarchical text VAE can be implemented in the man-
ner of [30] to generate an encoding of the whole document. Therefore, in this work 
we created a 2 level autoencoder: 

1. First each sentence’s tokenized text, plus special tokens <SOS>, <MASK>, 
<EOS> and <PAD>, is converted to a sentence latent vector.  

2. Then the document sequence of variational samples of its sentence latent 
vectors plus concatenated 1-hot tokens <SOS>, <SEQ_N>*, <EOS>, 
<PAD> are converted by the document encoder into a single document latent 
vector, where <SEQ_N> are numbered sequence tokens for sentence vectors 

3. A variational sample is generated and using this, the sentence vector se-
quence (and token logits) is reconstructed by the document decoder.  

4. Finally, these reconstructed sentence latent vectors are in turn reconstructed 
as text by the sentence decoder. 

The total set of losses (not including any auxiliary tasks) are then: the sentence KL 
divergence loss; the document KL divergence loss; the document sentence vector 
reconstruction loss (Mean Squared Error from the original un-noised sentence vectors 
to the decoded sentence vectors and cross entropy of the tokens); and the final sen-
tence text reconstruction loss (cross entropy on the un-noised original text tokens). 
The document decoder also generates (from its syntax vector – see section 5) an esti-
mate of the total number of sentences to be reconstructed. A transformer encoder and 
decoder were used for the sentence VAE and a transformer encoder and causal convo-
lutional decoder for the document VAE. 

5 Syntax and Semantics 

In the desired conceptual representations, our interest is the inherent content - its se-
mantics, rather than the way the author has specifically written the sentences - its 
syntax. Ideally, the latent space should be disentangled by these parts [31]. 

To seek to achieve this disentanglement, we can assume that close sentences (those 
from the same document, or specifically adjacent sentences in the same document) are 
most semantically similar to each other and that a topic label, such as the patent IPC 
code, again captures the semantics and not the syntax. Document syntax is more relat-
ed to the number of sentences in a document. 
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Using these assumptions, auxiliary tasks were added for the latent spaces during 
training: 

 The semantic part of the sentence latent vector samples was used in a two-
vector input MLP binary classifier to discriminate between the sentences 
from the same document and sentences from other documents. 

 The semantic part of both the sentence and the document latent vector sam-
ples were used (separately) in one vector input MLP classifiers to determine 
the main patent IPC class (in a one of N classification using cross entropy). 

 The document syntactic vector sample was used in an MLP to predict the 
number of sentences in the document (one of N using cross entropy). 

To preserve the syntax/semantics split in the sentence latent vectors, the document 
encoder and decoder were both split into two: one taking the sentence syntactic latent 
vectors and one the sentence semantic latent vectors. 

For 50,000 documents, both latent spaces (sentence and document) were set as 312 
dimensional, of which 32 dimensions were assigned as the syntactic part and 280 
dimensions as the semantic part.  

6 Implementation 

6.1 Data 

The BigPatent dataset [32] ‘abstract’ section was used. Patents were selected whose 
tokenized sentence length did not exceed 96 and with 7 or fewer sentences. IPC codes 
and citation links were downloaded from the USPTO datasets and matched to the 
patent abstracts. Abstracts were split into sentences using the NLTK sentence to-
kenizer and sentence text was word tokenized using the BERT lowercase tokenizer. A 
training set of 50,000 patents (178,787 sentences, 10,127,981 tokens) was made by 
selecting 25 patents from each of 2,000 IPC6 patent classes.  

6.2 Network Architecture 

The sentence encoder consisted of a 4 layer, 8 head transformer using sinusoidal posi-
tional encodings. An initial whole sentence embedding vector was formed by concat-
enating the first two transformer top layer (<SOS> and first token) token embeddings 
along with the maximum and mean top layer token embeddings. This vector was then 
processed by a 3-layer MLP and then two linear heads to generate the latent vector 
means and log variances. The variational sample from these was passed to a 4-layer 
MLP which generated a fixed length (9) sequence with same embedding dimension as 
the decoder. This ‘pseudo-sequence’ was used as the final latent description for the 
sentence decoders. The dual directional decoders consisted of 3-layer 4 head trans-
formers with (per token) 3-layer MLP heads yielding the token logits. 
 The document encoder consisted of dual transformers, each with 5 layers and 8 
heads, taking the sentence syntactic and semantic sentence subvector samples. Again, 
the first and second tokens plus max and means of the transformer top embedding 
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layers produced, via MLP heads, the mean and log variance vectors. A sample from 
these was again transformed into a multichannel ‘pseudo-sequence’ of length 9. The 
document decoder was a dual causal convolutional network [33] followed by a (per 
vector) 3-layer MLP yielding the sentence vectors and the added token logits (from 
the syntactic document decoder only). The document syntactic vector was also pro-
jected through a 3-layer MLP to yield the total number of sentences in the document, 
which was used to truncate the document decoder output at inference. 

Auxiliary MLP heads were provided in the sentence encoder for the sentence se-
mantic vector - one is a 1 of N classifier for the main IPC6 class, the other takes two 
vectors and returns a binary classification for the sentences coming from the same 
document or not.  A similar main IPC6 class classifier was used for the document 
semantic vector.  

6.3 Training 

The sentence VAE was first trained alone, then its weights frozen and the document 
VAE trained. Both VAEs were then trained together. The Adam optimizer and a slow 
linear warm up followed by an exponential learning rate decay was used.  

Noise was added to the sentence text for the sentence encoder to effect the benefits 
of a denoising autoencoder by a combination of masking (9% probability) and replac-
ing words with similar words pre-generated by a large masked language model (6% 
probability). Different masked (only) sequences were used for the sentence decoder 
(15% masking). For sentence vectors supplied to the document encoder (only), mask-
ing was applied with only a low probability (1%) replacement of a sentence vector 
with a vector of zeros and a <MASK> rather than a <SEQ_N> token, since the sen-
tence vectors are already ‘noised’ by the sentence noising and variational sampling. 

The KL loss (both sentence and document) was structured as a proportion of the 
reconstruction loss for each minibatch. This proportion was increased during the start 
of their individual training using a sigmoid function from 0.0001 to 0.4 (sentence) and 
from 0.005 to 0.1 (document) and then fixed at the final value. 

7 Results 

Three approaches for concept generation from the resulting patent document latent 
space were investigated: 

1. Concept Fusion 
2. Latent White Space 
3. Citation Analogy 

 
50 examples of each approach were generated, their order randomized and present-

ed blind to origin to five invention engineers at Iprova to assess the utility of the con-
cepts for novel ideation on the basis of: Clarity and Coherence; Novelty/Patentability; 
and Utility for Ideation. Concepts were rated 0-5 for these 3 metrics and the average 
concept results obtained.  
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7.1 Concept Fusion 

Two patents of interest are selected, and vectors formed as interpolations between 
their document latent vectors. Fig 1. shows an example of this approach. 

 
Patent 1 A locking preset mechanism for a fishing reel is provided by interlocking balls in the 

preset knob face and the depressions in the mating face of an axially moveable force 
transmitting means in the mechanism. In free spool, the knob can be rotated. In drag, the 
knob is locked against rotation. 

0.6 P1 
0.4 P2 

A surgical knife for use in a medical procedure comprises a handpiece capable of axial move-
ment and a drive mechanism which controls the position of the movable member from its 
proximal end. The cutting board permits axial movement of a driving element into the opposed 
shank end. The clinician action is thereby effected into multiple positions. 

0.5 P1 
0.5 P2 

According to embodiments a method and apparatus for controlling the flexure of a patient’s 
limb are provided with which an operator can apply pressure to a field. The instrument features 
a guide assembly which permits placement of the pin in a substantially static and radial posi-
tion. Additionally, the cutting element may be fitted with a guidewire. According to this dis-
closure there is variation and different mechanical characteristics are incorporated into the 
handle of the instrument with each other. 

0.4 P1 
0.6 P2 

Specifically, a device and method for insertion of a valve for widening living tissue such as the 
human body and veins of a patient are provided. In particular a radiolucent structure is used at 
a distal end of the optical system and allows for numerous applications. In an alternate embod-
iment the sheath may be movable with respect to the distal portion. Additionally, the flexible 
assembly includes magnets which connect and protects the flaps in an opposed manner during 
operation of the device. 

0.3 P1 
0.7 P2 

This invention provides a system and method for installing a stent made of a material such as a 
material that includes the radius of conical objects. In particular a pneumatic coupling device is 
formed across each of its plates providing for ease thereof. The catheter tip can carry the two 
modular elements into a body lumen upon insertion into a body lumen. The tip further com-
prises a working section suited for insertion into and along the isolated tissues 

Patent 2 The present invention provides methods and devices for closing two overlapping layers of 
tissue in a mammalian heart, for example a patent foramen ovale. The closure devices 
may take a number of different forms and may be retrievable. In some embodiments, a 
device is sized and shaped to extend from septum secundum, into the left atrium, through 
septum primum, and into the right atrium, such that the first and second ends cooperate 
to provide a compressive force to the overlapping layers of tissue. In some embodiments, 
the closure devices may be delivered with a catheter capable of puncturing mammalian 
tissue. 

 

Fig. 1. Concept Fusion interpolated vector texts. 

7.2 Latent White Space 

A subset of relevant patents is selected and their mean latent vector determined. Ran-
dom Gaussian distributed vectors are found around this mean. Vectors whose seman-
tic Cosine Similarity to existing patents exceed 0.75 are removed and the resulting 
latent vectors decoded into text.  

 
Raw decoded text Interpretation 
An implant for forming a substance into a living body of a patient such 
as the method comprising the steps of providing a stent having a plu-
rality of chambers and being insertable together into a root canal of a 
subject and methods of using the same are provided. The applicator 

A stent-like tooth implant which 
forms the tooth by depositing 
within it a dispersion of a mag-
netic material and a powerful 
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further includes a filter element disposed within the cavity and is 
adapted to be placed in a substantially rigid state. One phase composi-
tion includes a polymer film impregnated with a dispersion of magnet-
ic material and a polymeric material attached to the surface of the 
substrate and to the shell chain adhesive component. 

adhesive which adheres to the 
internal filter to form the syn-
thetically grown tooth. Magnets 
used for moving material (?) or 
heating material (?). 

A coating comprising a deformable base for insertion into a body 
cavity, a cell surface capable of absorbing bone growth and passage 
and a hydrating solution material for making a dental prosthesis to be 
positioned on the tooth outer surface of the dental implant. The patch 
is more specifically to a solid cement and the structural shell compris-
ing a fibrous resin which is more from the rest of the coating. An 
applicator for use in a dental implant the method including the steps of 
forming a tooth and or a rubber material so that the solid portion of the 
implant can be used to make the implant to be applied. 

A similar concept to the above 
but using biological (?) tooth 
growth within a resinous cement 
and it is placed on a tooth (rather 
than replacing the tooth) as a 
patch. Tooth material is grown 
within the patch on top of the old 
tooth or an implant. 

An invasive vascular diagnostic device designed to be inserted into 
human tissue and capable of administering the delivery of carbon 
dioxide which is used as a means of both filling and obtaining results 
from the same tissue. Such electrode units penetrate the tissue with 
rods which allow the gas to be applied at a variety of discrete locations 
along the path through the living tissue. Thus, the delivery system of 
the present invention can be applied to a tumor site and the patent 
describes methods for making and using such devices in a variety of 
therapeutic and diagnostic applications. 

A rod delivering CO2 gas with 
electrodes on it, which is insert-
ed into the body for cancer 
diagnosis and treatment. The gas 
expands the tissue to enable 
biopsy (?) and possibly is thera-
peutic (?). Electrodes measure 
the pH (?). 

 

Fig. 2. Examples of concepts from ‘Latent White Space’ and their interpretation by an inventor. 

7.3 Citation Analogy 

Two relevant and relatively similar patents are found. The forward citations (inverted 
normal citations) of one of these patents are used to determine the vector difference 
between that patent and its forward cited patents. These difference vectors are applied 
to the other selected patent and a set of possible concept vectors (one for each forward 
citation) generated. These again are checked to reject those too close (semantic Co-
sine Similarity > 0.75) to existing patents and the remaining vectors decoded into text.  

 
Analogy start actual patent: A card dispensing system for dispensing cards along a conveying surface 
which conveys sliced products downstream of a slicer for packaging the sliced products. A hopper contains 
a stack of cards which are withdrawn from the hopper by a suction force provided via at least one suction 
cup, The suction cup is moveable vertically to retrieve and remove the card from the hopper. The suction 
cup is moveable laterally to move the card into a receiving position where a card clamp on a damp carriage 
arrives to receive the card, Suction force on the card is released when the card damp damps down on the 
card the clamp carriage moves the card from the receiving position to the staging position where a nip 
engages with the card to feed the card through a junction in the conveyor line just as a food product passes 
over the junction. 
New Concept: A method of dispensing a web of bags having first and second conveying paths, the method 
including translational movement which accomplishes sequentially advancing the web of bags from the 
first conveying path to the second conveying path such that the web of bags is unwound from the first 
conveying path. The procedure is repeated until the product is exhausted through a nip by dispensing the 
web, whereupon it is then removed from the nip by suction. This ensures that the second portion of the web 
is able to be exhausted from the second portion through the nip of the reserve roll, while the reserve roll is 
dispensed from the first portion of the web and thence through the nip of the reserve roll to the second 
portion of the reserve roll for discharge. When the spool of the bale is being displaceable along the path of 
travel of the first knife and the suction line, thus preventing jams, are made by moving the first knife past 
the dispensing line until it reaches an edge of the path of travel of the second knife. 
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New Concept: A plurality of paper dispensing cells for dispensing paper webs, each of the cells having a 
predetermined spacing that is skewed in relation to a direction perpendicular to the direction of conveyance 
of the paper webs and a predetermined spacing that is perpendicular to the direction of conveyance of the 
paper webs. The measuring device is positioned within the gap between the two rollers for measuring the 
distance between the first rollers and the spacing between the first rollers. The sensing element is then 
moved towards the exit conveyor, the sensing element is blocking the exit conveyor when the sensing 
element is moved from a first position to a second position. The sensor is activated when the receiving 
element is received by the first conveyor and the card feeding means and the receiver cooperating with the 
first conveyor. 

 
Fig. 3. Analogical start patent and new concepts using Citation Analogy. 

7.4 Evaluation 

The following table gives the average concept evaluation results by five Iprova inven-
tion engineers all given the same sets of 50 concept texts per approach (total 150).  

Table 1. Results of Inventor Evaluations. 

Analogical Process Clarity and Coherence Novelty/Patentability Ideation Potential 

Concept Fusion 2.7 1.4 2.15 

Latent White Space 3.3 2.4 3.2 

Citation Analogy 2.2 1.65 2.1 

8 Summary 

The unsupervised learning of well-structured document latent spaces enables a variety 
of approaches for generating new concepts from existing concepts. The work reported 
here demonstrates a method of generating a document latent space for short patent 
abstracts, including addressing the problems associated with the training process. The 
resulting patent latent space was used for novel concept ideation. An evaluation of the 
generated concept text descriptions by Iprova invention engineers indicates that the 
‘Latent White Space’ approach proved to be superior to the other two approaches 
evaluated. 

Further work is required on better structuring and disentangling of the latent spac-
es, training significantly larger latent spaces on the entire patent corpus, along with 
automated screening and scoring of the resulting generated concepts. 
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