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1 Université Paris Nanterre, Nanterre, France
2 LIP6, Sorbonne Université, Paris, France
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Abstract. We explore in this paper the use of metaheuristics to select
features from a dataset in order to improve the prediction performance
of models build with different machine learning methods. To this end,
we compare the performances of 5 learning methods: Logistic Regres-
sion (LR), K-Nearest Neighbors (KNN), Gaussian Naive Bayes (GNB),
Support Vector Machine (SVM) and Random Forest (RF) on 4 hetero-
geneous datasets in the number of data and features, for different feature
selection methods (metaheuristics or statistical filters).
The results obtained show that feature selection by improving a meta-
heuristic derived from the genetic algorithm leads to much better perfor-
mances no matter the learning method used compared to without feature
selection on the same dataset.

Keywords: machine learning. features selection. optimization

1 Introduction

The implementation of a recommendation algorithm based on a learning method
is confronted with various concerns, including the dimension of the data (the
number of features) versus the number of available and usable data. It is fre-
quent in real contexts that the data set is relatively small in size but faces a
large dimension. This is mainly the case in many problems coming from the
medical world. In this case, the risks of overfitting are frequent and the solutions
of recommendations found generalize poorly to a real population. One of the
solutions adopted consists in reducing the dimension of the data.

Dimension reduction is characterized by the projection of data described in
N dimensions to a reduced space of dimension K < N . The main objective
is to preserve the initial profile of the data by proposing a more relevant and
compact representation. Moreover, reducing the dimensionality makes visible
the underlying structure generally not very readable in high dimension; one
thus avoids the problems related to the concept of ‘the curse of dimensionality’
introduced by Bellman in 1961.



Several approaches exist [1] to reduce the dimension: feature selection which
consists in keeping only a subset of the initial features or feature extraction
which relies on a global transformation of the data thanks to an application that
induces a change of coordinates [2], as in the case of the Fourier transform in
signal processing.

Confronted with this high dimensionality problem in previous work on med-
ical data analysis to improve the management of patients suffering from Amy-
otrophic Lateral Sclerosis (ALS) [3], we have developed a robust method based
on 1) manual selection (with the help of ALS experts) of patient characteristics
2) followed by a dimension reduction phase using the Uniform Manifold Approx-
imation and Projection (UMAP) method which is based on the assumption that
the data belong to a Riemannian variety, a particular form of regular variety [4].

We are interested here in dimension reduction by feature selection and more
precisely in dimension reduction with the envelope approach [5]. This approach
is associated with learning and compares the different subsets of possible features
with the performance of the learning model used.

More precisely, we show empirically that the use of metaheuristics and in
particular a variant of the population-based metaheuristic called ‘differential
evolution’ gives excellent results no matter the learning method used by selecting
a relevant subset of features from the data of the problem studied.

These results are obtained by considering multiple datasets from the med-
ical field one from Pro-Act on ALS and several benchmarks regularly used in
comparisons of learning methods.

2 Methodology used

The data used in the medical context (for classification or prediction) present a
particular profile: we frequently observe quite few complete data but the features
associated with these data are often numerous (or even very numerous) due to
the fear of underfitting by neglecting important parameters. This means that,
without precaution, the models obtained by learning (supervised or not) gener-
alize rather poorly. Reducing the number of features used during the learning
phases has several benefits: on the one hand, it avoids overfitting and reduces
the noise produced by the data, which improves the performance of the model
and its ability to generalize. On the other hand, it induces a simplification of the
hypotheses necessary for the use of the model, thus facilitating the treatments
and improving the calculation time. Finally, it is easier to produce complete
datasets because the amount of information to be collected is less.

In order to select the ‘best’ subset of features. we need to define how one
subset is better than another and how to obtain this subset in an efficient and
relevant way and how to validate this choice.

2.1 Evaluation criteria

The evaluation criteria we use are the most frequently used criteria in this con-
text; let D = {x} be a data set. V (x) a classification function that defines
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whether x is 1 or 0 and f(x) a prediction function (that associates a boolean to
x); We first define TP as the true positive (i.e. {x|f(x) = V (x) = 1}), FP as
the false positive (i.e. {x|f(x) = 1 ∧ V (x) = 0}), TN as the true negative (i.e.
{x|f(x) = V (x) = 0}), and FN as the false negative (i.e. {x|f(x) = 0 ∧ V (x) =
1}).

– The sensitivity or recall measures the true positive rate (i.e. |TP |
|TP |+|FN | ).

In medicine: the proportion of people correctly tested positive for a disease
among those who have this disease.

– The specificitymeasures the true negative rate (i.e. |TN |
|TN |+|FP | ). In medicine:

the proportion of people tested negative for a disease among those who do
not have that disease.

– The accuracymeasures the proportion of correct predictions (i.e. |TP |+[TN |
|D| ).

In medicine: the proportion of people correctly diagnosed for a disease among
the whole population.

We use either the accuracy (for datasets that have a balance between positive
and negative cases) or the average of the sensitivity and the specificity (for
unbalanced datasets) to measure performance.

2.2 Obtaining and validating an ‘optimal’ subset

The objective of the experiments is to find the optimal subset of features i.e. the
subset that will allow us to obtain the most performing model (w.r.t. accuracy,
recall or specificity) with the data we have. A potential subset called solution is
represented as a vector of booleans of the size of the number of features we have
(see Fig.1). Depending on the value of a boolean, a feature is taken into account
or not to perform a learning: 0 the feature is not taken into account and 1 it is
taken into account for learning. To carry out a learning, at least one explanatory
feature is needed, therefore a vector cannot be composed only of 0.

Fig. 1. Example of 3 solutions represented as a vector of booleans with a number of
Features equal to 6

v0 v1 v2 v3 v4 v5

i1 0 1 0 1 0 1

i2 0 1 1 0 1 0

i3 1 1 0 1 1 1

In order to validate the relevance of a solution for a learning method, we use
cross-validation which consists in decomposing the dataset into k subsets and
then using k − 1 subsets for learning and the kth subset for validation. More
precisely, we do k experiments by choosing at each experiment a different subset
for the validation. We use k = 5 in our experiments.
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The machine learning methods we use are the Logistic Regression (LR), the
Support Vector Machine (SVM), the K-Nearest Neighbors (KNN), the Random
Forest (RF) and the Gaussian Naive Bayes (GNB). See [6] for a complete de-
scription of these methods.

3 Feature selection with the use of Metaheuristics

Feature selection consists of selecting a portion of our features that are most
relevant to the construction of the model to improve its performance. Ideally, we
should test and evaluate all combinations of features to find the most efficient
one. However, when the number of features is high, it is simply impossible to test
and evaluate all possible combinations. which leads to a combinatorial explosion
e.g. with 180 features, we have 2180 − 1 subsets to explore, which is impossible
to achieve in a reasonable time. We will therefore use methods from operational
research, called metaheuristics, to find the best possible subset of features.

Metaheuristics are computational methods for solving complex optimization
problems and finding the optimal solution or at least an approximate solution.
These methods are divided into 2 branches. Solution based metaheuristics try
to improve one solution at a time by searching in its neighborhood whereas
Population-based metaheuristics improve several solutions at the same time and
merge them together to obtain better solutions. In a previous study we used
7 metaheuristics: 4 are solution-based (Tabu search, Simulated annealing, Ran-
dom search and Hill climbing) and 3 are population-based (Genetic algorithm,
Differential evolution and Particle swarm optimization). Here we focus on the
ones that gave the best results: 3 population-based (Population-Based Incre-
mental Learning, Differential evolution and Particle swarm optimization) and 2
solution-based (Tabu search and Simulated annealing). For all metaheuristiscs
the number of individuals/neighbors at each generation is set to 50 and the
number of generations is set to 500.

3.1 Solution-based metaheuristics

Tabu Search (TS) performs a local search to solve complex or large optimiza-
tion problems [7]. The concept is to use a memory system to deny for a given
period of time to revisit a previously visited solution and to allow moves that
do not necessarily improve it, thus allowing the search to continue even when a
local optimum is found. The size of the tabu list is set to 1000.

Simulated Annealing (SA) is an algorithm based on the annealing process
used in metallurgy to achieve thermal equilibrium at each temperature. The
initial solution is used as a candidate feature subset, and the feature subset
is updated according to its neighborhood and according to the temperature-
dependent probabilities of selecting better or worse solutions [8]. The tempera-
ture is set to 500 and decrease by 1 at each generation.
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3.2 Population-based metaheuristics

Population-base incremental learning (PBIL) is an improvement of the
well-known genetic algorithm. It converges toward the optimal solution of a
problem using a probability vector as large as the number of features [9]. This
vector is used to generate the individuals of a population and is updated at each
generation. The learning rate is set to 0.1, the mutation probability to 0.2 and
the mutation shift to 0.05.

Particle swarm optimization (PSO) relies on population collaboration. In-
dividuals called particles move in the search space, each representing a features
subset. The particles will evolve by following the influence of the best perform-
ing ones and their own previous movements in the search space [10]. The inertia
weight coefficient and both the acceleration factors are set to 0.5.

Differential evolution (DE) uses the diversity present between individuals
of a population to explore the different areas of the search space using mu-
tation operations [11]. The population is composed of N Individuals denoted
PG = {XG

1 , XG
2 , ..., XG

N} at the generation G (where G ∈ [1, Gmax] and XG
i,j

denoting the j-th, j ∈ [1, D], component of the vector XG
i ). By performing

mutation, crossover and selection operations the population improves over the
generations until the stopping criterion is reached. For the initial generation,
these individuals are generated randomly.

At each generation the algorithm performs first a mutation step using a
mutation strategy which can be expressed as ‘DE/x/y’ where DE stands for
differential evolution, x refers to how a vector (individual) in the mutation op-
eration is chosen and y ∈ N specifies the number of differential vectors in the
mutation strategy. Then the algorithm performs a crossover operation.

The most common and widely used strategy for the mutation is ‘DE/rand/1’
as depicted below (V G

i is the mutant obtained by the mutation):

V G
i = XG

r1 + F × (XG
r2 −XG

r3) (1)

with i = {1, 2, . . . , N}, r1, r2, r3 are random numbers belonging to {1, 2, . . . , N}
s.t. r1 ̸= r2 ̸= r3 ̸= i and where F ∈ [0, 2] is a constant probability factor
that controls the amplification of the differential variation. There are other mu-
tation strategies like ‘DE/best/1’ which uses the best performing vector of the
generation instead of a randomly chosen one for XG

r1.
In this paper the strategy ‘DE/best/1’ is the one used for better convergence

in a limited number of generations.
The crossover is performed in order to generate a new vector UG

i which is the
cross between the original vector XG

i and the mutant V G
i . There are two types

of crossover: binomial and exponential. In this paper the binomial crossover is
used. The new vector UG

i is generated as follows:

UG
i,j =

{
V G
i,j , if rand(0, 1) ≤ CR or j = jrand

XG
i,j , otherwise

(2)

5



where jrand ∈ [1, D] is a number chosen at random to reduce the chances that
the vector UG

i is composed only of the elements of XG
i and CR ∈ [0, 1] is the

crossover probability. CR has a great influence on the diversity of the population
build by the algorithm, since depending on its value, the number of elements that
will change will be different: the higher the value, the greater the variation.

The last step is to select the best performing individuals. To know if the
vectors generated by the crossover step will be kept, their score is compared to
the score of the current vectors.

XG+1
i =

{
UG
i , f(UG

i ) ≥ f(XG
i )

XG
i , otherwise

(3)

where f() represents the fitness function of an individual. If a vector UG
i has a

better score than the vector XG
i then we keep this vector for the next generation

otherwise we reject it and we keep the previous one. The parameter F is set to
1 and CR is set to 0.5 in our experiments.

3.3 A new population-based metaheuristics

We propose in this paper a new enhanced binary differential evolution algorithm:
the binary progressive learning differential evolution (BPLDE). This one is based
on an improved mutation strategy: we propose to use directly the binary strings
of the different individuals for the mutation strategy. The only possible values
for a bit are 1 or 0 to indicate that a feature is selected for learning or not
respectively. From this observation it is possible to calculate the result of all
combinations of the initial mutation strategy ‘DE/best/1’ as follows:

V G
i,j =

{
XG

best,j , if XG
r1,j = XG

r2,j

XG
r1,j , otherwise

(4)

Performing this transformation removes the F factor from the equation. Be-
sides, this approach allows to use the bits present in a vector directly without
having to perform a conversion operation which can take time when the size and
number of the vectors are relatively important.

The choice of the mutation strategy is crucial to achieve good convergence.
‘DE/rand/1’ strategy takes a single random individual of the population as ref-
erence which allows to have a good exploration in the search space and to keep
a good diversity in the population. However, performing a learning can be time
consuming depending on the structure of the data and the learning algorithm
used, thus the number of possible iterations for the algorithm is also limited.
‘DE/best/1’ strategy takes the best individual as a reference which allows to
favour the exploitation and a faster convergence at the risk of reducing quickly
the diversity between the individuals of the population and to remain blocked
on a local optimum.
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Therefore we can conclude that determining the reference individual has an
important place in the proper running of the strategy. We propose a mutation
strategy that offers a compromise between the two by emphasizing the explo-
ration by using N

2 random individuals of the population (P ′G ⊂ PG) with a wide
range of possibilities to select the reference individual at early stage while to-
wards the end we only use the best individual for the whole population to favor
the exploitation. Based on these assumptions we propose the same equation as
equation 4 except that instead of using XG

best,j we use XG
pbest,j which stands for

one of the p ∈ N best performing individuals. If XG
i /∈ P ′G then the best solu-

tion is chosen like ‘DE/best/1’ mutation strategy. Furthermore, XG
r2′,j is now

a solution randomly chosen from the union of the current population and the
archive P ∪A. Indeed, at each generation the individuals that have been rejected
are kept for a certain amount of time in a separate population A called archive.
Having an archive provides information about the progress direction and is also
capable of improving the diversity of the population [12]. If the size of A exceeds
that of P then randomly selected solutions are removed from A to keep its size
at most N . As the algorithm progresses the value of p is gradually reduced until
it reaches 1 by using this method:

p = Max(1, N × (1− (

√
G

Gmax
× α)))

where α is a parameter that determines the speed of reduction of p. The smaller
α is, the slower p will decrease and more the exploration will be privileged over
the exploitation.

Some values of CR generate individuals that are more likely to survive and
these values should be kept for the following generations. This is the reason
why having CR that can adapt itself according to population evolution at each
generation is important. The operation is to record successful crossover proba-
bilities (SCR) and use them to guide the new generation of new crossover rate
for each individual XG

i according to a normal distribution (N ) of mean µCR and
standard deviation 0.1 which are described in [12].

CRG
i = N (µCR, 0.1) (5)

CRG
i is the crossover probability of the individual XG

i . The value of µCR is set
to 0.5 at the beginning and is updated at each generation as follow:

µCR = µCR × (1− LR) + LR× (
1

n

n∑
i=1

SCRG
i ) (6)

where LR ∈ [0.1] is the learning rate which is a constant value that will impact
the speed at which the value of µCR increase or decrease.

In our study, µCR is set to 0.05 and the α parameter to 1.5.
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Algorithm 1: Binary progressive learning differential evolution
Set µCR := 0.5; A := ∅;
for G := 1 to Gmax do

SCRG := ∅;
p := Max(1, N × (1− (

√
G

Gmax
× α)));

P ′
G := Randomly choose N

2 individuals from P ;

for i := 1 to N do
CRi := N (µCR, 0.1);

if i ∈ P ′
G then

XG
pbest := Randomly choose one of the p best individuals from P ;

else

XG
pbest := Best individual from P ;

end
do

Randomly Choose XG
r1 from P and XG

r2′ from P ∪ A;

while r1 ̸= r2 ̸= i;
for j := 1 to D do

if XG
r1,j = XG

r2′,j then

V G
i,j := XG

pbest,j ;

else

V G
i,j := XG

r1,j ;

end

end
jrand := randint(1, D);
for j := 1 to D do

if rand(0, 1) ≤ CRi or j = jrand then

UG
i,j := V G

i,j ;

else

UG
i,j := XG

i,j ;

end

end

if f(UG
i ) > f(XG

i ) then

A← XG
i ; XG

i := UG
i ; SCRG ← CRi;

end

end

µCR := µCR × (1− LR) + LR× ( 1
n

∑n
i:=1 SCRG

i );

Randomly removes solutions from A so size(A) ≤ N ;

end

4 Datasets

4.1 ALS Database

ALS is a rare neurodegenerative disease that induces a progressive degenera-
tion of the neurons that innervate the muscles of the body, the motor neurons.
Although studied since 1824 [13]. It was not until 1864 that Charcot, on the
basis of his anatomical work carried out at the Pitié Salpêtrière Hospital (Paris,
French), proposed the current name of the pathology and synthesized the work
of his European colleagues. He established the link between the damage to the
corticospinal bundle on post-mortem examination and the symptoms of the dis-
ease. ALS leads to a gradual loss of motor skills and dysfunctions in the bulbar
sphere. There are no treatments to date to cure the disease. Survival from the
onset of the first symptoms is, on average, between 3 and 5 years. Death often
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occurs as a result of respiratory failure. High clinical variability and heterogene-
ity of disease progression complicate reliable prognostication. The incidence of
ALS is approximately 2.5 per 100,000 population per year and the prevalence is
approximately 8 per 100,000 population (ARSLA 2020)3.

The ALS Therapy Development Institute (ALS TDI) estimates that approx-
imately 450,000 people worldwide have ALS (ALS TDI 2020)4. Only two treat-
ments have been approved by the U.S. Food and Drug Administration (FDA) to
slow disease progression: riluzole (Bensimon et al. 1994) and edaravone (Takei
et al. 2017). However, their effect on survival is limited, providing only a relative
slowing of progression (Dharmadasa et al. 2018; Fang et al. 2018).

In our work on the prognosis of 1 year survival of patients with ALS[3],
we primarily used the PRO-ACT database, an acronym for Pooled Resources
Open-Access ALS Clinical Trials [14]. It includes twenty-two clinical trials and
one observational study, conducted between 1990 and 2010. Funded in 2012 by
the ALS Treatment Alliance, it was made available through the ”DREAM Phil
Bower ALS prediction Prize4Life” research competition. The PRO-ACT data
has a sample to feature ratio of 765 when considering the seventeen features
from the database. The size of the overall set, while significant for the domain,
is not sufficient for complex model development.

Due to an imbalance in the number of patients in the different classes the
score used for this specific dataset is recall+specificity

2 . This metric takes this
information into account, unlike accuracy, which is biased towards the largest
class.

4.2 Benchmarks

In the study presented here we use also the following data sets :

– Scene: Scene recognition dataset from OpenML. It contains characteristics
about images and their classes. The current dataset is a binary classification
problem [15] (Instances: 2407; Features: 299)

– Gravier: Gravier et al. (2010) have considered small, invasive ductal carci-
noma without axillary lymph node involvement (T1T2N0) to predict metas-
tasis of small node-negative breast carcinoma. [16]. (Instances: 168; Features:
2 905)

– Tian: Tian et al. (2003) investigated the purified plasma cells from the bone
marrow of control patients along with patients with newly diagnosed multiple
myeloma. [17] (Instances: 173; Features: 12 625)

For these datasets we use accuracy for the scoring since the distribution
between the classes is balanced.

3 https://www.arsla.org/la-sla-en-chiffres
4 https://www.als.net/als-resources/faq/

9



5 Results

We compare now the performance of different machine learning method pre-
sented above completed by 5 state-of-the-art filter-based methods Chi-squared
(Chi2) test, Anova test, Mutual Information (MI) [18], ReliefF [19] and Max-
imum Relevance Minimum Redundancy algorithm (MRMR) [20] - applied to
the different mentioned datasets without and with feature selection. The results
obtained with these methods presented below are those with the best k ∈ [1, D]
number of features.

Table 1. The classification performance (%) between the algorithms

Dataset Algorithm LR SVM KNN RF GNB Avg score Max score Rank

ALS w/o FS 77.03 73.14 57.04 57.18 73.36 67.55 77.03 12
ReliefF 77.78 76.12 65.44 78.94 77.30 75.12 78.94 10
MRMR 78.60 78.63 63.31 79.98 78.34 75.77 79.98 7
MI 78.73 77.02 65.43 79.67 76.86 75.54 79.67 9
Chi2 77.71 76.42 64.01 70.24 76.54 72.98 77.71 11
Anova 78.17 77.24 65.43 79.98 76.46 75.46 79.98 7
TS 81.93 79.84 64.78 62.83 79.75 73.83 81.93 6
SA 82.59 79.41 66.02 63.21 79.65 74.18 82.59 5
PBIL 83.38 81.04 (+7.9) 67.90 66.60 81.30 76.04 83.38 3
PSO 83.30 80.33 67.07 66.36 80.87 75.59 83.30 4
DE 84.26 80.53 69.88 86.60 82.03 80.66 86.60 2
BPLDE 84.42 (+7.39) 80.26 71.06 (+14.02) 86.67 (+29.49) 82.20 (+8.84) 80.92 (+13.37) 86.67 (+9.64) 1

Scene w/o FS 97.22 96.14 91.65 92.15 84.55 92.34 97.22 12
ReliefF 97.47 97.55 92.52 93.69 85.75 93.40 97.55 11
MRMR 97.47 97.71 95.68 94.97 87.08 94.58 97.71 10
MI 97.80 98.13 96.51 94.68 85.67 94.56 98.13 9
Chi2 98.92 98.92 98.92 98.92 (+6.77) 86.95 96.53 98.92 7
Anova 97.47 98.30 95.89 94.64 86.12 94.48 98.30 8
TS 98.92 98.63 99.00 95.35 93.85 97.15 99.00 5
SA 98.96 98.63 98.59 95.35 94.02 97.11 98.96 6
PBIL 98.96 98.92 99.04 96.43 94.27 97.52 99.04 4
PSO 99.09 98.84 99.04 96.55 93.73 97.45 99.09 3
DE 99.09 98.88 99.13 96.51 95.39 (+10.84) 97.80 99.13 2
BPLDE 99.17 (+1.95) 99.84 (+8.19) 99.21 (+7.06) 96.43 95.26 97.98 (+5.64) 99.84 (+2.62) 1

Gravier w/o FS 72.62 73.21 67.86 68.45 70.24 70.48 73.21 12
ReliefF 80.36 82.74 73.81 82.74 79.76 79.88 82.74 7
MRMR 86.90 86.90 (+13.69) 84.52 (+16.66) 84.52 (+16.07) 83.33 (+13.09) 85.23 (+14.75) 86.90 3
MI 80.95 80.36 75.00 80.36 77.98 78.93 80.95 11
Chi2 82.14 81.55 75.60 80.36 80.95 80.12 82.14 10
Anova 82.14 83.33 77.98 82.14 80.36 81.19 83.33 6
TS 79.76 82.74 71.43 80.95 75.60 78.10 82.74 7
SA 77.98 82.74 71.43 79.76 75.60 77.50 82.74 7
PBIL 86.31 85.12 75.60 77.98 78.57 80.72 86.31 4
PSO 84.52 83.93 75.60 78.57 78.57 80.24 84.52 5
DE 88.10 83.33 76.79 77.38 80.36 81.19 88.10 2
BPLDE 89.29 (+16.67) 84.52 77.38 77.98 79.76 81.79 89.29 (+16.08) 1

Tian w/o FS 73.41 77.46 78.61 79.19 80.35 77.80 80.35 12
ReliefF 80.92 81.50 84.39 85.55 87.28 83.93 87.28 6
MRMR 91.33 84.39 83.82 86.71 (+7.52) 90.17 87.28 91.33 3
MI 82.08 84.97 82.66 85.55 86.71 84.39 86.71 7
Chi2 78.61 83.92 84.39 84.39 84.97 83.26 84.97 11
Anova 80.92 84.97 83.24 86.71 86.13 84.39 86.71 7
TS 79.77 84.97 83.24 83.24 86.13 83.47 86.13 10
SA 79.19 86.13 82.66 82.66 86.71 83.47 86.71 7
PBIL 91.33 89.02 (+11.56) 86.71 81.50 90.17 87.75 91.33 3
PSO 90.17 87.86 86.71 82.08 89.60 87.28 90.17 5
DE 94.22 (+20.81) 87.86 87.28 (+18.67) 81.50 90.75 (+10.4) 88.32 (+10.52) 94.22 (+13.87) 1
BPLDE 93.64 88.44 86.71 82.08 90.75 (+10.4) 88.32 (+10.52) 93.64 2

The bold numbers in this table 1 indicate the best score obtained for each of
the statistical learning or filtering methods used for a given data set (ALS, Scene,
Gravel, Tian) with in parenthesis the performance delta between the feature
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selection method and the performance when no feature selection is performed
(w/o FS : first lines in the table).

These results show that using metaheuristics to select part of data feature
leads to a better performance for all machine learning methods used.

6 Conclusion

We have shown in this paper that feature selection by metaheuristics improve
significantly the performance of learning methods commonly used to build pre-
dictive models when the number of data is low and the number of characteristics
is high (as in the medical field).

The extra cost related to feature selection comes mainly from the cost of
cross-validation which leads to evaluate several times the performance of the
model on parts of the initial dataset (up to k = 5 times longer than without
feature selection). Nevertheless, the quality of the obtained model is much better
in terms of performance (accuracy, recall or specificity) as our experiments show.

So, in view of this study, we recommend to systematically proceed to a feature
selection by the DE or BPLDE metaheuristic whatever the method chosen to
build a prediction model for a given dataset.

In our future works on this topic, we plan to use a statistical filter (e.g.
MRMR) to initialize the first population of the DE or BPLDE metaheuristics
in order to improve their efficiency or to study if smaller values of k for the
cross-validation (which has an impact on the learning time) allow to keep as
good results.
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