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Abstract. Symbolic or explainable learning models stand out within
the Machine Learning area because they are self-explanatory, making
the decision process easier to be interpreted by humans. However, these
models are overly responsive to the training set used. Thus, even tiny
variations in training sets can result in much worse precision. In this re-
search we propose a meta-learning approach that transforms a Random
Forest into a single Decision Tree. Experiments were performed on clas-
sification datasets from different domains. Our approach using precision
(positive reliability) performs as good as a Random Forest with no sta-
tistically significant differences. Yet, its advantage is the interpretability
provived by a single decision tree. Results indicate that it is possible
to obtain a resulting model which is easier to interpret than a Random
Forest, still with higher precision than a standard Decision Tree.

Keywords: Meta-Learning · Model Combination · Random Forest ·
Meta-Decision Tree.

1 Introduction

Machine Learning (ML) algorithms can be categorized as symbolic and non-
symbolic. The symbolic category, also known as interpretable or Explanatory
Artificial Intelligence (XAI), is characterized by representations of knowledge
that can be easily interpreted by humans on a scale of understanding that can
range from the common sense level to the expert level. The non-symbolic cate-
gory, also known as the black-box, is characterized by representations that are
not easily interpreted by humans. For this category, the algorithm develops its
own knowledge representation, which generally does not provide any clarifica-
tion, thus making it difficult to understand [8]. Symbolic learning algorithms
contribute a lot to the understanding of induced knowledge (model) needed in
many applications [12].

For non-critical applications such as movie, product and digital content rec-
ommendations, not understanding how the model achieves the result does not
offer significant risks or impacts if the result obtained is not good. However,
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there are areas, such as medicine and healthcare, where the impact of a wrong
prediction can cause great harm [10, 17]. Even though the resulting model is
used only to support the decision process, the fact of not understanding how
the result was obtained is a factor that makes its use unfeasible [23]. The spread
of Machine Learning has also led to the emergence of new regulatory laws to
control its use towards XAI. For instance, the European Union created the Gen-
eral Data Protection Regulation (GDPR) and its Article 22 defines the right of
explanation, and guarantees that anyone affected by the decision of an algorithm
has the right to know how that decision was made [6]. Interpretable models are
important for human experts and to ensure the model work as expected [4].

The machine learning literature is recently trying to produce interpretable
models from black-box models, with new algorithms emerging [20]. LIME (Local
Interpretable Model-Agnostic Explanations) is an agnostic and locally linear; it
finds a linear model in the neighborhood of the instance to be explained using
black-box model decision boundaries [24]. LORE (Local Rule-based Explana-
tions), also an agnostic and local algorithm, tries to explain the decision of a
black-box for a given instance by generating a symbolic surrogate model (a De-
cision Tree) [13]. A Decision Tree is an inherently interpretable model. Each path
from the root to a leaf of the decision tree can be easily converted into a rule.
Detailed surveys on the explainability of models can be found in [3, 14, 19].

However, symbolic models are generally less accurate than non-symbolic
ones.The ensemble model combination strategy is an alternative to improve the
precision and stability of models [2, 7, 22, 1]. Although ensembles, in general, im-
prove individual model precision, for symbolic algorithms, the resulting ensemble
model is not symbolic anymore: even considering that each individual model is
interpretable, the process of interpreting the resulting ensemble model becomes
humanly difficult or infeasible, even for domain experts.

Combining a set of models resulting from the ensemble strategy into a single
model is an alternative to minimize the difficulty of interpretation. In this study,
we present an algorithm to combine decision trees generated by the Random
Forest algorithm into a single decision tree using meta-learning.

The remaining of this work is organized as follows: In Sect. 2 we describe
our methodological approach to generate a Meta Decision Tree from a Random
Forest. Sect. 3 shows the empirical setup used to evaluate the proposed algo-
rithm; Sect. 4 shows the experiments and discusses the results; finally, Sect. 5
shows the leaf weighting metrics with better performance of this study, the main
contributions and some possible approaches for future work.

2 A Meta Decision Tree Algorithm

The proposed meta-learning approach is represented by Algorithms 1 and 2,
where:

– Each attribute in the original set of instances corresponds to a column in
the decision table.
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– Each leaf in the decision tree corresponds to a single decision table row.
– In the representation of a leaf, the decision table columns assume the values

contained in the branches of the subtrees.
– For attributes that are not in the leaf representation, the respective columns

assume the value ‘?’, representing the absence of a value or that the test on
this attribute is unnecessary.

– A direct way to represent the weight of each leaf is to use the number of
instances that reached the respective leaf. However, in this work, were used
the metrics described in Sect. 2.1 as leaf weight.

• If the tree is a single leaf, then the table contains a single row. In the de-
cision table, the attribute columns assume the value ‘?’, the class column
assumes the same class as the leaf.

• If the tree has multiple leaves, for each leaf, a row is generated in the de-
cision table based on the subtree branches from the root to the respective
leaf.

According to Algorithm 1, initially, a Random Forest is generated containing
decision trees based on the set of instances D (line 2). The number of decision
trees was set to L = 128 [21].

Then, each decision tree in the Random Forest is transformed into a deci-
sion table (lines 4–7). The Algorithm 2 is responsible for this transformation,
it identifies each leaf contained in the decision tree, considering the following
information: the subtree branches from the root to the leaf, the class and the
number of instances contained in the respective leaf (lines 4–12). For each leaf
identified in the decision tree, a new row r is created to store this information
(lines 6 - 10). Thus r represents a row in the resulting decision table R (line 11).
In this way, each leaf contained in the decision tree corresponds to a single row
in the resulting decision table.

Considering that all L decision trees contained in the Random Forest were
converted to decision tables and merged into Z, the Table2Instances method
(line 8 of the Algorithm 1) transforms Z into a new training set Dnew, which
will be used as input to the Meta Decision Tree inducer. In this step, the meta-
learning happens, where the learning acquired by the decision trees contained
in the Random Forest is used as a training set for the induction of a Meta
Decision Tree, transforming all decision trees into a single decision tree. The
Table2Instances method is responsible for formatting the rows contained in
the decision table Z to the format expected by the algorithm used to induce the
Meta Decision Tree.

2.1 Leaf-weighting Metrics

Each path in the decision tree from the root to a leaf corresponds to a rule,
which can be seen as having two components L → R, where L represents the
conditions (attribute tests) until reaching that leaf, and R is the class present in
that leaf.



4 Ferreira et al.

Algorithm 1 Meta Decision Tree Induction algorithm

Input: D (set of n classified instances {(xi, yi), i = 1, 2, . . . , n} containing m attributes
{X1, X2, . . . , Xm}), L (number of decision trees in the Random Forest, where L =
128)
Output: Meta Decision Tree Model

1: function MetaDecisionTreeInduction(D, L)
2: F = buildRandomForest(D, L)
3: Z = []
4: for i ∈ {1, 2, . . . ,L} do
5: t = Tree2Table(Fi, L, n)
6: Z = Z ∪ t
7: end for
8: Dnew = Table2Instances(Z)
9: T = buildDecisionTree(Dnew)
10: return T

Algorithm 2 Tree to Table algorithm

Input: T (decision tree), n (number of instances), L (number of decision trees in the
Random Forest)
Output: Decision Table

1: function Tree2Table(T , L)
2: R = []
3: W =

∑
i
wi

4: for each leaf l ∈ T with class C and weight w do
5: r = [] {Structure of values [X1, . . . , Xm, Y,Weight]}
6: for each attribute Xj with threshold Oj from root to leaf l in T do
7: r[Xj ] = Oj

8: end for
9: r[Y ] = C
10: r[Weight] = nw

WL
11: R = R ∪ r
12: end for
13: return R

From this point of view, it is possible to define the corresponding contingency
matrix of a leaf (or a rule), shown in Table 1 [18]. In this table, L denotes the set
of instances for which the rule condition is true (instances is covered by the rule)
and its complement L̄ denotes the set of examples for which the rule condition
is false (instances is not covered by the rule), and analogously for R and R̄. LR
denotes the set of instances L ∩ R in which L and R are both true (the rule
correctly classifies the instances), LR̄ denotes the set of instances L ∩ R̄ where
L is true and R is false (the rule misclassifies instances) and so on.

The cardinality of a set A is denoted as a = |A|. Thus, l denotes the number
of instances in the set L, that is, l = |L|, r denotes the number of instances in
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Table 1. Contingency matrix for a leaf (rule) L → R

L L̄

R lr l̄r r
R̄ lr̄ l̄r̄ r̄

l l̄ n

the set R, that is, r = |R| , lr denotes the number of instances in the LR set with
lr = |LR| and so on; n = l + l̄ = r + r̄ indicates the total number of instances.

The relative frequency |A|/n = a/n associated with the subset A is denoted
by p(A), where A is a subset of the n instances. In this way, the relative frequency
is used as a probability estimate. The notation p(A|B) follows its usual definition
in probability, given by (1), where A and B are both subsets of the n instances.

p(A|B) =
p(A ∩B)

p(B)
=

p(AB)

p(B)
=

|AB|
n
|B|
n

=
ab
n
b
n

=
ab

b
(1)

Many measures can be used to evaluate the performance of a leaf. Precision
(positive reliability) is the most common. However, with new problems to be
dealt with, new measures such as novelty, simplicity and ease of human under-
standing may be interesting [25]. Based on the contingency matrix, it is possible
to define most measures about rules. Of special interest in this work will be used
the positive reliability metrics prel (2), novelty nov (3), satisfaction sat (5) and
Laplace precision lacc (6).

Positive reliability corresponds to the ratio between the number of instances
correctly classified by the rule and the total number of instances covered by the
rule. Assumes values in the range [0, 1].

prel(L → R) = p(R|L) = lr

l
(2)

nov(L → R) = p(LR)− p(L)p(R) =
lr

n
− l · r

n2
(3)

nov4(L → R) = 4× nov(L → R) (4)

sat(L → R) =
p(R̄)− p(R̄|L)

p(R̄)
= 1− n · lr̄

l · r̄
(5)

lacc(L → R) =
lr + 1

l + k
(6)

Considering L and R, the novelty is defined by checking whether LR is in-
dependent of them. This can be obtained by comparing the observed result lr
against the expected value under the independence consideration l·r

n . The more
the observed value differs from the expected value, greater the probability that
there is a true and unexpected association between L and R. This metric takes
values in the range [−0.25, 0.25]. It can be shown that the higher a positive value
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(close to 0.25), the stronger the association between L and R, while the smaller
a negative value (close to −0.25), the stronger the association between L and R̄.
In this work, the value of the novelty metric was multiplied by four to in order
to place the metric in the range [−1,+1], which leads to (4).

Satisfaction is the relative increase in precision between the rule L → true
and the rule L → R. According to [18], this measure, whose values vary in the
range [−1,+1], is suitable for tasks aimed at discovering knowledge, being able
to promote a balance between rules with different conditions and conclusions.

As can be seen, the novelty and satisfaction metrics can take on negative
values. As the purpose of this work is to represent a decision tree containing
rules whose conclusion is the class (and not its complement, that is, all other
classes), rules with negative values for these two metrics will not be considered.

Laplace’s precision does not fit directly into the frequency/probability nota-
tion proposed by [18] but fixes the problem of rules with few errors covering many
examples of positive reliability [5]. In (6), k represents the number of classes in
the training set. This metric takes values in the range (0, 1).

2.2 Tree leaves weights normalization

In the induction process of the Meta Decision Tree, it is expected that such tree
reflects the number of examples provided in the training set, in a way analogous
to the generation of a single tree without the use of meta-learning. The approach
adopted for this in this research is described below.

Let Ti be a Random Forest Tree in which the leaves’ weights without nor-
malization are {wi1, wi2, . . .}. Let the sum of weights of a tree Ti given by
Wi =

∑
j wij . The weights for the tree Ti must be adjusted to sum 1, given

by {wi1

Wi
, wi2

Wi
, . . .}. Now, for the tree Ti to represent the total number of in-

stances n of the training set, the bootstrap sample size ni to generate each tree
is equal to the number of instances n in the training set. The weights of each tree
are given by {nwi1

Wi
, nwi2

Wi
, . . .}. Considering that there are L trees in the forest

{T1, T2, . . . , TL}, it is necessary to adjust the weight of the meta decision tree as
being {n wi1

LWi
, n wi2

LWi
, . . .} for each decision tree, such as {{n w11

LW1
, n w12

LW1
, . . .}, . . . ,

{n wL1

LWL
, n wL2

LWL
, . . .}}

2.3 Example

Fig. 1 presents a simple example of the implementation our algorithm using
data from Table 2. The number of instances in each leaf was used to represent
the weight of the respective row in the decision table for ease of reading. To
start the process, consider a Random Forest that contains only two trees. For
the creation of this Random Forest consider the set of instances represented in

the Table 2. The process 1 is responsible for transforming decision trees into

decision tables (Algorithm 2). The process 2 performs the union of decision
tables, thus forming, after the necessary formatting, a new set of instances. The

process 3 performs the induction of the Meta Decision Tree based on the new
set of instances.
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Table 2. Toy dataset containing instances about friendly and enemy robots described
by four attributes (Head, Body, Hold and Smile) and two classes (friend and enemy).

Instance Head Body Hold Smile Class

z1 round square flag no enemy
z2 triangular triangular balloon yes friend
z3 round round flag yes friend
z4 square triangular sword no enemy
z5 square square balloon yes friend
z6 triangular round sword yes enemy

Body

friend (1.00)

round

friend (0.00)

triangular square

Region
Attributes

Class Weight
Head Body Smile Hold

R1 ? ? ? balloon friend 3.00

R2 ? ? ? sword enemy 1.00

R3 ? round ? flag friend 1.00

R4 ? triangular ? flag friend 0.00

R5 ? square ? flag enemy 1.00

R3 R4

enemy (1.00)
R5

Decision Tree1

Hold

friend (3.00)

balloon

enemy (1.00)

sword flag

R1 R2

Decision Table1

Decision Tree2

Hold

friend (2.00)

balloon

enemy (1.00)

Smile

sword flag

enemy (1.00)

noyes

R2 R3

R1

friend (2.00)
R4

New set of instances

Region
Attributes

Class Weight
Head Body Smile Hold

R1 ? ? no ? enemy 1.00

R2 ? ? yes balloon friend 2.00

R3 ? ? yes sword enemy 1.00

R4 ? ? yes flag friend 2.00

Decision Table2

Attributes
Class Weight

Head Body Smile Hold

? ? ? balloon friend 1.50

? ? ? sword enemy 0.50

? round ? flag friend 0.50

? triangular ? flag friend 0.00

? square ? flag enemy 0.50

? ? no ? enemy 0.50

? ? yes balloon friend 1.00

? ? yes sword enemy 0.50

? ? yes flag friend 1.00

Body

round triangular square

Meta Decision Tree

Hold

friend (2.73)

balloon

enemy (1.09)

swordflag

Smile

enemy (0.17)

noyes

friend (0.92)

enemy (0.00)

Smile

enemy (0.17)

noyes

friend (0.92)

2

1

1

3

Fig. 1. Example of our meta induction tree algorithm on dataset described in Table 2.
In this example, two decision trees are induced (first two trees/tables) that are then
combined into a resulting Meta Decision Tree (last tree/table) in figure.
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3 Experimental Setup

To analyze the efficiency of the proposed algorithm, it was evaluated through
an experimental study as described below. The experimental study compared a
single Decision Tree, a Random Forest and the Meta Decision Tree, considering
the predictive performance criterion for evaluation.

Predictive performance was evaluated using the multiclass extension of the
Area Under the Curve (AUC) measure, which aggregates the AUC values over
each pair of classes [16].

Friedman’s test [11] was used for pairwise multiple comparisons, which as-
sume that the difference in the data is by chance as the null hypothesis, con-
sidering a confidence level of 95%. The null hypothesis assumes all algorithms
have equal performance. The Friedman did reject the null hypothesis, and the
Bonferroni-Dunn [9] post-hoc test was employed to detect any significant differ-
ence among algorithms, also using a confidence level of 95%.

In conducting experiments, all algorithms were evaluated by 10-fold cross-
validation. The models analyzed were: a single Decision Tree (DT), a Random
Forest (RF with L = 128 trees) and a Meta Decision Tree (MDT). The Meta
Decision Tree was evaluated with four weights: MDT-Precision, MDT-Laplace,
MDT-Novelty, and MDT-Satisfaction, using Eqs. (2), (6), (4), and (5), respec-
tively. The Weka machine library was used to run all experiments [15].

Twenty-nine datasets from different domains were selected for the experi-
ment. The datasets were obtained from OpenML [26]. An important considera-
tion is that all datasets used contain only categorical (nominal) attributes.

4 Results and Discussion

Table 3 shows the AUC mean and standard deviation values for each dataset and
each algorithm. Fig. 2 shows the critical difference diagram for each algorithm
considering all datasets shown in Table 3.

1 2 3 4 5 6

RF
MDT-PRECISION

MDT-SATISFACTION MDT-LAPLACE
DT
MDT-NOVELTY

CD

Fig. 2. Critical difference diagram for each algorithm, and all datasets using
Bonferroni-Dunn post-hoc test.
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Table 3. AUC Mean and standard deviation values from 10-fold cross-validation. The
highest figures on a row are in boldface. Green-shaded cells correspond to values that
do not have a significant difference (p-value> 0.05) when compared to the best value(s)
in the row by the Bonferroni-Dunn post-hoc test.

Dataset MDT-Prec. MDT-Lapl. MDT-Nov. MDT-Satisf. RF DT

audiology 92.03±2.94 81.74±4.80 77.14±0.95 92.11±2.82 97.42±1.73 93.22±2.61
blogger 77.71±18.46 76.76±20.21 59.46±20.76 74.35±18.32 90.12±9.12 69.4±20.94
boxing1 84.93±15.22 85.00±15.03 50.00±0.00 84.93±15.22 89.24±8.71 87.83±12.47
boxing2 85.69±8.93 85.66±8.99 50.00±0.00 85.69±8.93 85.06±10.61 84.29±10.47
breast-cancer 62.29±13.83 61.48±14.57 50.00±0.00 61.94±12.10 65.14±13.89 62.81±10.02
car-df 98.96±0.52 98.09±0.73 50.00±0.00 98.96±0.52 99.45±0.23 97.62±0.64
dbworld-subjects 85.83±19.61 68.19±18.64 50.00±0.00 85.83±19.61 95.14±7.15 75.00±10.39
dmft 54.31±2.69 54.95±1.86 53.12±2.18 53.84±2.27 52.74±2.75 54.57±2.10
dna 97.39±0.75 97.01±1.27 82.97±1.66 97.39±0.75 99.30±0.20 94.67±1.51
donner 60.00±41.16 58.33±39.67 50.00±0.00 58.33±39.67 20.00±34.96 50.00±0.00
fraud 71.67±24.91 73.33±23.83 73.33±21.08 71.67±24.91 78.33±22.29 69.17±24.23
king-and-rook 91.61±0.23 88.53±0.29 50.00±0.00 91.61±0.23 96.20±0.16 87.84±0.39
kr-vs-kp 99.47±0.43 99.50±0.42 93.76±1.16 99.47±0.43 99.93±0.11 99.88±0.19
lung-cancer 52.50±14.72 50.00±0.00 50.00±0.00 52.50±14.72 68.33±28.81 67.71±22.97
marketing 52.17±6.86 52.17±6.86 50.00±0.00 52.17±6.86 66.56±5.37 61.50±10.49
monks-problems 58.99±7.18 59.55±8.27 50.00±0.00 59.10±7.34 79.61±8.05 54.06±6.89
mushroom 99.90±0.09 99.84±0.19 99.69±0.35 99.90±0.09 100.00±0.00 100.00±0.00
nursery 99.86±0.05 99.79±0.06 96.57±0.44 99.86±0.05 99.97±0.01 99.54±0.14
phishing 98.26±0.31 98.22±0.30 95.18±0.39 98.22±0.29 99.59±0.06 98.43±0.49
po-patient 40.06±10.42 46.61±16.91 50.00±0.00 44.87±11.66 44.81±18.61 49.29±2.26
primary-tumor 79.43±3.06 72.98±3.47 60.91±2.00 79.24±4.02 80.17±2.51 70.38±3.47
reviewer 65.33±8.94 65.08±7.63 50.00±0.00 64.89±8.95 68.92±7.54 64.78±7.54
servo 97.63±3.20 97.53±3.32 95.38±4.73 97.63±3.20 98.91±1.91 95.38±4.73
solar-flare-1 90.03±3.85 90.21±2.59 78.12±2.80 89.83±3.42 89.54±4.46 88.93±3.27
solar-flare-2 92.13±1.42 92.18±1.50 92.08±1.48 92.11±1.54 91.98±1.47 91.96±0.73
soybean 96.83±0.79 94.71±2.78 79.22±2.17 96.84±0.80 99.70±0.26 98.42±0.60
spect 78.86±10.79 78.26±11.36 71.21±14.54 77.63±10.91 79.15±11.45 80.64±10.70
splice 98.34±0.50 98.02±0.77 58.24±13.28 98.34±0.50 99.45±0.26 96.44±0.82
vote 97.79±1.90 97.82±1.89 96.54±3.25 97.66±2.13 99.11±0.96 97.96±2.24

Mean 81.37±17.81 80.05±17.40 67.68±18.81 81.27±17.60 83.92±19.35 80.74±16.88
Average Rank 3.05 3.52 5.52 3.40 1.88 3.64

As expected, the RF algorithm outperformed significantly the DT and MDT-
Satisfaction, MDT-Laplace, DT, and MDT-Novelty. However, the results for
both RF and MDT-Precision are not statistically significant different.

The DT algorithm only significantly outperformed the MDT-Novelty algo-
rithm. For the MDT-Precision, MDT-Satisfaction and MDT-Laplace algorithms,
DT obtained a lower performance, but, not significant. When compared to the
RF algorithm, DT had a significantly lower performance. Regarding the per-
formance of our algorithm and leaf weights, the ones that obtained the best
performance were MDT-Precision and MDT-Satisfaction, showing an interest-
ing result concerning precision and satisfaction metrics.

In summary, our approach MDT-Precision performs as good as a Random
Forest with no statistically significant differences. Yet, its advantage is the in-
terpretability provived by a single Decision Tree.
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5 Conclusions

In this study, we have used meta-learning to transform trees from a Random
Forest into a unique decision tree, a more human-interpretable model. The main
contribution of our work was to show that it is possible to obtain a single tree
with a performance statistically similar to that of a Random Forest using MDT-
Precision. Continuing this work, we are analyzing how to handle datasets con-
taining numeric attributes. Some initial ideas would be to represent the average
value of the test performed on the attribute in the decision table; another pos-
sibility would be to represent the attribute limits with two lines in the decision
table, one for the lower limit and one for the upper one.
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18. Lavrač, N., Flach, P., Zupan, R.: Rule evaluation measures: A unifying view. In:
Dzeroski, S., Flach, P. (eds.) Proceedings of the Ninth International Workshop on
Inductive Logic Programming (ILP-99). vol. 1634, pp. 74–185. SV (jun 1999), lNAI

19. Linardatos, P., Papastefanopoulos, V., Kotsiantis, S.: Explainable ai: A review of
machine learning interpretability methods. Entropy 23(1) (2021)

20. Lundberg, S.M., Lee, S.I.: A unified approach to interpreting model predictions.
In: Proc. of the 31st Int. Conf. on Neural Information Processing Systems. p.
4768–4777. NIPS’17, Curran Associates Inc. (2017)

21. Oshiro, T.M., Perez, P.S., Baranauskas, J.A.: How many trees in a random forest?
In: Proceedings of the 8th International Conference on Machine Learning and
Data Mining in Pattern Recognition, MLDM 2012, Lecture Notes in Computer
Science, ISBN 978-3-642-31536-7. vol. 7376, pp. 154–168. Berlin, Germany (July
13-20 2012), http://dx.doi.org/10.1007/978-3-642-31537-4 13

22. Pham, K., Kim, D., Park, S., Choi, H.: Ensemble learning-based clas-
sification models for slope stability analysis. CATENA 196, 104886
(2021). https://doi.org/https://doi.org/10.1016/j.catena.2020.104886,
https://www.sciencedirect.com/science/article/pii/S0341816220304367

23. Ribeiro, M.T., Singh, S., Guestrin, C.: ” why should i trust you?” explaining the
predictions of any classifier. In: Proceedings of the 22nd ACM SIGKDD interna-
tional conference on knowledge discovery and data mining. pp. 1135–1144 (2016)

24. Ribeiro, M.T., Singh, S., Guestrin, C.: ” why should i trust you?” explaining the
predictions of any classifier. In: Proc. of the 22nd ACM SIGKDD Int. Conf. on
knowledge discovery and data mining. pp. 1135–1144 (2016)
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