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A B S T R A C T

We examine two-sided markets where players arrive stochastically over time. The cost of matching a client
and provider is heterogeneous, and the distribution of costs – but not their realization – is known. In this way,
a social planner is faced with two contending objectives:(a) to reduce the players’ waiting time before getting
matched; and (b) to reduce matching costs. In this paper, we aim to understand when and how these objectives
are incompatible. We identify two regimes dependent on the ‘speed of improvement’ of the cost of matching
with respect to market size. One regime results in a quick or cheap dilemma without ‘free lunch’: there exists
no clearing schedule that is simultaneously optimal along both objectives. In that regime, we identify a unique
breaking point signifying a stark reduction in matching cost contrasted by an increase in waiting time. The
other regime features a window of opportunity in which free lunch can be achieved. Which scheduling policy is
optimal depends on the heterogeneity of match costs. Under limited heterogeneity, e.g., when there is a finite
number of possible match costs, greedy scheduling is approximately optimal, in line with the related literature.
However, with more heterogeneity greedy scheduling is never optimal. Finally, we analyze a particular model
where match costs are exponentially distributed and show that it is at the boundary of the no-free-lunch regime
We then characterize the optimal clearing schedule for varying social planner desiderata.
. Introduction

Many market interactions require the dynamic matching of het-
rogeneous agents that arrive stochastically to a two-sided market.
xamples include the dynamic matching of clients and providers in
arkets for jobs and services, of buyers and sellers in financial markets,

f taxis and passengers on road networks, of donors and recipients in
rgan exchanges, etc.

It is known that many of these markets vary substantially in terms
f achieving desired outcomes (Roth and Xing, 1994, 1997). The focus
f our investigation is on a crucial aspect of market design in this
ontext, namely the scheduling of clearing events. The goal is to find the
est schedule of market clearing so that sufficient clients and providers
re in the market to allow for desirable matches over time while not
aiting excessively. Designing an optimal clearing policy thus requires
alancing the following two objectives:

1. To reduce the coexistence of agents on the two sides of the
market.

2. To allow parties to match in such a way so as to minimize cost
(or maximize productivity).

∗ Corresponding author.
E-mail addresses: panayotis.mertikopoulos@imag.fr (P. Mertikopoulos), heinrich.nax@uzh.ch (H.H. Nax), bary.pradelski@cnrs.fr (B.S.R. Pradelski).

In pursuit of these two goals, clearing schedules need to be formulated
to address the following key question: How long should the social planner
wait between two clearing events?

As many market places commit to a clearing schedule and do not
interfere in who trades with whom, we shall focus on the latter question
and assume that who trades with whom is governed by a pre-defined
mechanism. Thus, the social planner is left to only decide when to open
the market place for matching events to take place, dependent on the
number of players on each side of the market.

To illustrate the above, consider the example of a governmental
employment bureau faced with a dynamically evolving job market
where job offers and job seekers arrive to the system stochastically over
time. Suppose that the bureau has to decide how often to send the list
of candidates to firms and vice versa. The bureau thus has a single
variable (when to send the lists) that it employs to balance between
the coexistence of vacancies and job seekers, and to enable matches
between vacancies with the skills of individual job seekers so as to
maximize productivity. Waiting times incur costs via unemployment
benefits, as well as costs due to productivity losses incurred by badly
staffed vacancies.
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The goal of our paper is to characterize the optimal scheduling of
clearing events as a function of the distribution of random arrivals
and their associated costs. To do this in as general a setting as pos-
sible, we take an application-agnostic approach and abstract away
any application-specific details (such as the particular structure of the
application and recruitment processes). Further, we do not consider
strategic incentives for market participants to misreport their type
(in the non-transferable utility context) or to bid strategically (in the
transferable utility context). This allows us to focus on the trade-offs
that arise between two different and concurrent objectives, waiting
time versus matching cost. Perhaps surprisingly, this ‘quick or cheap’
dilemma is often impossible to resolve. Even if there is no dilemma,
greedy scheduling policies are generally not optimal in this context
when match costs are fully heterogeneous. However, for limited het-
erogeneity we find that greedy scheduling is approximately optimal,
thus providing a solid footing for several prior results in the literature.

Related work

Dating back to the 1950s, the first related strand of work focuses
on behavioral aspects underlying the dynamics of unemployment and
job vacancies in labor markets (Dow and Dicks-Mireaux, 1958). These
analyses identify avenues to reduce waiting – i.e., the coexistence of
unemployment and vacancies – by better understanding the behavior
of job seekers and job providers. Lines of reasoning proposed to explain
the coexistence of unemployment and vacancies include the classical
search models of McCall (1970), Mortensen (1970), and Lucas and
Prescott (1974), as well as more recent models with workforce inertia
due to Shimer (2007).1 We complement this literature with a view
that some degree of waiting is actually beneficial from a social welfare
perspective as it enables market thickening — which in turn enables
mismatch reduction. To illustrate this, consider the example of Shimer
(2007), where some laid-off steel workers are not immediately given
vacant positions as nurses. This may indeed be deemed optimal by a
social planner when – by delaying their match – these nurse vacancies
eventually are taken up by better nurses and the jobless steel workers
find other jobs in the steel industry that might become available in the
future.2

The second strand of related work comes from the matching litera-
ture and extends the canonical static matching framework to a dynamic
setting.3 As in the example of steel workers and nurses above, mismatch
in dynamic environments may occur due to temporal inconsisten-
cies, whereby, a posteriori, better matches were precluded by inferior
matches that were formed earlier on. Therefore, some delay may be
optimal from a social planner perspective to reduce mismatch. From
a practical viewpoint, the challenge is to identify optimal mechanisms
that thicken and clear the market in a way that balances these two
objectives.

In this regard, Akbarpour et al. (2020), Ashlagi et al. (2023),
Baccara et al. (2020), Loertscher et al. (2022), and Blanchet et al.
(2022) break new ground in identifying optimal clearing schedules.4

1 Note that Shimer (2007) terms his explanandum ‘‘mismatch’’ (as opposed
o ‘‘waiting’’), a term the matching literature uses to describe suboptimal
atchings, which may be confusing.
2 Waiting is explained behaviorally through inertia in Shimer (2007), that is,

by the argument that steel workers stay close to their factories hoping that they
reopen; Lucas and Prescott (1974) propose a different interpretation whereby
waiting is due to the fact that steel workers must actively spend some time
searching for these nursing jobs elsewhere.

3 The canonical static frameworks underlying our analyses were pioneered
by Koenig (1931), Egervary (1931), and Edmonds (1965); see also Gale and
Shapley (1962) for matching with ordinal preferences.

4 These are often inspired by some earlier papers on dynamic matching
in organ exchange that focus on minimizing waiting time, absent of agents
leaving (Zenios, 2002; Ünver, 2010). See also Bloch and Houy (2012), Kurino
(2014), and Leshno (2022) who study related queuing models where one side
of the market is already present (such as in the housing market).
2

s

More precisely, Akbarpour et al. (2020), in the spirit of an organ ex-
change application such as the ‘kidney exchange’, identify the optimal
mechanism to maximize the number of matches, that is, to minimize
the number of agents perishing resulting from failing to get recipients
matched with donors in time. In the model of Akbarpour et al. (2020),
agents from both sides of the market arrive and leave stochastically
and all carry identical match values, i.e., they are of the same type
(in the spirit of each life being worth the same). However, any two
agents are compatible, that is, can match, with some probability 𝑝.5 The
optimal mechanism identified minimizes the number of unmatched pa-
tients based on information concerning arrivals and departures, which
may involve delaying compatible matches.6 Without such information,
reedy scheduling is always optimal in this setting. In fact, Ashlagi
t al. (2023) show that greedy policies are generally optimal when
ach agent is either hard or easy to match, even if information about
eparture times is available when the kidney exchange market be-
omes large. Blanchet et al. (2022) study a related model where the
tility from matching agents are general random variables. Focusing
n departures they analyze optimal threshold policies. Kerimov et al.
2023) show in a general model, that if heterogeneity is limited to a
ounded number of different types, greedy policies are approximately
ptimal. Recently, Bäumler et al. (2023) show a similar result for sparse
ompatibility graphs.

Baccara et al. (2020) and Loertscher et al. (2022) introduce to the
atter models the notion of waiting times instead of perishing rates as
n Akbarpour et al. (2020).7 In Baccara et al. (2020), agents arrive
n donor-recipient pairs and recipients are allowed to decline matches
o remain in the market. This is motivated by the applications under
crutiny which include, among others, child adoption. As a result,
ne of the study’s key focuses is on strategic incentives and their
ole in determining market outcomes. Their optimal clearing policy is
iscriminatory, in that it involves matching same-type pairs greedily,
nd delaying up to some threshold when there are only cross-type pairs
n the market.

In theoretical computer science, the study of related questions dates
ack at least to the pioneering paper of Karp et al. (1990).8 To the
est of our knowledge, Emek et al. (2016) were the first in this strand
f research to consider the scenario where all agents arrive on the
arket over time (instead of just one market side). They present a
on-bipartite model where requests arrive stochastically from one of
different locations to study the performance of different algorithms

n terms of worst-case matching and waiting cost.9 In the setting
f Emek et al. (2016), the specific match costs result from the distance
etween agents’ locations so that, for a patient social planner, it is
ptimal to wait and only match agents who are at the same location. In
nother effort, the study of batching considers the optimal group size
n scheduling tasks, where in general one side of the market arrives

5 This can be modeled by means of a dynamically changing compatibility
raph where edges represent feasible matches.

6 Gurvich and Ward (2015) study a related queuing model where items
rrive to different queues and a match needs to be made between a certain
ype of items.

7 Su and Zenios (2004, 2005, 2006) study related one-sided queuing models
ith heterogeneous match values that are inspired by applications like the
idney exchange.

8 Karp et al. (1990) and subsequent work – similar to its economic coun-
erparts – focus on models with two market sides, where by contrast one side
s typically present to begin with and incoming agents from the other side can
nly match with some of the present agents according to a compatibility graph
see Mehta (2013) for an overview and Aggarwal et al. (2011) for extensions
o vertex-weighted matching).

9 Azar et al. (2017) obtain additional results in terms of upper and lower
ounds for the original model. Emek et al. (2019) obtain sharper results for
two-location model. There are also other extensions such as allowing for a

tochastic graph (Anderson et al., 2015; Ashlagi et al., 2019).
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while the other side is static (cf. Potts and Kovalyov (2000) and Pinedo
(2012) for reviews). In contrast, we are concerned with the random
arrival of demand and supply and matching event that only match one
couple at a time.

Finally, motivated by ride-sharing applications, Ashlagi et al. (2017)
extend the model of Emek et al. (2016) to a setting where two types of
agents (clients and providers) independently arrive at 𝑛 different loca-
tions. The cost of a matching is the sum of the distances plus the sum
of the incurred waiting times. It is assumed that there is no information
about the arriving agents and the distribution of arrivals across the
𝑛 points. Using specific metrics (e.g., 𝑛 equally spaced points on the
unit interval) (Ashlagi et al., 2017) provide upper and lower bounds
for the competitive ratio, that is, the ratio between their proposed
randomized algorithms and the optimal solution. The bounds depend
on the number of points 𝑛. By contrast, we study matching costs drawn
from continuous distributions and the expected – as opposed to worst-
case – performance, when the social planner knows the distribution.
On the one hand, this allows us to identify optimal clearing schedules
under different distributional assumptions and, on the other hand,
requires us to introduce new tools that we believe can be useful in the
future study of dynamic (matching) markets.

Contributions of the paper

Our paper examines dynamic markets with an infinite type space (in
contrast to prior work that focuses on finite type spaces), a framework
that we call the dynamic clearing game. In our setting, clients and
providers arrive to the market stochastically and independently; the so-
cial planner has no information regarding the cost of matching couples
currently in the market (but only the distribution from which they are
drawn) and has no information about the future arrivals of individuals
other their arrival rate. We posit that the cost of a matching event,
that is, matching one (cheapest) couple is decreasing with market
size. Then, the social planner must choose a clearing schedule that
determines how long to wait between matching events. As such, the
social planner is called to weigh, on the one hand, expected mismatches
incurred from matching clients and providers suboptimally, and, on the
other hand, the agents’ waiting time.

We first establish a class of optimal clearing schedules for two
extreme types of single-objective social planners – that is, for social
planners who only care about minimizing waiting time (in which case
greedy is best) or mismatch costs (resulting in unbounded delays),
but not both at the same time. For the more general case of a social
planner pursuing both objectives, we identify two regimes that are
characterized as a function of the ‘speed of improvement’ of the cost
of matching with respect to market size. One regime results in a ‘quick
or cheap’ dilemma where there is no ‘free lunch,’ that is, where no
clearing schedule exists that is simultaneously approximately optimal
along matching cost minimization and along waiting time minimization
at the same time. Under this regime, we identify a unique breaking
point where match costs starkly reduce while waiting times increase.
The other regime permits a free lunch: a window of opportunity opens
for clearing schedules where the objectives are simultaneously optimal.

We characterize how the optimality of clearing depends on the
heterogeneity of matching costs. When heterogeneity is limited – i.e.,
if match costs come from a finite set –we show that greedy scheduling
is approximately optimal. This is a result that is very much in line with
results from related work discussed above (e.g., Ashlagi et al. (2023)
and Kerimov et al. (2023)). By contrast, in the presence of infinitely
many types, greedy clearing is generally not optimal. Jointly, these
findings complement prior work showing that the quick-versus-cheap
trade-off may indeed be more intricate. These results may then have
consequences for applications that have been studied before (e.g., kid-
ney exchange), where prior studies worked with binary types or limited
heterogeneity and therefore identified greedy scheduling as optimal, in
3

particular if other, richer match value metrics are used (e.g. potential
years of life lost or disability-adjusted life years) that would result in
wider spectrums of match costs.

To make the case of infinitely many types concrete, we study
a micro-level model where match costs are distributed according to
independent exponential random variables. Whilst the aforementioned
general results hold for other distributions too, this model has the
advantage of being tractable in closed form. Building on our no-free-
lunch result, we fill the spectrum between matching cost and waiting
time minimization and show how the speed at which the market is
cleared determines the trade-off. We do so by introducing a class of
clearing schedules covering a wide range of social planning desiderata
between waiting time and matching cost, and achieving a continuous
trade-off between the two. To explore the finer aspects of this trade-off,
we introduce a utility model for the social planner whereby the associ-
ated utility of matching cost is of the same order as the agents’ utility
of waiting time. Under this model, we show that there exists a non-
trivial clearing schedule achieving this balance, and we show that this
schedule is effectively unique (up to asymptotic order considerations).

The key technical innovations of our paper concern the concur-
rent consideration of a continuum of types, independent arrivals, and
incomplete information. In turn, these contributions rely on a range
of tools from probability theory and disordered systems to obtain
closed-form solutions. These underlying results are concerned with the
expected matching cost for given instances of random, static assignment
games. In particular, in static assignment games with the same number
of clients and providers and exp(1) distributed edge weights, Aldous
(2001) proved the long-standing conjecture that the expected minimum
weight matching converges to 𝜋2∕6 as the number of players grows
large. This result was later extended by Waestlund (2005) to assignment
games with match costs drawn from non-identical exponential distribu-
tions.10 By leveraging the techniques of Aldous (2001) and Waestlund
(2005), we are able to compute the expected matching cost for every
‘snapshot in time’ of the dynamic clearing game. This provides strong
foundations for our proofs which are then focused on estimating the
fluctuations that result from the random arrival of clients and providers
and their randomly drawn match costs. For the former it is critical
for our results that we assume that clients and providers arrive with
equal rates. To achieve this, we use several approximation techniques
(in particular, the approximation of the arrival process by a continuous-
time Wiener process), which allow us to port over several results from
martingale limit theory (such as the law of the iterated logarithm).

Paper outline. The rest of the paper is structured as follows. In Sec-
tion 2, we introduce the dynamic clearing game. Section 3 introduces the
social planners’ objectives, namely to avoid waiting time and mismatch,
and provides preliminary results. Section 4 provides our first main
result, namely that there are two regimes, one where free lunch is not
achievable and one where it is achievable. Section 5 shows that for
limited heterogeneity the greedy clearing schedule is approximately
optimal. Section 6 is concerned with the analysis of the micro-level
model where costs of matches are distributed according to exponential
random variables. We analyze a natural selection of clearing schedules,
which cover the whole range of possible trade-offs and show how to
balance the two objectives. Finally, Section 7 concludes.

10 To the best of our knowledge, the work of Walkup (1979) is the first to
pose the question, while Mezard and Parisi (1987) conjectured the specific
limit value. We also leverage the analyses of Buck et al. (2002) and Linusson
and Waestlund (2004) who obtain results for the expected values of finite
instances of the latter models, showing – as a byproduct – that the value is
increasing with the number of agents. For a survey of this literature, we refer

the reader to Krokhmal and Pardalos (2009).
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2. The model

In this section, we introduce the model, which we shall refer to as
the dynamic clearing game.

A dynamic two-sided market evolves in continuous time 𝜏 ∈ [0,∞).
At each tick of a Poisson clock with rate 1 an agent enters the market;
this agent could be either a client or a provider, with equal probability.
To keep track of the number of agents in both sides of the market,
let (𝜏) and (𝜏) denote the set of clients and providers that have
entered the market by time 𝜏 (and possibly already left again), and let
𝑁 (𝜏) = |(𝜏)| and 𝑁 (𝜏) = |(𝜏)| be the respective numbers thereof.
Then, the number of agents that have entered the short side of the market
will be written 𝑁(𝜏) = min{𝑁 (𝜏), 𝑁 (𝜏)}.11 Let 𝑆𝜏 be the difference of
clients and providers who have arrived to the market until time 𝜏, that
is, 𝑆𝜏 = 𝑁 (𝜏) −𝑁 (𝜏).

We consider a one-to-one matching market where each client is to
be matched to at most one provider and vice versa; then, once a couple
is matched, both agents leave the market. We focus on matching events
(MEs) that match a single couple. We will write 𝐴 ≡ 𝐴(𝜏) for the
number of clients/providers that have been assigned a partner up to
time 𝜏, and 𝑅(𝜏) = 𝑁 (𝜏) +𝑁 (𝜏) − 2𝐴(𝜏) for the number of unmatched
agents at time 𝜏. Further, write 𝑀 (𝜏) = 𝑁 (𝜏) − 𝐴(𝜏) for the number
of clients in the market at time 𝜏 and 𝑀 (𝜏) = 𝑁 (𝜏) − 𝐴(𝜏) for the
number of providers respectively.

Remark 1. Rather than modeling match costs directly by defining the
distribution of each potential match cost, we take a macroscopic view-
point and posit that the expected cost of matching a couple depends
on the number of clients and providers currently in the market. This
cost may – as we shall see in Sections 5 and 6 – be the expected cost
of matching the cheapest couple. In practice, this cost can be learned
from past data on clearing events.

Write the expected minimum cost as

𝑔(𝑀 ,𝑀 ) (1)

where 𝑔∶ R+ × R+ → R+ is a non-increasing function (in either
argument). For analytical convenience we define the function 𝑔 on the
real numbers – and shall use standard variables 𝑥, 𝑦 when doing so,
e.g., 𝑔(𝑥, 𝑦) or 𝑔(𝑥, 𝑥) –, but note that it is only the values on N × N
which result in actually realized costs. Intuitively, 𝑔 determines how the
expected minimum cost of matching decreases as more players coexist
in the market. For example, if 𝑔(𝑀 ,𝑀 ) =

1
𝑀 ⋅𝑀

, yields the model
studied in Section 6, where we assume exponentially distributed match
costs.

Throughout the sequel, we assume the existence of a social planner
who knows the expected cost of matching a couple dependent on
how many players are in the game, 𝑔(𝑀 ,𝑀 ). They further observe
the arrivals of agents to the market. The social planner has no other
information. Due to this lack of information, the social planner has
no basis to judge whether a particular agent arriving in the market is
‘good’ or ‘bad’, and is thus left with the challenge of choosing a clearing
schedule with which to operate the market.

With all this in hand, a clearing schedule (CS) will be a rule that
determines at which points in time 𝜏 ∈ (0,∞) to trigger a matching
event, possibly depending on 𝑀 ,𝑀 (and 𝐴(𝜏)).

We shall limit our analysis to feasible clearing schedules, that is,
clearing schedules where the proportion of matched players approaches
one in the longrun (more precisely, where lim𝜏→∞

2𝐴(𝜏)
𝑁 (𝜏)+𝑁 (𝜏)

= 1).

11 In a slight (but convenient) abuse of notation, we will sometimes write
 (𝑡), 𝑁 (𝑡), and 𝑁(𝑡) to denote respectively the number of clients, providers,

nd agents at the short side of the market when the 𝑡th agent enters the market
specifically, letting 𝜏(𝑡) denote the time at which the 𝑡th agent enters the
arket, we will write 𝑁 (𝑡) ≡ 𝑁 (𝜏(𝑡)), etc.
4

  s
Finally, we introduce the following, standard notation. For two
functions, 𝑓 and 𝑔, we will use the following asymptotic notations:
𝑓 (𝑥) = (𝑔(𝑥)) if 𝑓 (𝑥) < 𝑐 ⋅𝑔(𝑥) for some 𝑐 > 0 constant and 𝑥 sufficiently
large. 𝑓 (𝑥) = 𝛺(𝑔(𝑥)) is the inverse 𝑂 notation (𝑓 (𝑥) > 𝑐 ⋅ 𝑔(𝑥) for 𝑥
sufficiently large). 𝑓 (𝑥) = 𝛩(𝑔(𝑥)) if there exist two constants 𝑘,𝐾 ≥ 0
and a positive integer 𝑥0 such that 𝑘𝑔(𝑥) ≤ 𝑓 (𝑥) ≤ 𝐾𝑔(𝑥) for all 𝑥 ≥ 𝑥0.
For 𝑔(𝑥) non-zero 𝑓 (𝑥) = 𝑜(𝑔(𝑥)) if lim𝑥→∞

𝑓 (𝑥)
𝑔(𝑥) = 0 and 𝑓 (𝑥) = 𝜔(𝑔(𝑥)) if

im𝑥→∞
𝑓 (𝑥)
𝑔(𝑥) = ∞.

. Objectives and preliminary results

The social planner aims to match clients and providers according to
wo (competing) considerations: (a) to reduce the coexistence of clients

and providers (i.e., waiting time); and (b) to match clients and providers
in a way that minimizes matching cost (i.e., mismatch). Beginning with
the latter, define the expected matching cost for the first 𝐴 couples as

cost𝙲𝚂(𝐴) ≡ E

[ 𝐴
∑

𝑘=1
𝑔𝙲𝚂𝑘 (𝑀 ,𝑀 )

]

(2)

here 𝑔𝙲𝚂𝑘 (𝑀 ,𝑀 ) is the minimum match cost of the 𝑘th matched
ouple under the clearing schedule 𝙲𝚂 and the expectation is taken with
espect to the random arrival of clients and providers (recall that an
rriving agent is either a client or a provider with equal probability).
imilarly, define the expected waiting time of a clearing schedule until
ime 𝑇 as

ait𝙲𝚂(𝑇 ) ≡ E
[

∫

𝑇

0
𝑅(𝜏) 𝑑𝜏

]

(3)

here the expectation is taken with respect to the random arrival of
gents in the market.

Our analysis begins with the case of a single-minded social planner.
pecifically, we investigate which clearing schedule a social planner
ould employ if either only caring about the expected waiting time, or
nly caring about the expected matching cost.

First, a social planner who is optimizing the agents’ expected wait-
ng time will choose a clearing schedule which leaves no unmatched
ouples at any point in time. To do so, we will consider a ‘greedy’
learing schedule, denoted 𝙲𝚂𝚐𝚛𝚎𝚎𝚍𝚢, which performs a minimum weight
atching whenever there is exactly one unmatched client/provider pair

n the market. Second, a social planner who is optimizing the agents’
xpected matching cost will choose a clearing schedule which performs
single batch matching at time 𝜏∗ through consecutive matching events
t that time. Then considering 𝜏∗ → ∞ yields the hypothetical ‘patient’
learing schedule, denoted 𝙲𝚂𝚙𝚊𝚝𝚒𝚎𝚗𝚝 that will serve as a benchmark.
his clearing schedule should be preferred by any social planner who

s only concerned with the expected matching cost.
We shall say that a clearing schedule is optimal with respect to

atching cost minimization if it minimizes matching cost among all
easible clearing schedules. Similarly, a clearing schedule is optimal with
espect to waiting time minimization if it minimizes matching cost among
ll feasible clearing schedules.

roposition 1. The optimal clearing schedules for a single-objective social
lanner are:

1. The patient clearing schedule 𝙲𝚂𝚙𝚊𝚝𝚒𝚎𝚗𝚝 is optimal with respect to
matching cost minimization; in particular, for all 𝐴 ≥ 1, write
cost𝚙𝚊𝚝𝚒𝚎𝚗𝚝(𝐴).

2. The greedy clearing schedule 𝙲𝚂𝚐𝚛𝚎𝚎𝚍𝚢 is optimal with respect to
waiting time minimization; in particular, for all 𝜏 ≥ 0, we have
wait𝚐𝚛𝚎𝚎𝚍𝚢(𝜏) = 𝛩(𝜏3∕2).

In view of Proposition 1, the expected matching cost of 𝙲𝚂𝚙𝚊𝚝𝚒𝚎𝚗𝚝

nd the expected waiting time of 𝙲𝚂𝚐𝚛𝚎𝚎𝚍𝚢 will serve as the benchmark
or comparing the matching cost and waiting time of any other clearing

chedule.
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Proof of Proposition 1. We prove our claims for each of the two
learing schedules separately.

art 1: Matching cost minimization. The optimality of the patient clearing
chedule with respect to matching cost minimization follows by observ-
ng that the matching resulting from any other clearing schedule can
lso be implemented under the patient clearing schedule. Therefore, the
hoice set of matchings of the patient clearing schedule is a superset of
ll choice sets of other clearing schedules. In particular this implies that
he minimum cost matching attained by the patient clearing schedule
s a lower bound for all possible matchings attained by other clearing
chedules.

art 2: Waiting time minimization. For our second assertion, note that,
t any point in time, there are either no clients or no providers in the
arket. For all 𝑇 > 0, we get:

wait𝚐𝚛𝚎𝚎𝚍𝚢(𝑇 ) = E
[

∫

𝑇

0
|

|

𝑆𝜏
|

|

𝑑𝜏
]

= ∫

𝑇

0
E
[

|

|

𝑆𝜏
|

|

]

𝑑𝜏 (4)

here the latter equality holds by Tonelli (1909)’s theorem (since |

|

𝑆𝜏
|

|

s non-negative).
Applying Tonelli (1909)’s theorem a second time, we can consider

he case where the expectation with respect to the arrival times is taken
irst. To do so, consider an alternative (expected) process where at the
ixed points in time 𝜏 = 1, 2,… an agent arrives to the market and let
̄𝜏 be the difference of clients and providers who have arrived to the
arket at time 𝜏. Note that this process is the expectation of the process
𝜏 , where the expectation is taken with respect to the agents’ random
rrival times. We then have:
[

∫

𝑇

0
|

|

𝑆𝜏
|

|

𝑑𝜏
]

= ∫

𝑇

0
E
[

|

|

𝑆𝜏
|

|

]

𝑑𝜏 = ∫

𝑇

0
E
[

|

|

�̄�𝜏
|

|

]

𝑑𝜏 (5)

t is known that for 𝜏 → ∞ the appropriately rescaled random walk �̄�𝜏
onverges in distribution to the Wiener process 𝑊𝜏 (Kac, 1947). Thus,
or large 𝑇 , Eq. (5) gives
[

∫

𝑇

0
|𝑆𝜏 |𝑑𝜏

]

= 𝛩(∫

𝑇

0
E
[

|

|

𝑊𝜏
|

|

]

𝑑𝜏) = 𝛩(∫

𝑇

0

√

Var(𝑊𝜏 ) 𝑑𝜏)

= 𝛩(∫

𝑇

0

√

𝜏 𝑑𝜏) = 𝛩( 2
3
𝑇 3∕2).

The optimality of the greedy clearing schedule with respect to waiting
time minimization follows by observing that the greedy clearing sched-
ule minimizes the number of agents in the market at any given time.
This is the case as there are never clients and providers in the market
at the same time and the arrival process is independent of the clearing
schedule. □

This concludes the analysis of a single-minded social planner who
either only cares about the expected waiting time, or only the expected
matching cost.

To go beyond the narrow view of a single-minded social planner,
we define the expected matching cost ratio and the expected waiting
time ratio:

1. The expected matching cost ratio of a clearing schedule 𝙲𝚂 is

𝛼 ≡ 𝛼(𝐴) =
cost𝙲𝚂(𝐴)

cost𝚙𝚊𝚝𝚒𝚎𝚗𝚝(𝐴)
. (6)

2. The expected waiting time ratio of a clearing schedule 𝙲𝚂 is

𝛽 ≡ 𝛽(𝜏) =
wait𝙲𝚂(𝜏)

wait𝚐𝚛𝚎𝚎𝚍𝚢(𝜏)
. (7)

We restrict our attention to clearing schedules that can be characterized
by a function 𝑓 ∶R+ → R+ such that the 𝑘th (𝑘 ∈ N) couple is matched
when ⌈𝑓 (𝑘)⌉ agents are on the short side of the market (for example,
the greedy clearing schedule is described by 𝑓 ≡ 1). In particular, note
that this rules out non-deterministic clearing schedules and clearing
5

schedules that depend on the exact (and not only expected) size of the
Table 1
Overview of the various clearing schedules considered in the sequel. Note that all
schedules other than 𝙲𝚂𝙵𝙲𝙵𝚂 match the couple with the minimum match cost at each
matching event.

Schedule Description

𝙲𝚂𝙵𝙲𝙵𝚂 Match players as soon as possible a la first-come, first-served (FCFS)

𝙲𝚂𝚐𝚛𝚎𝚎𝚍𝚢 Match players as soon as possible (as best as possible, not FCFS)
𝙲𝚂𝛾 Match the 𝑘th couple when 𝛩(𝑘𝛾 ) players are on the short side of

the market (0 ≤ 𝛾 ≤ 1); 𝛾 determines the ‘rate’ of matching
𝙲𝚂𝚙𝚊𝚝𝚒𝚎𝚗𝚝 Match players optimally after everyone has arrived

𝙲𝚂𝚋𝚊𝚕𝚊𝚗𝚌𝚎𝚍 Match the 𝑘th couple when 𝛩(𝑘1∕2(log 𝑘)1∕3) players are on the short
side of the market

long side of the market. Denote a clearing schedule that is defined via
a function 𝑓 by 𝙲𝚂𝑓 . Given that we want to compare the asymptotic
behavior of different clearing schedules, we further restrict our analysis
on a natural class of functions introduced by Hardy (1910) which
make such comparisons possible. Specifically, each function in this
class is defined, for all 𝑥 ≥ 0, by a finite combination of the basic
arithmetic operations (addition, multiplication, raising to a power, and
their inverses), operating on the variable 𝑥 and on real constants. Hardy
1910, Theorem, page 18) shows that for any two such functions, 𝑓 and
𝑔, either 𝑓 = 𝜔(𝑔), 𝑓 = 𝛩(𝑔), or 𝑓 = 𝑜(𝑔).

Interpolating between the two ‘extreme’ clearing schedules – the
atient clearing schedule 𝙲𝚂𝚙𝚊𝚝𝚒𝚎𝚗𝚝 (which minimizes mismatches) and
he expected waiting time of the greedy clearing schedule 𝙲𝚂𝚐𝚛𝚎𝚎𝚍𝚢
which minimizes waiting times) –, we will also consider a class of
learing schedules where the social planner waits for some length of
ime to accrue some intermediate number of agents on both sides of
he market. Concretely, we shall study clearing schedules that match
he 𝑘th couple when 𝑁 − 𝑘 = 𝑓 (𝑘), i.e., when 𝑓 (𝑘) players are on the
hort side of the market.12

For concreteness, we restrict ourselves to clearing schedules of the
orm

(𝑘) = 𝛩(𝑘𝛾 ) for some 𝛾 ∈ [0, 1]. (8)

or 𝛾 = 0, the induced clearing schedules match players once a constant
hreshold is reached; in particular, the greedy schedule is recovered
hen 𝑓 ≡ 1 (corresponding to 𝛾 = 0). More generally, we shall denote

learing schedules of the above form by 𝙲𝚂𝛾 and write 𝙲𝚂1∕2 for the
learing schedule with 𝛾 = 1∕2. Similarly we shall use the notation
𝛾 for the expected matching cost ratio of 𝙲𝚂𝛾 and 𝛽𝛾 for the expected
aiting time ratio of 𝙲𝚂𝛾 . Table 1 summarizes all clearing schedules
nalyzed in this vein (including a ‘balanced’ schedule, 𝙲𝚂𝚋𝚊𝚕𝚊𝚗𝚌𝚎𝚍, that
e discuss in Section 6.2) and another natural schedule based on

he principle of first-come, first-served (FCFS), i.e., when agents are
atched as soon as possible on a first-come, first-served basis; denote

his schedule by 𝙲𝚂𝙵𝙲𝙵𝚂.13

Finally, we say that a clearing schedule 𝙲𝚂 has finite expected match-
ng cost ratio if lim sup𝐴(𝜏)>0 𝛼(𝐴(𝜏)) < ∞ and has critical rate matching
ost ratio if lim sup𝐴(𝜏)>0 𝛼(𝐴(𝜏)) = 𝛩(log(𝐴)); we say that a clearing
chedule has finite expected waiting time ratio if lim sup𝜏>0 𝛽(𝜏) < ∞.
e say that a clearing schedule achieves free lunch if it has both finite

xpected matching cost ratio and finite expected waiting time ratio.

12 Recall that 𝑁 = min{𝑁 , 𝑁}.
13 Note that 𝙲𝚂𝙵𝙲𝙵𝚂 differs from 𝙲𝚂𝚐𝚛𝚎𝚎𝚍𝚢 in terms of who is matched with

whom (first-come, first-served vs. minimum cost matching) but not regarding
when a matching event occurs. As such, given that 𝙲𝚂𝙵𝙲𝙵𝚂 does not take into
account matching costs, it is not reasonable to expect that it will perform
well on any dimension other than the agents’ expected waiting times. On the
other hand, it exhibits ‘fairness’ relative to the agents’ arrival times, a feature
which is crucial in many applications. Indeed, this may be a desirable feature
in applications such as processor time requests in distributed computing. We
shall leave extensions of our analyses to include fairness considerations for

future work.



Journal of Mathematical Economics 112 (2024) 102987P. Mertikopoulos et al.

i
i
c
t
m

T

T

h

E

w
|

a
T
e
w

g
s
T
f

f

i

g

4. Two regimes: Free lunch versus no free lunch

The first question that arises is whether there exists a clearing sched-
ule that is optimal along both dimensions (at least, asymptotically), that
s, whether there exists a free lunch or not. The answer to this question
s nuanced: it depends on the ‘speed of the improvement’ of the match
ost with respect to the size of the market. The asymptotic behavior of
he market will be captured by the rate at which the expected minimum
atching cost 𝑔(𝑀 ,𝑀 ) vanishes as a function of 𝑀 ,𝑀 → ∞.

Theorem 1 below makes this intuition precise and identifies a specific
threshold beyond which it is possible to get a free lunch.

heorem 1. Suppose that for 𝑀 = 𝛩(𝑥),𝑀 = 𝛩(𝑥) the expected
minimum matching cost decays as 𝑔(𝑀 ,𝑀 ) = 𝛩(1∕𝑥𝛿) for some 𝛿 > 1.
hen:

(i) For 1 < 𝛿 ≤ 2 there is no free lunch. In particular, a critical
rate clearing schedule, that is, the clearing schedule with expected
matching cost ratio 𝛩(log(𝐴)), is given by 𝙲𝚂1∕𝛿 .

(ii) For 𝛿 > 2, free lunch exists. In particular, the clearing schedules
𝙲𝚂𝛾 with 𝛾 ∈ ( 1𝛿 ,

1
2 ] guarantee that the expected matching cost and

waiting time ratios are both finite.

Theorem 1 finds two regimes, one where a free lunch is not possible
and one where it is. Importantly, it shows that the crucial element is
the speed of the improvement of the match cost as the market size
grows. This is because for quickly decaying matching costs it becomes
easier to choose a ‘good’ schedule, and thus the ‘window of opportunity’
is increasing in the derivative of 𝑔. One can build intuition for this
result by reasoning about market settings that differ in terms of match
cost variability: in markets where ‘good’ matches are ‘rare’, thickening
the market by waiting will only lead to a meaningful positive effect
in terms of expected match cost reduction when waiting for a long
time. By contrast, when ‘good’ matches are ‘common’, match costs
reduce in expectation with much less delay, thus making it more likely
for a mechanism designer to achieve a free lunch. Importantly, the
clearing schedule 𝙲𝚂𝚐𝚛𝚎𝚎𝚍𝚢 is never optimal when dealing with fully
heterogeneous types distributions (i.e., continuous), independent of the
match cost distribution at hand (see Section 5, for an analysis of limited
heterogeneity).

Note that we restrict our analysis to 𝛿 > 1, guaranteeing that
the patient clearing schedule has finite expected matching cost, i.e.,
cost𝚙𝚊𝚝𝚒𝚎𝚗𝚝 < ∞. This is the case, as for the patient clearing schedule
the expected matching cost ratio is then bounded by 𝜁 (𝛿), where 𝜁 is
the Riemann zeta function. We can thus focus our attention on the
numerator of the expected matching cost ratio.

Let 𝑡(𝑘, 𝑓 (𝑘)) be the stopping time for the event that for the 𝑘th time
at least 𝑓 (𝑘) clients and 𝑓 (𝑘) providers are in the market, assuming that
every time this is the case one client and one provider are removed.

Proof of Theorem 1. (i) We first consider the upper bound. Given
𝑔(𝛩(𝑥), 𝛩(𝑥)) = 𝛩

(

1
𝑥𝛿

)

and since 𝑔 is increasing in both arguments we
ave (where the conditioning determines the clearing schedule):
[ 𝐴
∑

𝑘=1
𝑔(𝑀 ,𝑀 )

|

|

|

|

|

|

min{𝑀 ,𝑀} = ⌊𝑘1∕𝛿⌋

]

≤
𝐴
∑

𝑘=1
𝑔(⌊𝑘1∕𝛿⌋, ⌊𝑘1∕𝛿⌋)

= 𝛩

( 𝐴
∑

𝑘=1

1
𝑘

)

= 𝛩(log𝐴)

(9)

where the last inequality follows from the bounds for the harmonic
series. Thus, given the optimal clearing schedule has finite matching
cost, the expected matching cost ratio is smaller than 𝑂(log𝐴 + 1).

For the lower bound note that E[𝑡(𝑘, 𝑘1∕𝛿)] < 10𝑘 by Appendix A,
Lemma 4 and by recalling that 𝛿 > 1. Thus, combining Jensen (1906)’s
6

inequality ( 1
𝑥 is convex) with Markov’s inequality, the variation bounds

from Appendix B.2, Lemma 2, and recalling that 𝛿 ≤ 2 we get:
𝐴
∑

𝑘=1
E
[

𝑔(𝑀 ,𝑀 )||min{𝑀 ,𝑀} = ⌊𝑘1∕𝛿⌋
]

=
𝐴
∑

𝑘=1
E
[

𝑔(𝑀 ,𝑀 )||min{𝑀 ,𝑀} = ⌊𝑘1∕𝛿⌋, 𝑡(𝑘, 𝑘1∕𝛿) < 20𝑘
]

⋅ P
[

𝑡(𝑘, 𝑘1∕𝛿) < 20𝑘
]

+
𝐴
∑

𝑘=1
E
[

𝑔(𝑀 ,𝑀 )||min{𝑀 ,𝑀} = ⌊𝑘1∕𝛿⌋, 𝑡(𝑘, 𝑘1∕𝛿) > 20𝑘
]

⋅ P[𝑡(𝑘, 𝑘1∕𝛿) > 20𝑘]

≥
𝐴
∑

𝑘=1
E
[

𝑔(𝑀 ,𝑀 )||min{𝑀 ,𝑀} = ⌊𝑘1∕𝛿⌋, 𝑡(𝑘, 𝑘1∕𝛿) < 20𝑘
]

⋅
1
2

= 𝛩

( 𝐴
∑

𝑘=1
𝑔(⌊𝑘1∕𝛿⌋, ⌊𝑘1∕𝛿⌋)

)

= 𝛩

( 𝐴
∑

𝑘=1

1
𝑘

)

= 𝛩(log𝐴) (10)

here we used that 𝑀 = 𝛩(𝑀 ) given |𝑆𝑡| = |𝑁 (𝑡) −𝑁 (𝑡)| =
𝑀 (𝑡) −𝑀 (𝑡)| = 𝑂(

√

20𝑘) since we are in the case 𝑡(𝑘, 𝑘1∕𝛿) < 20𝑘
nd by the assumption that for all 𝜆, 𝜇 we have 𝑔(𝜆 ⋅ 𝑥, 𝜇 ⋅ 𝑥) = 𝛩(𝑥𝛿).
hus, given the optimal clearing schedule has finite matching cost, the
xpected matching cost ratio is 𝛺(log𝐴), concluding the proof together
ith the upper bound.

To summarize, for 𝛿 ∈ (1, 2] a critical rate clearing schedule is
iven by 𝙲𝚂1∕𝛿 . Thus – up to 𝑂(1) differences – the critical rate clearing
chedules are given by 𝙲𝚂𝛾 with 𝛾 ∈ (0, 1∕2] and by Appendix B.3,
heorem 5, the expected waiting time ratio for these schedules is not
inite. We conclude that there is no free lunch.

(ii) By Appendix B.3, Theorem 5 the expected waiting time ratio is
inite for all clearing schedules 𝙲𝚂𝛾 with 𝛾 ≤ 1

2 .
We upper bound the expected matching cost ratio for the clear-

ng schedule 𝙲𝚂𝛾 for 𝛾 > 1
𝛿 : For the upper bound we have with

𝑔(𝛩(𝑥), 𝛩(𝑥)) = 𝛩
(

1
𝑥𝛿

)

:

E

[ 𝐴
∑

𝑘=1
𝑔(𝑀 ,𝑀 )

|

|

|

|

|

|

min{𝑀 ,𝑀} = ⌊𝑘1∕𝛿⌋

]

≤
𝐴
∑

𝑘=1
𝑔(⌊𝑘1∕𝛿⌋, ⌊𝑘1∕𝛿⌋)

= 𝛩

( 𝐴
∑

𝑘=1

1
𝑘𝛾⋅𝛿

)

= 𝛩(1)

(11)

where the last identity holds since 𝛾 > 1
𝛿 .

Thus, for given 𝛿 the clearing schedules 𝙲𝚂𝛾 with 𝛾 ∈ ( 1𝛿 ,
1
2 ]

guarantee that the expected matching cost ratio and waiting time ratio
are both finite, i.e., free lunch. □

5. Optimality of greedy policies for limited heterogeneity

As discussed in Section 1 prior work has identified that greedy clear-
ing schedules are approximately optimal (e.g., Ashlagi et al. (2023)
and Kerimov et al. (2023)). Why then do we find that greedy clearing
schedules are never optimal in our model when the social planner
attaches some utility to reducing waiting time? The answer lies in the
assumption about the distribution of types. Earlier work either assumes
that agents are either compatible or incompatible, and/or that their
match costs are drawn from a finite set, that is, they exhibit limited
heterogeneity. Let us consider match costs that are drawn from a finite
set with minimum match cost 𝑤 > 0 and maximum match cost 𝑤 ≥ 𝑤
and the probability of a match having cost 𝑤 is 𝑝 > 0.

The following theorem gives – in our modeling context – an analo-
ous for the above mentioned results.14

14 Note that the expected matching cost, cost𝚙𝚊𝚝𝚒𝚎𝚗𝚝(𝐴), is unbounded.
However, we can still consider the limit of the expected matching cost ratio.
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Theorem 2. When there is a finite set of positive match costs, 𝙲𝚂𝚐𝚛𝚎𝚎𝚍𝚢
rovides a free lunch.

Intuitively, greedy policies are optimal, when the gains from waiting
re limited. Moreover, as is the case in our model due to random
rrivals, if one of the market sides is growing with time, the probability
hat a least-cost matching is available for a new entrant in the empty
arket side quickly tends to one, i.e., that the agent can be matched
ith someone at cost 𝑤. This renders 𝙲𝚂𝚐𝚛𝚎𝚎𝚍𝚢 (approximately) optimal

n terms of matching costs.

roof. For the greedy clearing schedule, the 𝑘th match happens when
he minimum of the number of clients and providers who already
rrived to the market is 𝑘, that is, at time 𝑡(𝑘, 1). The expected weight
f the 𝑘th match depends on the number of players currently present
n the long side of the market (since on the short side there is only
ne player). Let this random variable be denoted by |𝑆𝑡(𝑘,1)| + 1 (see

Appendix B.2, Definition 1 for a formal definition). Further, note that
cost𝚙𝚊𝚝𝚒𝚎𝚗𝚝(𝐴) ≥ 𝐴 ⋅𝑤.

The expected matching cost ratio is thus upper bounded by:

1
𝐴𝑤

E[
𝐴
∑

𝑘=1
(1 − (1 − 𝑝)|𝑆𝑡(𝑘,1)|+1)𝑤
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

<𝑤

+(1 − 𝑝)|𝑆𝑡(𝑘,1)|+1(𝑤 −𝑤)]. (12)

Given that 𝐴 is fixed, the latter is upper-bounded by:

1
𝐴𝑤

𝐴
∑

𝑘=1

[

𝑤 + E[(1 − 𝑝)|𝑆𝑡(𝑘,1)|+1] ⋅ (𝑤 −𝑤)
]

= 1 +
(𝑤 −𝑤)
𝐴𝑤

⋅
𝐴
∑

𝑘=1
E[(1 − 𝑝)|𝑆𝑡(𝑘,1)|+1] (13)

Since the function (1−𝑝)𝑥 is convex, Jensen (1906)’s inequality implies
that the latter is upper-bounded by:

1 +
(𝑤 −𝑤)
𝐴𝑤

⋅
𝐴
∑

𝑘=1
(1 − 𝑝)E[|𝑆𝑡(𝑘,1)|+1] (14)

Next, by Lemma 2 we have E[|𝑆𝑡(𝑘,1)|] ≥
2𝜋
𝑒2

⋅
√

2
𝜋 ⋅

√

𝑘 > 0.5 ⋅
√

𝑘. Thus
Eq. (14) is upper-bounded by:

1 +
(𝑤 −𝑤)
𝐴𝑤

⋅
𝐴
∑

𝑘=1
(1 − 𝑝)0.5⋅

√

𝑘 (15)

By the ratio test the latter sum in Eq. (15) converges to a finite number
(as 𝐴 goes to infinity). This concludes that the expected matching cost
ratio converges to one. Finally, it immediately follows that there exists
a free lunch, as 𝙲𝚂𝚐𝚛𝚎𝚎𝚍𝚢 is optimal with respect to waiting time by
Proposition 1. □

6. Exponentially distributed match weights

Section 4 identified when free lunch exists dependent on the speed
of improvement in match costs as the market grows. Further, Section 5
identified why prior work had found greedy clearing schedules as
optimal, namely due to a finite set of possible match costs. We next con-
sider a specific match cost distribution that arises from exponentially
distributed match costs. Moreover, it turns out that it is exactly at the
boundary of the free lunch versus no-free lunch regimes identified in
Theorem 1 (that is, 𝛿 = 2).

Suppose that the quality of a (candidate) pair is characterized
by an inherent, heterogenous match parameter 𝜆𝑖𝑗 where a higher
parameter will represent a lower expected match cost. Match costs
are independently and exponentially distributed with rate 𝜆𝑖𝑗 . Specif-
ically, we posit that the match cost 𝑤𝑖𝑗 > 0 when client 𝑖 ∈ (𝜏)
is matched to provider 𝑗 ∈ (𝜏) is an independent draw from an
xponential distribution of rate 𝜆𝑖𝑗 for any time 𝜏, that is, 𝑤𝑖𝑗 ∼
exp(𝜆 ). For example, a popular model assumes that 𝜆 is composed
7

𝑖𝑗 𝑖𝑗 i
by additively separable components describing the agents’ types and
a couple-specific term depending possibly on both the identity of the
agents and their types (Kanoria et al., 2018). For generality, our only
assumption regarding the rate parameters 𝜆𝑖𝑗 is that they are bounded
from below by 𝜆, from above by 𝜆, and have mean value 𝜆, that is, 𝜆 =
lim𝜏→∞

[

𝑁 (𝜏) ⋅𝑁 (𝜏)
]−1 ∑𝑁 (𝜏)

𝑖=1
∑𝑁 (𝜏)

𝑗=1 𝜆𝑖𝑗 almost surely. In particular,
arameters do not need to be independent, but we shall assume that
hey are fixed at time 0.

emark. As mentioned by Aldous (2001) and developed in detail
y Janson (1999, Section 2) generalizations to larger classes of distri-
utions are easily obtained. In particular, the condition only requires
he distribution function, write 𝐹 , to be ‘well behaved’ at the left limit,
amely 𝐹 (𝑡)∕𝑡 → 0 for 𝑡 ↘ 0. Note that more generally, our results rely
n the assumption that the expected matching cost is decreasing in the
ize of the market.

We assume that the social planner knows that match costs are
rawn according to above defined exponential distributions, but does
ot observe their realizations. Thus, a clearing schedule will again be
rule that determines at which points in time 𝜏 ∈ (0,∞) to trigger a
atching event, possibly depending on 𝑀 ,𝑀 (and 𝐴(𝜏)).

We first observe that Theorem 1 applies to the model with exponen-
ially distributed match costs:

orollary 1 (No Free Lunch). With exponentially distributed match costs,
here exists no clearing schedule simultaneously achieving finite ratios for
oth expected matching cost and waiting time. In particular, 𝛿 = 2.

roof of Corollary 1. By Appendix B.1, Lemma 5 the patient clear-
ng schedule has finite expected matching cost, therefore Theorem 1
pplies. Next, the expected minimum of 𝑀 ⋅ 𝑀 independent exp(1)
andom variables is equal to 1

𝑀 ⋅𝑀
(see Appendix B.2, Lemma 1).

Thus 𝑔(𝑀 ,𝑀 ) =
1

𝑀 ⋅𝑀
and if 𝑀 = 𝛩(𝑥) and 𝑀 = 𝛩(𝑥) we have

𝑔(𝑀 ,𝑀 ) = 𝛩(1∕𝑥2). Hence 𝛿 = 2. □

.1. Interpolating between waiting time and matching cost

With the no free lunch result at hand, we here show how the
rade-off evolves with clearing schedules parametrized by the speed at
hich the market is cleared. This allows to choose a clearing schedule
ccording to a social planning desiderata from a broad spectrum inter-
olating between matching cost and waiting time. Our results (in terms
f each schedule’s expected matching cost and waiting time ratio) are
ummarized in Table 2: as can be seen, the family of schedules under
tudy captures the full range between schedules that are ‘good’ relative
o mismatches and ‘bad’ relative to waiting times, and vice versa. The
ormal statements of the results presented in Table 2 and their proofs
re relegated to Appendices B.2 and B.3 in order to streamline our
resentation.

In view of these results, the clearing schedule 𝙲𝚂1∕2 can be seen as
phase transition between two markedly different regimes. On the one
and, for 𝛾 < 1∕2, the expected matching cost ratio 𝛼(𝐴) grows as a
ower law in 𝐴 while the expected waiting time ratio 𝛽(𝜏) is finite.
n the other hand, for 𝛾 > 1∕2, we have a finite expected matching
ost ratio but an expected waiting time ratio that grows polynomially.
inally, at the critical point 𝛾 = 1∕2, the expected matching cost ratio
rows to infinity for large 𝐴, but at a slow, logarithmic rate (𝛩(log𝐴)).
otably, the phase transition at 𝛾 = 1∕2 signifies a discontinuity of the
xpected matching cost ratio, so it is a first-order phase transition; by
ontrast, the expected waiting time ratio exhibits no such discontinuity,
ignifying a second-order phase transition.

The infinite matching cost ratio vis-a-vis the finite waiting time ratio
or 𝛾 = 1∕2 suggests that further fine-tuning should be possible and,
ndeed, the ‘balanced’ schedule 𝙲𝚂𝚋𝚊𝚕𝚊𝚗𝚌𝚎𝚍 (which we define and discuss
n Section 6.2) reduces the growth of the expected matching cost ratio
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Table 2
The range of expected matching cost and waiting time ratios; 𝙲𝚂𝚋𝚊𝚕𝚊𝚗𝚌𝚎𝚍 is discussed in Section 6.2. Recall from Eqs. (6) and (7) the
expected matching cost ratio 𝛼 ≡ 𝛼(𝐴) = cost𝙲𝚂 (𝐴)

cost𝚙𝚊𝚝𝚒𝚎𝚗𝚝 (𝐴)
(cost𝚙𝚊𝚝𝚒𝚎𝚗𝚝(𝐴) = 𝛩(1)) and the expected waiting time ratio 𝛽 ≡ 𝛽(𝜏) = wait𝙲𝚂 (𝜏)

wait𝚐𝚛𝚎𝚎𝚍𝚢 (𝜏)

(wait𝚐𝚛𝚎𝚎𝚍𝚢(𝜏) = 𝛩(𝜏3∕2)).

Schedule Rate of matching Matching cost ratio, 𝛼 Waiting time ratio, 𝛽

𝙲𝚂𝙵𝙲𝙵𝚂 FCFS 𝛩(𝐴) 1

𝙲𝚂𝚐𝚛𝚎𝚎𝚍𝚢 Greedy 𝛺(𝐴1∕2) 1
𝙲𝚂0≤𝛾<1∕2 Subcritical 𝛺(𝐴1∕2−𝛾 ) 𝛩(1)
𝙲𝚂1∕2 Critical 𝛩(log𝐴) 𝛩(1)
𝙲𝚂1∕2<𝛾≤1 Supercritical 𝛩(1) 𝛩(𝜏𝛾−1∕2)
𝙲𝚂𝚙𝚊𝚝𝚒𝚎𝚗𝚝 Patient 1 𝛩(𝜏1∕2)

𝙲𝚂𝚋𝚊𝚕𝚊𝚗𝚌𝚎𝚍 Balanced matching 𝛩((log𝐴)1∕3) 𝛩((log𝐴)1∕3)a

a For technical reasons this result is stated in terms of the number of matched couples, cf. Remark 2.
g
m
t
g

y a factor of (log𝐴)2∕3 while increasing the expected waiting time ratio
𝛽(𝜏) by a factor of (log 𝜏)1∕3. In a sense (that we shall make precise in
the next section) this is as close as we can get to a free lunch in this
setting.

6.2. A balanced social planner

Until now, we have analyzed clearing schedules based on the trade-
off between waiting time and matching cost, but without explicitly
comparing the two. In this section, we shall commit to a specific
class of utility functions to make an explicit comparison between these
otherwise incomparable quantities.

To that end, let 𝑢(⋅) denote the expected utility (or ‘welfare’) of the
social planner given a specific clearing schedules. Assume further that
the functions expressing this utility depend on both the expected match-
ing cost and the expected waiting time via the additively separable
expression

𝑢(𝙲𝚂) = 𝑢cost (𝛼𝙲𝚂) + 𝑢wait (𝛽𝙲𝚂) (16)

To make comparisons between the utility components 𝑢cost and 𝑢wait
we shall first consider their respective maximum values. It is then
natural to assume that 𝑢cost is maximal for the patient clearing schedule
(which minimizes matching cost) and that 𝑢wait is maximal for the
greedy clearing schedule (which minimizes waiting time). We shall thus
assume that the two maxima are of the same order, viz.,

𝜎 ⋅ 𝑢cost (𝛼𝚙𝚊𝚝𝚒𝚎𝚗𝚝) = (1 − 𝜎) ⋅ 𝑢wait (𝛽𝚐𝚛𝚎𝚎𝚍𝚢) (17)

where 𝜎 ∈ (0, 1) is a constant factor that specifies the relative impor-
tance of the disutilities from mismatching versus waiting. Naturally,
we require that the social planner seeks to minimize both the costs
of matching and the agents’ waiting time. As such, we make the as-
sumption that 𝑢cost is a concave function that decreases in the expected
matching cost, and 𝑢wait is a concave function that decreases in the
expected waiting time.

In view of all this, a social planner maximizes their utility when
the disutilities from mismatching and waiting display similar growths
for large 𝜏; we then say that the social planner is balanced. That is, for

given clearing schedule 𝙲𝚂 with expected matching cost ratio 𝛼 and
xpected waiting time ratio 𝛽, it holds that

𝑢cost (𝛼𝙲𝚂) = 𝛩(𝑢wait (𝛽𝙲𝚂)) whenever 𝛼𝙲𝚂 = 𝛩(𝛽𝙲𝚂) (18)

In this general context, we obtain the following result governing
balanced social planning:

Theorem 3. Let 𝙲𝚂𝚋𝚊𝚕𝚊𝚗𝚌𝚎𝚍 be the clearing schedule that matches the
𝑘th couple when 𝑁 − (𝑘 − 1) = ⌈𝑘1∕2(log(𝑘 + 1))1∕3⌉ players are on the
short side of the market. 𝙲𝚂𝚋𝚊𝚕𝚊𝚗𝚌𝚎𝚍 is optimal, in particular the expected
matching cost and waiting time ratios incurred by 𝙲𝚂𝚋𝚊𝚕𝚊𝚗𝚌𝚎𝚍 are both
𝛩((log𝐴)1∕3). Moreover, a clearing schedule 𝙲𝚂𝑓 is optimal if and only if

1∕2 1∕3
8

𝑓 (𝑘) = 𝛩(𝑘 (log(𝑘 + 1)) ).
The proof is provided in Appendix B.4. It relies on studying the
difference of clients and providers as a random walk and bounding
stopping times until matching events occur. To do so we require the
use of the law of iterated logarithm (Khintchine, 1924) and a number
of algebraic manipulations.

Remark 2. For technical reasons we state our result in terms of the
number of matched couples (𝐴 = 𝐴(𝜏)). Note that, for any clearing
schedule where the proportion of matched players increases over time
(more precisely, where lim𝜏→∞

2𝐴(𝜏)
𝑁 (𝜏)+𝑁 (𝜏)

= 1), 𝐴 is growing at the
same rate as 𝜏.

The clearing schedule 𝙲𝚂𝚋𝚊𝚕𝚊𝚗𝚌𝚎𝚍 achieves – up to constants – an ex-
act balance between the matching cost ratio and the waiting cost ratio,
thus closing the gap in Table 2. Note that, up to logarithmic factors,
the balanced clearing schedule is close to the clearing schedule 𝙲𝚂1∕2
which signifies a first-order phase transition for the expected matching
cost ratio. As discussed earlier, 𝙲𝚂1∕2 only signifies a second-order phase
transition for the expected waiting time ratio, thus explaining the gap
between 𝙲𝚂𝚋𝚊𝚕𝚊𝚗𝚌𝚎𝚍 and 𝙲𝚂1∕2. In practice however, 𝙲𝚂1∕2 seems to be a
reasonable approximation for a balanced social planner.

7. Discussion

In this paper, we studied the dynamic clearing game, where hetero-
eneous clients and providers arrive at random points in time to be
atched. We studied the trade-off a social planner is facing between

wo competing objectives: (a) to reduce players’ waiting time before
etting matched; and (b) to form efficient pairs to reduce matching cost.

We initially abstract away from modeling match costs directly and
take a macroscopic viewpoint. Positing that the cost of matching a
couple depends on the number of clients and providers currently in
the market we identify two regimes. One, where no free lunch holds,
the other, where there is a window of opportunity to be optimal along
both dimensions, that is free lunch. When there is no free lunch, we
identified a unique breaking point where a stark reduction in matching
cost compared to a stark increase in waiting time occurs. For limited
heterogeneity we find that greedy clearing schedules are optimal;
however for full heterogeneity they never are.

We then studied a micro-founded model for match costs, namely
exponentially distributed match costs. We showed how varying clearing
schedules resolve the trade-off between waiting time and matching
cost. In line with recent works by Ashlagi et al. (2017, 2019) and many
others, we focused on a concrete class of social welfare functions that
weigh costs from waiting versus matching on a comparable scale and
identify the optimal clearing schedule, namely, the clearing schedule
that matches the 𝑘th couple when 𝛩(

√

𝑘(log 𝑘)1∕3) players are on the
short side of the market.

There are multiple directions in which our analysis could be ex-
tended. Perhaps the most evident avenue for future research is to model
market participation behavior game-theoretically, which would lead to
new strategic considerations and probably induce other matchings (see,
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e.g., Baccara et al. (2020)). This analysis could be pursued in more
applied contexts, for instance relating to our motivating example of a
labor market with a central employment bureau, where waiting times
could be interpreted as benefits payable by the bureau. An unemployed
worker might forgo some of these benefits by (repeatedly) rejecting
matches. This is the case because longer waiting, even though borne
out of strategic behavior, may improve the match quality (reducing
matching cost).

A second route for further investigation is to enlarge the options
of the social planner in terms of clearing schedules. For one, the
social planner could be learning from market observations about the
distribution of match costs, which incidentally we may also allow to
follow other, more general classes of distributions. This would allow
the social planner to formulate more sophisticated clearing schedules
that incorporate match costs between players that are currently in the
market. In particular, if the social planner learns that a given agent may
be ‘hard to match’, then it might be sensible to match that agent directly
and not incur further waiting cost. Furthermore, the social planner may
want to match more than one couple at a time.

A third route for further inquiry is to study different arrival (and
departure) processes. For instance, it would be interesting to consider
an urn model with delayed replacement or a birth–death process where
clients and providers leave the market at some point if not being
matched.

The study of dynamic market institutions is clearly fascinating, with
tremendous scope for progress in (old and new) applications, where
research has only just started. Our contribution has been to go beyond
binary match values, and to identify breaking points in this general
framework. We hope that our framework is able to provide fertile
ground for further research, both theoretical and applied to real-world
market contexts, in particular as regards thinking about whether the
kinds of breaking points we describe are relevant in the optimal design
of such markets.

CRediT authorship contribution statement

Panayotis Mertikopoulos: Writing – review & editing, Writing –
riginal draft, Methodology, Investigation, Formal analysis, Concep-
ualization. Heinrich H. Nax: Writing – review & editing, Writing –

original draft, Methodology, Investigation, Formal analysis, Conceptu-
alization. Bary S.R. Pradelski: Writing – review & editing, Writing –
original draft, Methodology, Investigation, Formal analysis, Conceptu-
alization.

Declaration of competing interest

We hereby confirm that over the past three years we have not had
any relevant conflicts of interest, such as employment, consulting, stock
ownership.

Data availability

No data was used for the research described in the article.

Acknowledgments

The paper has benefited from helpful comments by Vahideh Man-
shadi, Igal Milchtaich, Jonathan Newton, Sven Seuken, Philipp Strack,
and from anonymous referees. We thank all of them, as well as seminar
participants at Bar-Ilan University, the Paris Game Theory Seminar,
the INFORMS Workshop on Market Design 2019 and the 21st ACM
Conference on Economics and Computation (EC’20). We also thank
Simon Jantschgi and Dimitrios Moustakas for careful proof-reading.
All remaining errors are our own. PM benefited from the support
of the COST Action CA16228 ‘‘European Network for Game Theory’’
(GAMENET). HN benefited from the support of the ERC Advanced
Investigator Grant ‘Momentum’ (No. 324247) and from an SNSF Eccel-
lenza grant (‘Markets and Norms’). BP benefited from the support of the
ANR grants 15-IDEX-02, 11LABX0025-01, ALIAS and the Oxford-Man
Institute of Quantitative Finance.
9

Appendix A. Technical lemmas

Definition 1. Let 𝑋1, 𝑋2,… be iid random variables with P[𝑋𝑖 = 1] =
[𝑋𝑖 = −1] = 1

2 .

• Let 𝑆𝑘 =
∑𝑘

𝑖=1 𝑋𝑖.
• Let 𝑡(𝑘, 𝐶) be the stopping time for the event that for the 𝑘th time

at least 𝐶 clients and 𝐶 providers are in the market, assuming
that every time th latter is the case one client and one provider
are removed.

• Let 𝑆𝑡(𝑘,1) =
∑𝑡(𝑘,1)

𝑖=1 𝑋𝑖.

emma 1. Let 𝑤𝑖𝑗 ∼ exp(𝜆𝑗 ) for 𝑗 = 1, 2,… , 𝑁 , be a family of
ndependent exponentially distributed random variables. Then

in{𝑤𝑖1, 𝑤𝑖2,… , 𝑤𝑖𝑁} ∼ exp

( 𝑁
∑

𝑗=1
𝜆𝑗

)

. (19)

n particular, if for all 𝑗, 𝜆𝑗 = 1, then E[min𝑗 𝑤𝑖𝑗 ] =
1
𝑁 .

Proof. This proof is standard but we repeat it for the sake of complete-
ness. The random variable 𝑤𝑖𝑗 has cumulative distribution function

𝐹𝑤𝑖𝑗
= P

(

𝑤𝑖𝑗 ≤ 𝑥
)

= 1−𝑒−𝜆𝑗𝑥 for all 𝑥 > 0 and all 𝑗 = 1, 2,… , 𝑁 . (20)

Now, define the random variable 𝑌 = min{𝑤𝑖1, 𝑤𝑖2,… , 𝑤𝑖𝑁}. Then, the
cumulative distribution function of 𝑌 is

𝐹𝑌 (𝑦) = P (𝑌 ≤ 𝑦)
= 1 − P (𝑌 ≥ 𝑦)
= 1 − P

(

min{𝑤𝑖1, 𝑤𝑖2,… , 𝑤𝑖𝑁} ≥ 𝑦
)

= 1 − P
(

𝑤𝑖1 ≥ 𝑦
)

⋅ P
(

𝑤𝑖2 ≥ 𝑦
)

⋅ ⋯ ⋅ P
(

𝑤𝑖𝑁 ≥ 𝑦
)

= 1 − 𝑒−𝜆1𝑦 ⋅ 𝑒−𝜆2𝑦 ⋅ ⋯ ⋅ 𝑒−𝜆𝑁 𝑦

= 1 − 𝑒−
∑𝑁

𝑗=1 𝜆𝑗𝑦 𝑦 > 0 (21)

The latter cumulative distribution function is that of an exponential
variable with parameter ∑𝑁

𝑗=1 𝜆𝑗 . □

Lemma 2. For 𝑆𝑘 defined as above we have 15:

0.67 ⋅
√

𝑘 ⪅ 2𝜋
𝑒2

⋅

√

2
𝜋
⋅
√

𝑘 ≤ E
[

|𝑆𝑘|
]

≤ 𝑒
√

𝜋
⋅

√

2
𝜋
⋅
√

𝑘 ⪅ 1.23 ⋅
√

𝑘 (22)

Proof. The starting point of our proof is an intermediate result in the
proof of the limit of the expected absolute value of the 1-d random
walk, which is detailed in Hizak and Logozar (2011, Equations 29a
and 29b) and is based on combinatorial arguments via the binomial
distribution:

E[|𝑆𝑘|]

=

⎧

⎪

⎨

⎪

⎩

1
2𝑘−2

𝑘
2

(

𝑘 − 1
𝑘∕2

)

= 𝑘
2𝑘

𝑘!
[(𝑘∕2)!]2

for 𝑘 even,

1
2𝑘−1

𝑘 + 1
2

(

𝑘
(𝑘 + 1)∕2

)

= 𝑘 + 1
2𝑘+1

(𝑘 + 1)!
[((𝑘 + 1)∕2)!]2

for 𝑘 odd.

(23)

Since E[|𝑆2𝑘|] = E[|𝑆2𝑘−1|] it suffices to analyze the case where 𝑘 is
ven. To that end, we will use Stirling’s formula to bound 𝑘! from above
nd below as

2𝜋 ⋅ 𝑘𝑘+1∕2 ⋅ 𝑒−𝑘 ≤ 𝑘! ≤ 𝑒 ⋅ 𝑘𝑘+1∕2 ⋅ 𝑒−𝑘 (24)

or 𝑘 even, we may bound |

|

𝑆𝑘
|

|

from above as:

[|𝑆𝑘|] =
𝑘
2𝑘

𝑘!
[(𝑘∕2)!]2

≤ 𝑘
2𝑘

𝑒 ⋅ 𝑘𝑘+
1
2 ⋅ 𝑒−𝑘

2𝜋 ⋅ (𝑘∕2)𝑘+1 ⋅ 𝑒−𝑘
= 𝑒

√

2𝜋
⋅

√

2
𝜋
⋅
√

𝑘 (25)

15 Note that lim E[|𝑆 |] =
√

2 ⋅
√

𝑘 (Peters, 1856).
𝑘→∞ 𝑘 𝜋
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Next, we lower bound |𝑆𝑘| for 𝑘 even:

E[|𝑆𝑘|] =
𝑘
2𝑘

𝑘!
[(𝑘∕2)!]2

≥ 𝑘
2𝑘

√

2𝜋 ⋅ 𝑘𝑘+1∕2 ⋅ 𝑒−𝑘

𝑒2 ⋅ (𝑘∕2)𝑘+1 ⋅ 𝑒−𝑘
= 2𝜋

𝑒2
⋅

√

2
𝜋
⋅
√

𝑘 (26)

his concludes the proof for 𝑘 even. For 𝑘 odd we have with the
bservation that |𝑆𝑘| = |𝑆𝑘+1|:

2𝜋
𝑒2

⋅

√

2
𝜋
⋅
√

𝑘 ≤ 2𝜋
𝑒2

⋅

√

2
𝜋
⋅
√

2⌈𝑘∕2⌉ ≤ E
[

|

|

𝑆𝑘+1
|

|

]

= E
[

|

|

𝑆𝑘
|

|

]

(27a)

and

𝑒
√

𝜋
⋅

√

2
𝜋
⋅
√

𝑘 ≥ 𝑒
√

𝜋
⋅

√

2
𝜋
⋅

1
√

2
⋅
√

2⌈𝑘∕2⌉ ≥ E
[

|

|

𝑆𝑘+1
|

|

]

= E
[

|

|

𝑆𝑘
|

|

]

□ (27b)

emma 3. The following relations between the stopping times hold:

(i) 𝑡(𝑘, 𝐶) = 𝑡(1, 𝐶) + 𝑡(𝑘 − 1, 1)
(ii) 𝑡(1, 𝐶) = 𝑡(𝐶, 1)

Proof. (i) 𝑡(𝑘, 𝐶) is the time at which for the 𝑘th time at least 𝐶 clients
and 𝐶 providers are in the market, assuming that every time the latter is
the case one client and one provider are removed. Now consider 𝑡(1, 𝐶),
this is the first time at least 𝐶 clients and 𝐶 providers are in the market
and thus the first matching event. After that point there are always at
least 𝐶−1 clients and providers (as a matching event occurs when there
are at least 𝐶 on each side and removes only one from each market
side). Considering this as the stock, the remaining process is equivalent
to the process where a matching event occurs every time at least one
client and one provider are in the market. As another 𝑘−1 agents need
to be matched, we have 𝑡(𝑘, 𝐶) = 𝑡(1, 𝐶) + 𝑡(𝑘 − 1, 1).
(ii) 𝑡(1, 𝐶) is the first time at least 𝐶 clients and 𝐶 providers are in the
market and no one has exited thus far. On the other hand, 𝑡(𝐶, 1) is the
𝐶th time at least one client and one provider were in the market and
each time a matching event occurred one client and one provider were
removed. The latter is equivalent to the former. □

Lemma 4. The following bounds for the expected stopping times hold:

(i) E[𝑡(𝑘, 1)] < 5𝑘
(ii) E[𝑡(𝑘, 𝐶)] < 5𝐶 + 5𝑘

Proof. (i) By Lemma 2 we have E[𝑆𝑡] < 1.23
√

𝑡. Thus, at time 𝑡, after
he arrival of in expectation 𝑡 agents, the expected difference of the
umber of agents that arrived to each market side is upper bounded by
.23

√

𝑡., The expected number of agents that have arrived to the short
ide of the market by time 𝑡 is then lower bounded by 𝑡−1.23

√

𝑡
2 . (Recall

that for 𝑡(𝑘, 1) every time when there is at least 1 client and 1 provider
in the market, one pair is removed.)

Estimating 𝑡(𝑘, 1) entails estimating the expected time it takes until
𝑘 agents have arrived to the short side of the market. Thus we set
𝑘 = 𝑡−1.23

√

𝑡
2 and solve for 𝑡. Rearranging and using the variable

ransformation 𝑡 = 𝑢2 we have the quadratic equation:

2 − 𝑢 − 2𝑘
!
= 0 (28)

he solutions are:

+,− = 1.23 ±
√

1.232 + 8𝑘
2

(29)

iven the variable transformation the positive solution is selected.
quaring 𝑢+ we finally have:

[𝑡(𝑘, 1)] =
(1.23 +

√

1.232 + 8𝑘
2

)2 < 3
4
+ 2𝑘 + 2

√

𝑘 < 5𝑘 (30)

(ii) Using (i) and Lemma 3 the result follows. □
10
Appendix B. Proofs of main results

B.1. Lemma 5

Lemma 5. For exponentially distributed match costs, the matching cost of
the patient clearing schedule 𝙲𝚂𝚙𝚊𝚝𝚒𝚎𝚗𝚝 is bounded for all 𝐴 ≥ 1 as follows:

log 2

𝜆
≤ cost𝚙𝚊𝚝𝚒𝚎𝚗𝚝(𝐴) ≤

𝜋2

6𝜆

Proof of Proposition 1. For the first assertion, note that the expo-
nential distribution is closed under scaling by a positive factor, i.e., if
𝑋 ∼ exp(𝜅) then 𝜇𝑋 ∼ exp(𝜅∕𝜇). In our case, this implies that

𝑤𝑖𝑗 ∼ exp(𝜆𝑖𝑗 ) ⟺ 𝑤𝑖𝑗 ∼
1
𝜆𝑖𝑗

exp(1) (31)

We have that for all 𝑖 ∈ , 𝑗 ∈  , the distribution of 𝑤𝑖𝑗 is first-
order stochastically dominated by 𝜆−1 exp(1). Thus the expected weight
is upper bounded by the simplified problem where all match costs are
distributed according to 𝜆−1 exp(1). With this in mind, we will simplify
notation in the rest of the proof by setting 𝜆 = 1.

By the summation formula of Buck et al. (2002) and Linusson and
Waestlund (2004), we have for the expected weight of the minimum
𝐴-matching (note that 𝐴 = 𝑁 , recalling that 𝑁 = min{𝑁 , 𝑁}):

Emin

[ 𝑁
∑

𝑘=1
𝑤𝑖𝑘 ,𝑗𝑘

]

=
∑

𝑖,𝑗≥0
𝑖+𝑗<𝑁

1
(𝑁 − 𝑖) ⋅ (𝑁 − 𝑗)

. (32)

Thus, we readily have

cost𝚙𝚊𝚝𝚒𝚎𝚗𝚝(𝑁) = Emin

[ 𝑁
∑

𝑘=1
𝑤𝑖𝑘 ,𝑗𝑘

]

≤
∑

𝑖,𝑗≥0
𝑖+𝑗<𝑁

1
(𝑁 − 𝑖) ⋅ (𝑁 − 𝑗)

. (33)

o proceed, by Waestlund (2009, Lemma 3.1) we have

∑

𝑖,𝑗≥0
𝑖+𝑗<𝑁

1
(𝑁 − 𝑖) ⋅ (𝑁 − 𝑗)

=
𝑁
∑

𝑘=1

1
𝑘2

≤ 𝜁 (2), (34)

where 𝜁 (2) =
∑∞

𝑛=1 1∕𝑛
2 = 𝜋2∕6 is the Basel constant. Returning to our

original problem, we conclude that cost𝚙𝚊𝚝𝚒𝚎𝚗𝚝(𝐴) ≤ 𝜋2∕(6𝜆), as claimed.
To compute the lower bound, we can consider the expected match

cost for 𝐴 = 1, because matching more players would only increase the
xpected matching cost. Let 𝑌 ≥ 2 be the number of agents required
uch that at least one client and one provider have entered the market.
hen the event 𝑌 = 𝑘+ 1 is the same event as the union of the disjoint

events ‘the first 𝑘 agents are clients and the (𝑘+1)th agent is a provider’
nd ‘the first 𝑘 agents are providers and the (𝑘+ 1)th agent is a client’.
ach of the latter events has probability 1∕2𝑘+1, so P (𝑌 = 𝑘 + 1) = 2−𝑘.
oreover, as we prove in Lemma 1, for 𝑌 = 𝑘 + 1, the expected
inimum match cost is bounded below by 1

𝜆⋅𝑘
. Thus for 𝐴 = 1, we

et

ost𝚙𝚊𝚝𝚒𝚎𝚗𝚝(𝑁) =
∞
∑

𝑘=1

1
𝜆𝑘

P (𝑌 = 𝑘 + 1) = 1
𝜆

∞
∑

𝑘=1

1
2𝑘𝑘

=
log 2

𝜆
, (35)

where the last equality follows from the series expansion log(1 − 𝑥) =
𝑥 − 𝑥2∕2 − 𝑥3∕3 −⋯ applied to 𝑥 = 1∕2. □

.2. Theorem 4

heorem 4. The expected matching cost ratios for the schedules under
tudy are as follows:

𝙲𝚂𝙵𝙲𝙵𝚂) FCFS matching: 𝛼𝙵𝙲𝙵𝚂 =
6𝜆𝜆
𝜋2

𝐴 (36a)

(𝙲𝚂𝚐𝚛𝚎𝚎𝚍𝚢) Greedy matching: 𝛼𝚐𝚛𝚎𝚎𝚍𝚢 ≥
6𝜆
5𝜋2

𝐴1∕2 (36b)

(𝙲𝚂 ) Subcritical rate matching: 𝐶 𝐴1∕2−𝛾 ≤ 𝛼 ≤ 𝐶 𝐴1−2𝛾 (36c)
0≤𝛾<1∕2 𝛾 0≤𝛾<1∕2 𝛾
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(𝙲𝚂1∕2) Critical rate matching:
2𝜆
𝜋2

log𝐴 ≤ 𝛼1∕2 ≤
𝜆
𝜆
1 + log𝐴
log 2

(36d)

𝙲𝚂1∕2<𝛾≤1) Supercritical rate matching: 𝛼1∕2<𝛾≤1 =
𝜆
𝜆
𝜁 (2𝛾)
log 2

(36e)

𝙲𝚂𝚙𝚊𝚝𝚒𝚎𝚗𝚝) Patient matching: 𝛼𝚙𝚊𝚝𝚒𝚎𝚗𝚝 = 1 (36f)

Remark. In the above, 𝐶𝛾 and 𝐶𝛾 are positive constants, and 𝜁 (𝑠) =
∞
𝑛=1 1∕𝑛

𝑠 denotes the Riemann zeta function (so 𝜁 (𝑠) < ∞ for all 𝑠 > 1).

It is worth noting that the bounds for 𝛼 become asymptotically ‘less
ight’ for small 𝛾 < 1

2 . As far as this gap is concerned, we conjecture
hat the upper bound is the tight one: the lower bound is obtained via

crude approximation using Jensen’s inequality (Jensen, 1906), and
his could be potentially tightened (although we have not been able to
o so). By contrast, the approximation for the upper bound seems less
rastic.

For the sake of limiting notations the proposition and proof are
tated for the clearing schedules with 𝑓 (𝑘) = ⌈𝑘𝛾⌉ rather than for 𝛩(𝑓 ).

Adding constant upper and lower bounds is straightforward and thus
omitted. Recall that 𝑡(𝑘, 𝑓 (𝑘)) is the stopping time for the event that for
the 𝑘th time at least 𝑓 (𝑘) clients and 𝑓 (𝑘) providers are in the market,
assuming that every time this is the case one client and one provider
are removed.

Proof of Theorem 4. Throughout the proof we shall simplify notation
by omitting the fact that some of the matching schedules are defined via
the ceiling of functions mapping to R+ (e.g., ⌈𝑘𝛾⌉). The results are not
changed by the omission since match costs are never underestimated
and overestimated by very little. Further, while they are stated together
in the proposition, we study the clearing schedules 𝙲𝚂0 and 𝙲𝚂0<𝛾<1∕2
separately since they require different arguments.

First come, first served (𝙲𝚂𝙵𝙲𝙵𝚂) In FCFS the cost of each match is
the expectation of a single match cost, that is 𝜆. After 𝐴 matches have
occurred, the expected incurred cost is 𝜆𝐴. Thus, given the patient
clearing schedule has cost bounded above by 𝜋2

6𝜆 , the expected matching
cost ratio is equal to 𝜆⋅𝐴

𝜋2∕(6𝜆) .
Before stating the proofs for the other results recall from the proof of

Proposition 1, that the exponential distribution is closed under scaling.
We shall thus simplify notation and assume that for all 𝑖, 𝑗 𝑤𝑖𝑗 ∼ exp(1).

ote that, for lower bounds the scaling factor 1
𝜆

needs to be applied
and for upper bounds the scaling 1

𝜆 needs to be applied. But note that
hose scaling factors are constant with respect to 𝜏 (and thus 𝐴) and
herefore do not influence the orders of the limiting results.

reedy matching (𝙲𝚂𝚐𝚛𝚎𝚎𝚍𝚢) The 𝑘th match happens when the min-
mum of the number of clients and providers who already arrived to
he market is 𝑘, that is, at time 𝑡(𝑘, 1). The expected weight of the 𝑘th
atch depends on the number of players currently present on the long

ide of the market (since on the short side there is only one agent).
his random variable is given by |𝑆𝑡(𝑘,1)|+1. By Lemma 1 the expected
eight thus is E[ 1

|𝑆𝑡(𝑘,1)|+1
]. The first 𝐴 matches thus have an expected

ost of

[
𝐴
∑

𝑘=1

1
|𝑆𝑡(𝑘,1)| + 1

]. (37)

iven that we study fixed 𝐴 (the number of matches that happened)
e have16:
[ 𝐴
∑

𝑘=1

1
|𝑆𝑡(𝑘,1)| + 1

]

=
𝐴
∑

𝑘=1
E[ 1

|𝑆𝑡(𝑘,1)| + 1
] (38)

16 Note that 𝑡 (the total number of client and providers who have arrived to
he market) depends on 𝐴 (and vice versa). Therefore, Wald (1944)’s equation
oes not apply and thus the route of inquiry to study the matching cost at some
ontinuous time 𝜏 does not work since we could not interchange summation
nd expectation.
11
Next, by Jensen’s inequality (Jensen, 1906; 1
𝑥 is convex) we have:

𝐴
∑

=1
E[ 1

|𝑆𝑡(𝑘,1)| + 1
] >

𝐴
∑

𝑘=1

1
E[|𝑆𝑡(𝑘,1)| + 1]

=
𝐴
∑

𝑘=1

1
E[|𝑆𝑡(𝑘,1)|] + 1

(39)

y Lemma 2 we have E[|𝑆𝑡|] < 1.23
√

𝑡 and by Lemma 4 E[𝑡(𝑘, 1)] < 5𝑘,
thus:
𝐴
∑

𝑘=1

1
E[|𝑆𝑡(𝑘,1)|] + 1

>
𝐴
∑

𝑘=1

1
E[|𝑆5𝑘|] + 1

> 1
1.23

𝐴
∑

𝑘=1

1
√

5𝑘 + 1
(40)

> 1
1.23

𝐴 ⋅
1

√

5𝐴 + 1
> 𝐴 ⋅

1

5
√

𝐴
=

√

𝐴
5

(41)

Thus, given the optimal schedule has cost𝚙𝚊𝚝𝚒𝚎𝚗𝚝(𝐴) ≤
𝜋2

6𝜆 , the expected

matching cost ratio is lower bounded by
√

𝐴
5𝜋2∕(6𝜆) .

Subcritical matching (𝙲𝚂0) We shall fix the clearing schedule such
that it matches a couple every time some fixed 𝐶 ∈ N players are on
the short side of the market (𝑁 − 𝐴 = 𝐶) and note that it belongs to
the family of clearing schedules 𝙲𝚂0.

Next, by Lemma 4, E[𝑡(𝑘, 𝐶)] < 5𝐶 + 5𝑘. With the latter and, as
above by Jensen’s inequality (Jensen, 1906; 1

𝑥 is convex) and Lemma 2
we have for the expected matching cost:

E
𝐴
∑

𝑘=1

1
(𝐶 + |𝑆𝑡(𝑘,𝐶)|)𝐶

≥
𝐴
∑

𝑘=1

1
(𝐶 + E[|𝑆𝑡(𝑘,𝐶)|])𝐶

≥
𝐴
∑

𝑘=1

1
(𝐶 + E[|𝑆5𝐶+5𝑘|])𝐶

≥ 1
1.23

𝐴
∑

𝑘=1

1
(𝐶 +

√

5𝐶 + 5𝑘)𝐶

≥ 𝐴
1.23

⋅
1

(𝐶 +
√

5𝐶 + 5𝐴)𝐶

= 1
1.23 ⋅ 𝐶

⋅
𝐴 − 𝐶

√

5𝐶 + 5𝐴 + 𝐶
= 𝛺(

√

𝐴) (42)

Thus, given the optimal clearing schedule has finite cost the expected
matching cost ratio is 𝛼(𝐴) = 𝛺(

√

𝐴).
The second part of the assertion follows by observing:

E[
𝐴
∑

𝑘=1

1
(𝐶 + |𝑆𝑡(𝑘,𝐶)|)𝐶

] < 1
𝐶
E[

𝐴
∑

𝑘=1

1
1 + |𝑆𝑡(𝑘,1)|

] (43)

Subcritical matching (𝙲𝚂0<𝛾<1∕2) For the upper bound, by Lemma 1,
we have:

E

[ 𝐴
∑

𝑘=1

1
(𝑘𝛾 + |𝑆𝑡(𝑘,

√

𝑘)|)𝑘
𝛾

]

≤
𝐴
∑

𝑘=1

1
𝑘2𝛾

= 1 +
𝐴
∑

𝑘=2

1
𝑘2𝛾

≤ 1 + ∫

𝐴

𝑥=1

1
𝑥2𝛾

𝑑𝑥

= 1 +
[

1
1 − 2𝛾

𝑥1−2𝛾
]𝐴

𝑥=1
≤ 1 + 1

1 − 2𝛾
𝐴1−2𝛾

(44)

Thus, given the optimal clearing schedule has finite cost, the expected
matching cost ratio is 𝛼(𝐴) = (𝐴1−2𝛾 ) for 0 < 𝛾 < 1

2 .
For the lower bound, note that 𝑡(𝑘, 𝑘𝛾 ) < 10𝑘 for 𝛾 < 1 by Lemma 4.

Further note that E[|𝑆𝑡|] is strictly increasing in 𝑡. Thus, with Jensen’s
nequality (Jensen, 1906; 1

𝑥 is convex):

𝐴
∑

𝑘=1
E[ 1

(𝑘𝛾 + |𝑆𝑡(𝑘,𝑘𝛾 )|)𝑘𝛾
] >

𝐴
∑

𝑘=1

1
(𝑘𝛾 + E[|𝑆10𝑘|])𝑘𝛾

> 1
1.23

𝐴
∑

𝑘=1

1

(𝑘𝛾 +
√

10𝑘)𝑘𝛾

> 1

1.23(
√

10 + 1)

𝐴
∑

𝑘=1

1

𝑘
1
2+𝛾

> 1
6 ∫

𝐴

𝑥=1

1

𝑥
1
2+𝛾

𝑑𝑥

> 1
6
[ 1
1

𝑥
1
2−𝛾 ]𝐴𝑥=1 =𝛺(𝐴

1
2−𝛾 ) (45)
2 − 𝛾
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Critical matching (𝙲𝚂1∕2) For the upper bound, by Lemma 1, we
have:

E[
𝐴
∑

𝑘=1

1

(
√

𝑘 + |𝑆𝑡(𝑘,
√

𝑘)|)
√

𝑘
] <

𝐴
∑

𝑘=1

1
𝑘

≤ log𝐴 + 1 (46)

where the last inequality follows from the bounds for the harmonic
series. Thus, given the optimal clearing schedule has finite matching
cost (lower bounded by log(2)

𝜆
), the expected matching cost ratio is

smaller than
1
𝜆 (log𝐴+1)

log(2)∕𝜆
.

For the lower bound note that E[𝑡(𝑘,
√

𝑘)] < 10𝑘 by Lemma 4.
Further note that 𝑆𝑡 is strictly increasing in 𝑡. Thus, with Jensen’s
inequality (Jensen, 1906; 1

𝑥 is convex) and Lemma 2:

𝐴
∑

=1
E[ 1

(
√

𝑘 + |𝑆𝑡(𝑘,
√

𝑘)|)
√

𝑘
] >

𝐴
∑

𝑘=1

1

(
√

𝑘 + E[|𝑆10𝑘|])
√

𝑘

> 1
1.23

𝐴
∑

𝑘=1

1

(
√

𝑘 +
√

10𝑘)
√

𝑘

≥ 1
6

𝐴
∑

𝑘=1

1
𝑘
> 1

6
log𝐴 (47)

Thus, given the optimal clearing schedule has cost𝚙𝚊𝚝𝚒𝚎𝚗𝚝(𝐴) ≤
𝜋2

6𝜆 , the

xpected matching cost ratio is bounded below by
1
6 log𝐴
𝜋2∕(6𝜆) =

𝜆
𝜋2

⋅ log𝐴.

upercritical matching (𝙲𝚂1∕2<𝛾≤1) As above, by Jensen’s inequality
Jensen, 1906; since 1∕𝑥 is convex) and Lemma 1 we have:

[
𝐴
∑

𝑘=1

1
(𝑘𝛾 + |𝑆𝑡(𝑘,𝑘𝛾 )|)𝑘𝛾

] <
𝐴
∑

𝑘=1
E[ 1

𝑘𝛾𝑘𝛾
] =

𝐴
∑

𝑘=1

1
𝑘2𝛾

→ 𝜁 (2𝛾) (48)

where 𝜁 is the Riemann zeta function and is known to converge for
𝛾 > 1

2 . Given that we are considering a sum with positive summands
convergence is from below. Thus, given the optimal clearing schedule
has finitematching cost (cost𝚙𝚊𝚝𝚒𝚎𝚗𝚝(𝐴) ≥

log(2)
𝜆

), the expected matching
cost ratio is bounded from above by (𝜆∕𝜆)⋅𝜁 (2𝛾)∕ log 2 for 1

2 < 𝛾 ≤ 1. □

B.3. Theorem 5

Theorem 5. The expected waiting time ratios for the schedules under
study are as follows:

(𝙲𝚂𝙵𝙲𝙵𝚂) FCFS matching: 𝛽𝙵𝙲𝙵𝚂 = 1 (49a)

(𝙲𝚂𝚐𝚛𝚎𝚎𝚍𝚢) Greedy matching: 𝛽𝚐𝚛𝚎𝚎𝚍𝚢 = 1 (49b)

(𝙲𝚂0≤𝛾<1∕2) Subcritical rate matching: 𝛽0≤𝛾<1∕2 = 𝛩(1) (49c)

(𝙲𝚂1∕2) Critical rate matching: 𝛽1∕2 = 𝛩(1) (49d)

(𝙲𝚂1∕2<𝛾≤1) Supercritical rate matching: 𝛽1∕2<𝛾≤1 = 𝛩(𝜏𝛾−1∕2) (49e)

(𝙲𝚂𝚙𝚊𝚝𝚒𝚎𝚗𝚝) Patient matching: 𝛽𝚙𝚊𝚝𝚒𝚎𝚗𝚝 = 𝛩(𝜏1∕2) (49f)

The results in Theorem 5 are driven by the assumption that the
arrival of either a client or a provider at every stage of the process
is equally likely. This entails that the expected absolute difference of
clients and providers |

|

𝑁 (𝜏) −𝑁 (𝜏)|| can by approximated by a Wiener
process as detailed in the proof of Proposition 1. For the latter we know
that the expectation is

√

𝜏, so |

|

𝑁 (𝜏) −𝑁 (𝜏)|| ≈
√

𝜏 in expectation.

roof of Theorem 5. First note that to compare different clearing
chedules we are interested in the additional waiting time incurred
ntil some number 𝐴 of couples have been matched. Thus, we consider
he waiting time until 𝑇 for the greedy schedule (the benchmark) and
or other schedules the waiting time until �̂� where �̂� is the expected

time until under the given schedule the same number of couples have
been matched as in the greedy schedule until time 𝑇 .
12
As in the Proof of Theorem 4 we shall simplify notation by omitting
the fact that some of the matching schedules are defined via the ceiling
function of functions mapping to R+ (e.g., ⌈𝑘𝛾⌉). We invite the reader
to convince her-or himself that the results are not altered through this
simplification.

Let 𝜏(𝑘) be the moment the 𝑘th couple is matched (given a particular
clearing schedule). We proceed in a case-by-case basis below:

First come, first served (𝙲𝚂𝙵𝙲𝙵𝚂) It suffices to note that this clearing
schedules matches players at exactly the same moments as the greedy
clearing schedules. The result then follows.

Subcritical and critical matching (𝙲𝚂0≤𝛾≤1∕2) We shall study the
worst case such clearing schedule with respect to waiting time. We
consider two different parts. In the first part we wait until at least
𝑇 𝛾 clients and 𝑇 𝛾 providers are in the market. The second part then
proceeds in the same way as the greedy clearing schedule, keeping in
mind that at all future times min{𝑁 , 𝑁} is exactly 𝑇 𝛾 . The expected
waiting time of the first schedule can be bounded above by the upper
bound for the expected time until 𝑇 𝛾 clients and 𝑇 𝛾 providers are in the
market, that is, E[𝜏(5𝑇 𝛾 )] = 5𝑇 𝛾 (see Lemma 4) noting that we used the
act that the arrival of agents is governed by a Poisson clock of rate 1.
ow, a crude upper bound for the waiting time of the first part of the
rocess is found be assuming that all agents are in the market from the
eginning (𝜏 = 0), yielding the upper bound 5𝑇 𝛾 ⋅ 5𝑇 𝛾 .

Note that, the first part of the process takes �̂� − 𝑇 time. For the
emaining second part of the process the waiting time is the time of
he greedy schedule (𝛩(𝑇 3∕2)) plus the cost of the – in expectation – no
ore than 5𝑇 𝛾 agents on each side of the market to ‘remain’ for the

ubsequent periods. Thus the total waiting time is bounded above by:

𝑇 𝛾 ⋅ 5𝑇 𝛾 + 2
3
𝑇 3∕2 + 5𝑇 𝛾 ⋅ 𝑇 = 𝛩(𝑇 3∕2) (50)

Thus 𝛽(�̂� ) = (3∕2)𝛩(𝑇 3∕2)∕𝛩(𝑇 3∕2) = 𝛩(1).

upercritical matching (𝙲𝚂1∕2<𝛾≤1) We first construct a lower bound.
onsider the alternative arrival process, where clients and providers
lternatingly arrive to the market. Note that for any given clearing
chedule this process incurs lower waiting time. For the clearing sched-
le we consider the waiting time of this alternative arrival process is
recisely governed by the fact that the 𝑘th match takes place when
t least 𝑘𝛾 players are on the short side of the market. Further note
hat �̂� ≥ 𝑇 . Thus, the waiting time is lower bounded by using the
pproximation by the Wiener process (by arguments as in Proposition 1
nd by observing that arrival is governed by a Poisson clock of rate 1):

𝑇

0
2𝜏𝛾𝑑𝜏 = 2

1 + 𝛾
𝜏1+𝛾 |𝑇0 = 𝛺(𝑇 1+𝛾 ) (51)

For the upper bound, we construct a clearing schedule that con-
stitutes an upper bound of the schedule under consideration. For
fixed 𝑘, let 𝑇 = 𝜏(𝑘) consider the following clearing schedule: First
wait until there are at least 𝑘𝛾 clients and providers in the market,
then proceed with the greedy schedule such that at any future point
min{𝑐𝑙𝑖𝑒𝑛𝑡𝑠, 𝑝𝑟𝑜𝑣𝑖𝑑𝑒𝑟𝑠} in the market is equal to 𝑘𝛾 . Note that this new
schedule has the same total run time as the original schedule, that is, �̂� .
Further it is evident that the waiting time occurred by the new schedule
is greater than the waiting time of the original schedule. By arguments
as for (𝙲𝚂0) and by the fact that arrival is governed by a Poisson clock
of rate 1 we can upper bound the waiting time by:

5𝑇 𝛾 ⋅ 5𝑇 𝛾 + 2
3
𝑇 3∕2 + 5𝑇 𝛾 ⋅ 𝑇 = 𝛩(𝑇 1+𝛾 ) (52)

since we assumed 1
2 < 𝛾 ≤ 1.

The two bounds together show that the waiting time of the origi-
nally considered clearing schedule is 𝛩(𝑇 1+𝛾 ). Thus 𝛽(�̂� ) = 𝛩(𝑇 1+𝛾 )

𝛩(𝑇 3∕2)
=

𝛩(𝑇 𝛾− 1
2 ).

Patient matching (𝙲𝚂𝚙𝚊𝚝𝚒𝚎𝚗𝚝) First note that for the patient schedule
�̂� = 𝑇 . The expected waiting time for the patient schedule until time 𝑇
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is given by

E
[

∫

𝑇

0
𝑁 (𝜏) +𝑁 (𝜏) 𝑑𝜏

]

= ∫

𝑇

0
E
[

𝑁 (𝜏) +𝑁 (𝜏)
]

𝑑𝜏 (53)

where the latter equality holds by Tonelli (1909)’s theorem (by noting
that 𝑁 (𝜏) + 𝑁 (𝜏) is non-negative). The expectation is with respect
to the number of clients and providers and with respect to the arrival
times of the agents (governed by a Poisson clock). Again by Tonelli
(1909)’s theorem we can consider the case where the expectation with
respect to the arrival times is taken first. Then by the fact that the
arrival of agents is assumed to follow a Poisson clock of rate 1 we have:

∫

𝑇

0
E[𝑁 (𝜏) +𝑁 (𝜏)]𝑑𝜏 = ∫

𝑇

0
⌊𝜏⌋𝑑𝜏 = 𝛩(𝑇 2) (54)

Thus 𝛽(�̂� ) = 𝛩(𝑇 2)
𝛩(𝑇 3∕2)

= 𝛩(
√

𝑇 ). □

.4. Proof of Theorem 3

roof of Theorem 3. Consider a clearing schedule of the form 𝙲𝚂𝑓
that matches the 𝑘th couple when ⌈𝑓 (𝑘)⌉ players on the short side
of the market. To balance the expected matching cost and waiting
time ratios, any such clearing schedule would have to satisfy 𝑓 (𝑘) =
𝜔(

√

𝑘); otherwise, the expected matching cost ratio would dominate
symptotically the expected waiting time ratio (see Table 2).

Recall that 𝑡(𝑘, 𝑓 (𝑘)) is the stopping time for the event that for the
th time at least 𝑓 (𝑘) clients and 𝑓 (𝑘) providers are in the market,

assuming that every time this is the case one client and one provider
are removed. Further, recall that 𝑆𝜏 = 𝑁 (𝜏) −𝑁 (𝜏) is the difference
of clients and providers who have arrived to the market until 𝜏.

We begin with the expected matching cost ratio. For the upper
ound we have:
[ 𝐴
∑

𝑘=1

1
(⌈𝑓 (𝑘)⌉ + |𝑆𝑡(𝑘,𝑓 (𝑘))|)⌈𝑓 (𝑘)⌉

]

=
𝐴
∑

𝑘=1
E
[

1
(⌈𝑓 (𝑘)⌉ + |𝑆𝑡(𝑘,𝑓 (𝑘))|)⌈𝑓 (𝑘)⌉

]

≤
𝐴
∑

𝑘=1
⌈𝑓 (𝑘)⌉−2 (55)

For the lower bound, we show in Appendix A, Lemma 4 that
E [𝑡(𝑘, 𝑓 (𝑘))] < 10𝑘. Furthermore, note that E

[

|𝑆𝑡|
]

is strictly increasing
in 𝑡. Thus, by Jensen (1906)’s inequality, and Lemma 2 (which is bound-
ing |𝑆𝑡| via a combinatorial argument and using Stirling’s formula), we
get:
𝐴
∑

𝑘=1
E
[

1
(⌈𝑓 (𝑘)⌉ + |𝑆𝑡(𝑘,𝑓 (𝑘))|)⌈𝑓 (𝑘)⌉

]

≥
𝐴
∑

𝑘=1

1
(⌈𝑓 (𝑘)⌉ + E[|𝑆10𝑘|])⌈𝑓 (𝑘)⌉

≥ 𝜋
√

2𝑒

𝐴
∑

𝑘=1

1

(⌈𝑓 (𝑘)⌉ +
√

10𝑘)⌈𝑓 (𝑘)⌉

= 𝛩

( 𝐴
∑

𝑘=1

1
𝑓 (𝑘)2

)

(56)

where the last line follows from the assumption 𝑓 (𝑘) = 𝜔(𝑘1∕2). Thus
the two bounds together with the fact that the patient schedule has
finite matching cost yield the result that, for 𝑓 (𝑘) = 𝜔(𝑘1∕2) the expected
matching cost ratio is 𝛼(𝐴) = 𝛩

(

∑𝐴
𝑘=1 1∕

[

𝑓 (𝑘)2
]

)

.
We proceed, by considering the incurred waiting time. Recall that

𝑁(𝜏)−𝐴(𝜏) is the number of agents on the shorter side of the market at
time 𝜏, so 𝑁 −𝐴 = ⌈𝑓 (𝑘 − 1)⌉−1 after the (𝑘−1)st match. The number
of clients and the number of providers that need to arrive to the market
before the 𝑘th match is thus upper bounded by

⌈𝑓 (𝑘)⌉ −
(

⌈𝑓 (𝑘 − 1)⌉ − 1
)

= 1 + ⌈𝑓 (𝑘)⌉ − ⌈𝑓 (𝑘 − 1)⌉ ≤ 2 (57)

where the last inequality follows from the fact that 𝑓 (𝑘) = 𝑜(𝑘) is a
necessary condition for a feasible clearing schedule (that is, a clearing
13

w

schedule where the proportion of unmatched versus matched players
is decreasing). This is the case as for a clearing schedule with 𝑓 (𝑘) =
𝛺(𝑘) the 𝑘th couple is matched when more than 𝑘 providers and 𝑘
clients are in the market. Thus the number of remaining agents in
the market is 𝛺(𝑘) and thus the ratio of matched versus unmatched
agents (among agents who entered the market) does not tend to 1. The
expected waiting time accrued between the (𝑘−1)st and the 𝑘th match
is therefore upper bounded by:

𝛥𝑘 ∶= E[time s.t. ≥ 2 clients & ≥ 2 providers enter market]
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

=∶𝛥1𝑘

⋅
(

2⌈𝑓 (𝑘)⌉ + ⌈𝑔(𝑘)⌉
)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
=∶𝛥2𝑘

(58)

where ⌈𝑔(𝑘)⌉ is a function that we will use to upper bound |𝑆𝑘|, viz.,
the random variable constituting the absolute difference of clients and
providers in the market at time 𝜏(𝑘). For posterity, note also that 𝛥1

𝑘 is
he expectation of the time between the (𝑘 − 1)th and the 𝑘th match
nd 𝛥2

𝑘 provides an upper bound for the number of agents waiting in
he time interval between the (𝑘 − 1)th and the 𝑘th match.

Given the arrival of agents is governed by a Poisson clock of rate
ne, we have 𝛥1

𝑘 = 5, i.e., on average, five agents need to enter the
arket to have at least two clients and at least two providers. To see

his, let 𝑌 be the number of flips of a coin required to observe at least
heads (clients) and 2 tails (providers). The event ‘𝑌 > 𝑘’ is then

quivalent to the union of the events ‘
( 𝑘
𝑘−1

)

heads’ and ‘
( 𝑘
𝑘−1

)

tails’.
he two latter events are disjoint and each has probability 𝑘

2𝑘 . Thus
P[𝑌 > 𝑘] = 𝑘

2𝑘−1 and we have

E [𝑌 ] =
∞
∑

𝑘=0
P (𝑌 > 𝑘) = 1 + 2

∞
∑

𝑘=1

𝑘
2𝑘

= 1 + 2
∞
∑

𝑘=1

𝑘
∑

𝑗=1

1
2𝑘

(59)

= 1 + 2
∞
∑

𝑗=1

∞
∑

𝑘=𝑗

1
2𝑘

= 1 + 2
∞
∑

𝑗=1

1
2𝑗−1

= 5 (60)

We thus have for Eq. (58)

𝛥𝑘 = 5 ⋅
(

2⌈𝑓 (𝑘)⌉ + ⌈𝑔(𝑘)⌉
)

(61)

ext, to choose the function 𝑔(𝑘), note that the law of the iterated
ogarithm (Khintchine, 1924) gives

im sup
𝑘→∞

|𝑆𝑘|
√

2𝑘 log log 𝑘
= 1. (62)

ence, by choosing 𝑔(𝑘) =
√

2𝑘 log log 𝑘, the random variable |𝑆𝑘| is
symptotically bounded from above by 𝑔(𝑘) with probability one.

We consider two cases below, which are exhaustive by Hardy (1910,
heorem, page 18):

ase 1: 𝑓 (𝑘) = 𝛺(𝑔(𝑘)). For the first case we have:

⋅ (2𝑓 (𝑘) + 𝑔(𝑘)) = 𝛩(𝑓 (𝑘)) (63)

he expected waiting time ratio until 𝐴 pairs have been matched is
ounded from above by 𝐴−3∕2 ∑𝐴

𝑘=1 𝛩(𝑓 (𝑘)), where we are using the
act that the expected waiting time for the greedy schedule is given
y 𝛩(𝐴3∕2) (see Proposition 1). A trivial lower bound for the expected
aiting time ratio is then given by

1
𝐴3∕2

𝐴
∑

𝑘=1
2𝑓 (𝑘) = 1

𝐴3∕2

𝐴
∑

𝑘=1
𝛩(𝑓 (𝑘)) (64)

Thus, the expected waiting time ratio is given by

𝛽(𝐴) = 𝛩

(

1
𝐴3∕2

𝐴
∑

𝑘=1
𝑓 (𝑘)

)

(65)

Moving to the comparison of matching cost and waiting time ratios,
e recall that 𝑢 and 𝑢 are decreasing and concave and are of the
cost wait
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same order (by assumption). Thus 𝑢 = 𝑢cost + 𝑢wait is maximized if and
nly if 𝛼 = 𝛩(𝛽). In turn, this holds if and only if
𝐴
∑

𝑘=1

1
𝑓 (𝑘)2

= 𝛩

(

1
𝐴3∕2

𝐴
∑

𝑘=1
𝑓 (𝑘)

)

(66)

Recalling that 𝑓 is assumed non-decreasing for large 𝑘, the summand
on the left-hand side is decreasing and

∫

𝐴

0

1
𝑓 (𝑥)2

𝑑𝑥 ≥
𝐴
∑

𝑘=1

1
𝑓 (𝑘)2

≥ ∫

𝐴+1

1

𝑑𝑥
𝑓 (𝑥)2

(67)

onsidering the meaning of 𝑓 (𝑘) it is without loss of generality to define
(𝑥) = 1 for 𝑥 ∈ [0, 1) since the summand 1

𝑓 (𝑘)2 remains decreasing.
Thus the absolute difference between the two bounds is bounded above
by:
|

|

|

|

|

∫

𝐴

0

1
𝑓 (𝑥)2

𝑑𝑥 − ∫

𝐴+1

1

1
𝑓 (𝑥)2

𝑑𝑥
|

|

|

|

|

=
|

|

|

|

|

∫

1

0

1
𝑓 (𝑥)2

𝑑𝑥 − ∫

𝐴+1

𝐴

1
𝑓 (𝑥)2

𝑑𝑥
|

|

|

|

|

≤ 1 (68)

It follows that
𝐴
∑

𝑘=1

1
𝑓 (𝑘)2

= 𝛩

(

∫

𝐴+1

1

1
𝑓 (𝑥)2

𝑑𝑥

)

(69)

Next consider the right-hand side of (66). The summand is increas-
ing, so we get:

1
𝐴3∕2 ∫

𝐴

0
𝑓 (𝑥) 𝑑𝑥 ≤ 1

𝐴3∕2

𝐴
∑

𝑘=1
𝑓 (𝑘) ≤ 1

𝐴3∕2 ∫

𝐴+1

1
𝑓 (𝑥) 𝑑𝑥 (70)

Now note that 𝑓 (𝑥) < 𝑥 must hold. Thus the absolute difference
between the two bounds is bounded above by:

1
𝐴3∕2

|

|

|

|

|

∫

𝐴

0
𝑓 (𝑥) 𝑑𝑥 − ∫

𝐴+1

1
𝑓 (𝑥) 𝑑𝑥

|

|

|

|

|

= 1
𝐴3∕2

|

|

|

|

|

∫

𝐴+1

𝐴
𝑓 (𝑥)𝑑𝑥 − ∫

1

0
𝑓 (𝑥) 𝑑𝑥

|

|

|

|

|

≤ 𝐴
𝐴3∕2

= (1). (71)

t follows that

1
𝐴3∕2

𝐴
∑

𝑘=1
𝑓 (𝑘) = 𝛩

(

1
𝐴3∕2 ∫

𝐴+1

1
𝑓 (𝑥) 𝑑𝑥

)

(72)

With above approximations it follows that Eq. (66) holds if and only if
the following equation holds:

∫

𝐴

1

1
𝑓 (𝑥)2

𝑑𝑥 = 𝛩
(

1
𝐴3∕2 ∫

𝐴

1
𝑓 (𝑥) 𝑑𝑥

)

(73)

We shall show that 𝑓 (𝑥) = 𝛩(
√

𝑥(log 𝑥)1∕3) is the unique solution to
Eq. (73) up to order. To simplify notation, let 𝑓 (𝑥) =

√

𝑥(log 𝑥)1∕3, so
he left-hand side (LHS) of Eq. (73) becomes

𝐴

1

1
𝑥(log 𝑥)2∕3

= 3(log𝐴)1∕3 + 𝑐 (74)

here 𝑐 is uniformly bounded and independent of 𝐴. Next, focusing on
he RHS of Eq. (73), we get

1
𝐴3∕2 ∫

𝐴

1

√

𝑥(log 𝑥)1∕3 𝑑𝑥 = (log𝐴)1∕3 − 1
𝐴3∕2 ∫

𝐴

1
𝑥3∕2 1

3𝑥(log 𝑥)2∕3
𝑑𝑥

= (log𝐴)1∕3 − 1
𝐴3∕2 ∫

𝐴

1

√

𝑥 1
3(log 𝑥)2∕3

𝑑𝑥

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
=𝑜
(

∫ 𝐴
1

√

𝑥⋅(log 𝑥)1∕3 𝑑𝑥
)

= 𝛩((log𝐴)1∕3) (75)
14

t

Our uniqueness claim follows by noting that the LHS of Eq. (73) is
decreasing in 𝑓 (𝑥) (in orders of magnitude of the upper bound of the
integral) while the right-hand side (RHS) is increasing in 𝑓 (𝑥).

Case 2: 𝑓 (𝑘) = 𝑜(𝑔(𝑘)). For the second case, assume that 𝑓 (𝑘) = 𝑜(𝑔(𝑘)).
This implies for the matching cost that17

∫

𝐴

1

1
𝑓 (𝜏)2

𝑑𝜏 = 𝜔
(

∫

𝐴

1

1
𝑔(𝜏)2

𝑑𝜏
)

(76)

he integral on the RHS of Eq. (76) can then be bounded from below
s follows

∫

𝐴

1

1
𝑔(𝜏)2

𝑑𝜏 = ∫

𝐴

1

1
4𝜏 log log 𝜏

𝑑𝜏 = 𝜔
(

∫

𝐴

1

1
4𝜏(log 𝜏)2∕3

𝑑𝜏
)

(77)

or the integral on the RHS of Eq. (77) we have
𝐴

1

1
4𝜏(log 𝜏)2∕3

𝑑𝜏 = 𝛩
(

(log𝐴)1∕3
)

, (78)

Hence, combining these last approximations, we finally get

∫

𝐴

1

1
𝑓 (𝜏)2

𝑑𝜏 = 𝜔
(

(log𝐴)1∕3
)

. (79)

Thus any solution satisfying 𝑓 (𝑘) = 𝑜(𝑔(𝑘)) (Case 2) has expected match-
ng cost that is 𝜔(1) relative to the optimal solution. This completes the
roof that 𝑓 (𝑘) = 𝛩(

√

𝑥(log(𝑥 + 1))1∕3) is the unique optimal clearing
schedules for the balanced social planner by noting that we add 1 in
the argument of the logarithm to initialize the clearing schedule for
𝑘 = 1. □
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