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ABSTRACT
Continuous Authentication (CA) mechanisms involve managing
sensitive data from users which may change over time. Both re-
quirements (privacy and adapting to new users) lead to a tension
in the amount and granularity of the data at stake. However, no
previous work has addressed them together. This paper proposes a
CA approach that leverages incremental Matrix Profile (MP) and
Deep Learning using accelerometer data. Results show that MP is
effective for CA purposes, leading to 99% of accuracy when a single
user is authorized. Besides, the model can on-the-fly increase the
set of authorized users up to 10 while offering similar accuracy
rates. The amount of input data is also characterized – the last 15 𝑠 .
of data in the user device require 0.4 MB of storage and lead to a
CA accuracy of 97% even with 10 authorized users.

CCS CONCEPTS
• Security and privacy→Authentication; Privacy protections.
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1 INTRODUCTION
The amount of information being shared on the internet 1 is pro-
moting new ways of data mining and novel Artificial intelligence
that can be used to enhance the security of users and information.
The proliferation of IoT devices [4] has given to the academia the ac-
cess to high quality data and sensors able to capture environmental
conditions and users behaviors.

By analyzing this data, it is possible to identify unique patterns
that Continuous Authentication (CA) systems can exploit for rec-
ognizing individuals. These patterns can be processed in real-time
to ensure the authenticity and security of users’ interactions with
machine learning algorithms.

Current existing (and commercial) applications of CA are based
on, for instance, motion sensors which provide information about
a user’s physical activities [2] and keystroke dynamics to recog-
nize individuals based on their typing rhythm and pressure [37].
Additionally, biometric data, such as EEG or ECG readings, provide
additional features for identifying unique patterns related to brain
activity or heart rate variability [39, 44].

Commercial use and advanced scenarios: In real-world sce-
narios, CA systems are increasingly integrated into ubiquitous
environments like smart-homes, where IoT devices authenticate
users seamlessly [34], exemplifying the potential in sectors such as
healthcare. For example, in a scenario (see Figure 1) where health-
care services that are provided to a dependent individual by one or
multiple assistants from an outsourced company, the CA system,
controlled by the dependent individual or referent professionals,
must authenticate each assistant.

Two primary challenges arise in this scenario. Firstly, Privacy
compliance is crucial, given the handling of highly sensitive data, ne-
cessitating adherence to regulations like GDPR or CCP/CPRA. This
makes CA approaches relying on sending raw data to third-party
servers for processing authentication proofs (e.g., [10]) unsuitable.
Secondly, the Adaptive user challenge involves accommodating the
changing identity of the authorized users (e.g., assistants in the
example above), requiring the CA mechanism to be flexible enough
in this regard. Note that new authorized users may be added to

1https://www.statista.com/statistics/871513/worldwide-data-created/, last access Janu-
ary 2024
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Figure 1: Continuous authentication in a home care scenario.

the system over time. Thus, it must enable these changes while
remaining in operation.

This scenario is representative of broader applications facing
both "privacy" and "user adaptation" issues. Previous works have
already explored various privacy-preserving approaches to address
the first challenge. Sanchez et al. [45] introduced a multi-device
CA system where distributed data is collected from various devices,
while Wazzeh et al. [54] employed federated learning to distribute
predictions between a set of local and online models, minimizing
the amount of raw data exchanged between devices and servers.
Nonetheless, this approach could be vulnerable to model inversion
attacks [17], where an attacker may extract sensitive information
from the distributed models.

In what comes to the second challenge, Chauhan et al. [9] pro-
posed using breathing patterns for CA and explored incremental
learning as a way to address scalability and model adaptation to
changes in the data. Shen et al. [47] with a different approach, makes
use of touch dynamics as authentication proofs. These methods
focus on scalability and adaptability but lack sufficient data protec-
tion measures, limiting their use in realistic settings such as our
healthcare scenario.

The inherent conflict in addressing these challenges lies in the
contradictory nature of their requirements: Privacy compliance ne-
cessitates minimal personal data collection and limited storage,
whereas the Adaptive user challenge often requires extensive per-
sonal data collection and diverse data sources.

To address these issues, our paper introduces a novel CA ap-
proach that combines Matrix Profile (MP) [64] and Deep Learning
(DL) [30]. MP is particularly adept at addressing the Privacy com-
pliance challenge as it processes a transformed representation of
raw time series data, which aligns better with the GDPR princi-
ples of Data minimization and Storage limitation2. However, no
previous work has applied it in this context. Meanwhile, DL’s abil-
ity to learn and adapt the behavioral profiles of authorized users
make it suitable for addressing the Adaptive user challenge. Our

2This transformation can be computed locally and helps in reducing the risk of exposing
personal information, although formally quantifying the extent of this non-reversibility
is left for future work. In particular, MP can hide local patterns of a sensitive time
series for anonymization [12], while preserving the utility of the original time series
in certain contexts.

research question and contribution thus focus on the feasibility of
performing efficient continuous authentication for adaptive users
in a privacy-compliant manner:
• We explore the use of a MP variant (incremental MP [63]) to
identify features for CA for a single user.
• Different buffer size and windows size, have been set to
measure the quality of the Deep learning models.
• We measure how well the mechanism scales when adding
new authorized users.
• We characterize the amount of data that is to be stored by
all the devices at stake.
• The code and models are publicly released to foster further
research.

Paper organization. Section 2 describes the model and problem
statement, illustrated by means of a concrete scenario. Next, Section
3 presents the two building blocks on which our proposal is based,
namely MP [64] and DL [30]. Section 4 describes the holistic solu-
tion we propose, which is articulated as a combination of these two
building blocks. The preparation of the experiments is dealt with in
Section 5, while assessment is presented in Section 6. Related work
is analysed in Section 7. Finally, the paper is concluded in Section 8
and future research directions are pointed out.

2 PROBLEM STATEMENT
We first introduce the general continuous authentication problem
in Section 2.1. Then, using a real-word healthcare scenario, we
present the main assumptions in Section 2.2. Finally, the problem
statement including the precise goals at stake are formulated in
Section 2.3.

2.1 Continuous Behavioural Authentication
A biometric authentication system (BAS) is a cybersecurity mecha-
nism that allows a user to authenticate by making use of their phys-
iological (iris, hands, fingerprints) or behavioural features [41, 53].
Authentication proofs against BASs can be based on three main
principles: “Something you know,” “Something you have,” “Some-
thing you are”. Each of them have different pros and cons, however,
the third principle have been gaining more and more attraction due
to its balance between usability and accuracy [1]. The generaliza-
tion of IoT devices and smartphones have opened the opportunity
to explore sensor based applications where the BASs can learn to
recognize unique features and patterns that allows to recognize
individuals by the way they interact with their environment and
devices [8].

Continuous biometric authentication faces the challenge of dis-
tinguishing a legitimate user from adversaries or illegitimate users.

In this context, the authentication system S must learn to rec-
ognize and understand the unique authentication proofs, 𝑝 , pre-
pared by any of the authorized usersU = 𝑢1, 𝑢2, ..., 𝑢𝑁 . Potential
adversaries represent individuals who may attempt unauthorized
accesses. Thus, the set of adversaries is A =W \U whereW is
the universe of human subjects.

The verification function𝑉 (𝑝) is responsible for assigning likeli-
hood scores to each authentication proof 𝑝 . These scores determine
whether the proof belongs to a user 𝑢𝑖 ∈ U or an adversary within
A.
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2.2 Scenarios and Assumptions
The representative scenario depicted in the introduction (see Figure
1) is inspired by a real-world application of medical and social care
monitoring practiced in France [6, 27]3. In this particular scenario,
dependent individuals receive at-home visits from professionals
who provide medical and social care support. These professionals
use a smartphone application (referred to as the "user device" in the
figure) to connect to a homebox (denoted as "edge"), allowing them
to access (both read and write) the patient’s medical and social data.
It is important to note that access rights are differentiated based on
the role of the caregiver.

Continuous authentication of caregivers is crucial, for instance,
to enable audits that inform family members which professional
visited the elderly person at home and when. The initial visit to a
patient’s home by a new caregiver requires a supervisor’s presence
to introduce the professional to the dependent individual. During
this visit, the supervisor can label data produced by the caregiver’s
user device to facilitate the caregiver’s onboarding and, if necessary,
adjust the authentication model using a remote server designed
for training (phase 1○ in the figure). For subsequent visits (phase
2○), the caregiver can be recognized through the application (user
device) and the homebox (edge) with local processing.

There are then two authentication models that can be considered
and that make sense in such scenarios:

• Single authorized user 𝑢1. In this model, a single user is
authenticated. This is the case of a handheld device being
used to gather data to authenticate a user in a given sensitive
space (e.g., a designated homecare giver in our context, the
access to a corporate data processing center, etc.). Thus, S
follows a one-vs-rest (𝑢1 vs. A) fashion, distinguishing one
positive class from the rest, creating a binary classification
between legitimate and non-legitimate users.
• Increase authorized users 𝑢1, ..., 𝑢𝑛 . In this case, the new
authorized users are added over time. Thus, after training
with data from 𝑢1, further authorized users 𝑢𝑖≠1 are itera-
tively added to 𝑈 on request (e.g., as a result of a hiring
process). Here, S has to consider several positive classes (to
distinguish between𝑢𝑖 ) as well as a single null negative class
(for A).

It must be noted that an intermediate scenario (i.e., a single
user whose identity changes from time to time) could be possible.
However, we focus on these two scenarios as they illustrate the
effect of adding new identities to the system.

In this regard, three main assumptions will be undertaken:

• First, S relies on some knowledge to characterize the be-
havior of A. This is reasonable since myriads of behavioral
datasets are publicly available.
• Second, any 𝑢𝑖 which is to be considered as legitimate by
S counts on a certain period of trusted usage. In this way,
S is able to properly extract the behavioral patterns of that
user. In the real world, this may happen during the employee
onboarding process, as described before.

3See the first cited reference section 4.4 paragraph entitled "A concrete ES-PDMS
instance", and the second one section 4.

• Lastly, S is not trusted by any 𝑢𝑖 ∈ U. Therefore, it is as-
sumed that S may leak the behavioral patterns acquired
from 𝑢𝑖 to any (potentially malicious) third party.

2.3 Overall Objectives
The aim of this proposal is the design and implementation of Con-
tinuous Authentication in environments where user dynamics and
trust levels may vary as exemplified by the homecare scenario. This
scenario, where several caregivers access the medical and social
data of a dependent person, underlines the importance of CA to
manage data access in a secure and efficient way. This may be
translated into a set of concrete objectives:

O1 Privacy compliance (data minimization, storage limita-
tion). Compliance with privacy regulations such as GDPR or
CCPA/CPRA is paramount. Specifically, the Data Minimiza-
tion4 principle ensures that only necessary data is collected.
At the same time, retention policies require that personal
data be kept no longer than necessary5. This is crucial in our
scenario, where caregivers’ interactions with the patient’s
data must respect these privacy mandates.

O2 Accuracy. The system S must maintain a high level of ac-
curacy, minimizing both false rejection and false authentica-
tions. In the context of our scenario, this means ensuring that
caregivers are accurately authenticated, allowing seamless
authentication, audit and/or secure access to patient data
without compromising security or convenience.

O3 User scalability. The system S should accommodate the
addition of new users 𝑢𝑖≠1 over time, reflecting the dynamic
nature of care teams. This scalability is essential to adapt to
changes in care providers without compromising the security
or efficiency of the authentication process.

The problem we address in this paper is therefore to propose a
solution for continuous authentication that meets these objectives
–privacy compliance, accuracy and user scalability– in the specific
context of home care scenarios. Given the inherent conflicts be-
tween these objectives, existing authentication solutions fall short
and require a novel approach as discussed in section 7.

3 BUILDING BLOCKS
This section introduces the main notions related to the proposal
to meet both privacy and performance goals, namely the notions
of Matrix profile (Section 3.1) and two notions of Artificial Intelli-
gence –Deep learning and lifelong learning (sections 3.2 and 3.3,
respectively). These two building blocks will then be combined in
the next section into an end-to-end solution.

3.1 Matrix profile
Matrix profile (MP) is an efficient and scalable algorithm for time
series subsequence all-pairs-similarity-search [56], providing an
exact solution to the discovery of repeated patterns, motifs, and

4Data Minimization is defined in GDPR Article 5.1.c as the fact that data must be
“adequate, relevant and limited to what is necessary in relation to the purposes for which
they are processed (‘data minimisation’)”
5According to GDPR Article 5.1.e, personal data shall be “kept in a form which permits
identification of data subjects for no longer than is necessary (...) to safeguard the
rights and freedoms of the data subject (‘storage limitation’)”.

https://gdpr-info.eu/art-5-gdpr/
https://gdpr-info.eu/art-5-gdpr/
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novel or different ones, discords; it has shown to be a useful tool
for data mining techniques [60].

When computed for a given time series𝑇 = 𝑡0, ..., 𝑡𝑛 , MP returns
a distance profile consisting of a vector of distances between all
pairs of subsequences (𝑡𝑖 , ..., 𝑡𝑖+𝑚−1) of a size𝑚, referred to as win-
dow size (WS). Distance between subsequences can be calculated
with any distance function. However, a standard function is the z-
normalized Euclidean distance [11, 35] since it shows better results
when used to compare time-series [23].

Matrix profiles can be computed in two settings: offline and on-
line. In an offline setting, MP is calculated with a fixed amount of
data when the streaming has stopped; thus, being non-incremental
requires re-passing the existing dataset and recomputing the whole
MP distances matrix. On the contrary, in online settings, the dis-
tance between motifs and discords, as well as the distance matrix,
is calculated in an incremental fashion. Thus, it is typically referred
to as incremental MP [61, 62, 64].

3.2 Deep convolutional networks
Deep convolutional networks (DCN) are a particular type of neural
networks [30]. They are formed by a number of layers and con-
volutional operations, each one having a set of neurons. They are
considered to be within the Deep Learning techniques when the
deepness of the neural network is more than three, counting input
and output layers [29]. DCNs have already been successfully ap-
plied in a wide range of image recognition and classification tasks
[26, 48, 51, 58].

The core operation of DCNs is the so-called convolution, a linear
operation used to extract relevant features from a grid-like input
data of any dimension, such as time-series (1-D), Images (2-D), and
Objects (3-D).

For 3D-like inputs, architectures and operations need to be
adapted as in [22] where information can be extracted by con-
volving a 3D kernel to input information. This allows the deep
neural network to obtain spatiotemporal features of the input that
are useful for complex tasks such as real-time object recognition
[36], human action recognition [22] or point cloud labeling [20].

This convolutional operation is typically followed by pooling
layers. These take the convolutions’ output as input and reduce its
dimensionality by aggregation, condensing the representation, and
lowering the computational cost [13].

3.3 Lifelong learning
Lifelong learning, also referred to as continual learning or incre-
mental learning, is a branch of artificial intelligence that deals with
the dynamic nature of data, trying to create models that can adapt
to changing environments or scale their capabilities with upcoming
knowledge [21].

While there are different types of parameters to consider, there
are two types of incremental learning, as follows [33].
• Task incremental. The model learns to perform new tasks
with time. Hence becoming a multitasking model.
• Class incremental. The model learns to classify new classes
inside a given task. This allows the creation of models that
scale and improve over time, detecting data drifts and adapt-
ing to them [42].

However, this type of model faces the challenge of catastrophic
forgetting [15], a phenomenon where models may overfit to new
data, classes, or tasks, leading to a degradation or forgetting of their
performance on previously learned classes and tasks.

To address this issue, various techniques have been proposed.
One approach is Elastic weight consolidation, which introduces
a regularization term in the loss function to penalize changes to
important weights during re-training [25]. Another one is Experi-
ence replay, which involves storing and replaying old data while
training on new tasks or classes revisiting and learning from past
experiences [31].

4 OVERALL SOLUTION
This section introduces the proposed approach. The proposal overview
(Section 4.1), the process to build the authentication proof (Section
4.2) and the CA model used (Section 4.3) are introduced in the
following.

4.1 Approach overview
This proposal focuses on studying the feasibility of exploiting the
dynamic evolution of MP on streaming data to analyze whether the
mere changes of the incremental MP can be used to recognize and
authenticate individuals. The process consists of four main phases
as depicted in Figure 2:

(1) Data extraction. Sensor data from the accelerometer in-
cluding X, Y and Z axes are collected from an IoT device. We
focus on these features as they have extensively been used
for CA purposes [3]. Moreover, as opposed to other behav-
ioral biometrics (e.g., keystrokes, touch gestures), it does not
require any explicit action from the user. Such a seamless
authentication is beneficial for a healthcare scenario as the
one presented before.

(2) Data pre-processing and feature extraction/generation.
Sensor data is downsampled, and incremental MP is calcu-
lated following a streaming data approach; for every sample,
the MP of a buffer is recorded and stored.

(3) Dataset preparation. Once pre-processed, input data is
gathered in groups of the size of the used MP window size
(WS, recall Section 3). Using these WSs, MPs are computed
considering time series of different lengths, referred to as
Buffer Size (BS). Thus, BS represents the amount of sensor
data stored to compute the MP. Lastly, datasets are prepared
for each experiment, splitting into balanced training and
testing subsets.

(4) Training and assessment. The model is trained, and perfor-
mance results, including correct/incorrect authentications
are computed.

4.2 Authentication proof
When a user 𝑢𝑖 ∈ U aims to be authenticated by a server S, an
authentication proof is built. It contains 3D convolutions based on
the incremental MP of the three inputs – X, Y, and Z axes. The
process is depicted in Figure 3 and described in the following.

The user device keeps the last 𝐵𝑆 data readings. Using a given
window size𝑊𝑆 , the incremental MP (i.e.,𝑀𝑃𝑋 (𝐵𝑆𝑖 ) for the X axis)
is computed. This process is sequentially repeated during a period,
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Figure 2: General overview

each time using the latest 𝐵𝑆 sensor readings – thus, one sensor
reading is forgotten after each step. For the sake of simplicity, the
length of this period (that is, the amount of repetitions) is set to
𝑊𝑆 , being𝑀𝑃𝑋 (𝐵𝑆𝑖+𝑊𝑆−1) the last one.

Algorithm 1 shows a pseudocode of this operation. Thus, the
authentication proof 𝑝 can be regarded as tridimensional data frame
formed by three bidimensional arrays – one for each dimension
within 𝑥,𝑦 and 𝑧. It array has𝑊𝑆 rows, each one being the MP
of the latest 𝐵𝑆 readings. The size of the MP is 𝐵𝑆 −𝑊𝑆 + 1 by
definition [18, 61]. This tridimensional data frame can be visualized
as a colorful image by simply interpreting each bidimensional array
as one RGB color channel. Therefore, appending all the images, it
can be represented as a video 6.
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Figure 3: Authentication proof preparation

6See two different users: https://vimeo.com/915165193 and
https://vimeo.com/915166084

Algorithm 1: Authentication proof 𝑝 calculation
Data: 𝐷𝑆𝑥 ,𝐷𝑆𝑦 ,𝐷𝑆𝑧 , accelerometer data of X,Y,Z axes,

respectively; 𝐵𝑆 ;𝑊𝑆

Result: Authentication proof 𝑝
Initialize:
𝑝𝑥 , 𝑝𝑦 , 𝑝𝑧 ← null // # To store MPs
𝑝 ← null
𝑖 ← 0
while i < WS do

// # We illustrate the x axis here, must be

done for y and z too

𝑀𝑃𝑖 ← Compute Incremental MP (𝑀𝑃𝑥 (𝐷𝑆𝑥𝑖 , 𝐷𝑆𝑥𝑖+𝐵𝑆 );
𝑝𝑥 ← append (𝑀𝑃𝑖 );
𝑖 ← 𝑖 + 1;

end
𝑝 = stack(𝑝𝑥 ,𝑝𝑦 ,𝑝𝑧 );

4.3 CA model
The proposed architecture is a classification model (Figure 4) based
on a 3D convolution encoder and a Multilayer perceptron (MLP)
classifier.

After each convolution, a maxpooling layer is split to reduce the
data dimensionality. The resulting features are flattened and sent to
a MLP in which the Rectified Linear Activation (ReLU) is applied for
being the most used alternative. Moreover, dropout technique helps
preventing overfitting [55]. The last layer of this MLP classifier
is in charge of defining which class the input belongs to. There
are two main variations depending on the scenario (recall Section
2.2). The single user scenario uses a sigmoid activation function
to specify the class between 0 and 1. In the case of incremental
users the last layer counts with a softmax activation function in
charge of defining multiple classes. In the latter case, the model
adopts an incremental approach regarding the number of users.
After training in one user, the last layer is expanded with an extra
neuron, representing the new added users. Previous model weights
are loaded and the model is adapted by replaying the experience of
the previous users in addition to the newly added ones.
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Figure 4: Proposed CA model

Table 1: HMOG dataset sessions

Session ID Actions
1,7,13,19 Reading + Sitting
2,8,14,20 Reading + Walking
3,9,15,21 Writing + Sitting
4,10,16,22 Writing + Walking
5,11,17,23 Map + Sitting
6,12,18,24 Map + Walking

5 EXPERIMENT DESIGN
This Section describes the preparation of the experiments. In partic-
ular, Section 5.1 presents the used dataset, Section 5.2 describes the
transformations and data preparation and Section 5.3 introduces
the experimental settings.

5.1 Dataset
HMOG dataset [49] is used in the experiments for being signifi-
cantly applied for CA purposes (e.g. [52], [14]). This dataset collects
multimodal information from smartphone sensors of 100 users dur-
ing 24 sessions between 5 to 15 minutes. Table 1 summarizes all the
IDs as well as the action and situation of the user when recording
the sessions.

Following data-saving techniques, only information from the
accelerometer is considered. Original data is collected with a sam-
pling rate of 100 Hz. However, the authors point out that 16Hz is
sufficient to capture meaningful patterns for CA [49]. Thus, we
adopt this sampling rate.

5.2 Data preparation
For data preparation, the STUMPY Python library [28] has been
used to compute the incremental MP considering different values
for BS and WS (recall Section 4.1).

For each data sample on each of the axis (X,Y,Z), incremental
MP is computed considering both WS and BS. WS is required to
identify the remaining windows to compute the distance to the
current one, whereas BS imposes a limit on the size of the data

stream to be considered at a time. The process is repeated with a
stride of 1 sample, thus leading to𝑊𝑆 computations of MP. They
are normalized considering the range (i.e., maximum and minimum)
of values. It must be noted that we compute MP per axis and not as
a combination of the three at the same time, as shown in Figure 4.

5.3 Experimental settings
Table 2 shows a summary of the parameters of the different exper-
iments. Experiments have been conducted using a NVIDIA 4090
with an Intel i7-10700KF processor and Pytorch [40] as framework
to model the training loop. To foster further research, all models
are publicly released7.

As an optimization, the classical ADAM optimizer was used
[24] with a learning rate of 10−3 and making use of early stopping
as recommended in other works [43]. Regarding batch size, our
preliminary tests show that smaller sizes do not affect the results
in terms of accuracy. Thus, the batch size has been set following a
maximum capacity policy. After a trial and error process a limit of
10 epochs with early stopping and partial saving of model weights
are applied, as well as dropout layers with a value of 0.5.

To cover the wide range of actions registered in the HMOG
dataset, sessions from 1 to 6 have been selected (recall Table 1). In
order to assess the impact of the size of the input data different
BSs and WSs are considered. Although BS and WS are measured in
terms of data samples (e.g., BS=480 points), for the sake of clarity
we use their equivalent in seconds (e.g., BS= 30 s.). In what comes
to the split of the dataset, a training/testing ratio of 80/20 has been
used for the experiments, using the testing part for validation as
well. This leads to an average of 40.56 minutes of training and 10.2
minutes of testing per user.

Beyond the general parameters, there are some particular choices
for each scenario. In the single user one, the model has been trained
using a binary cross-entropy loss function with two classes – the
positive class for a random 𝑢𝑖 , the negative one for A. For this
case, A is characterized by 20 random users, using the same total
amount of samples as the authorized one. This process is repeated
20 times to ensure the relevance of the results. On the other hand, in
7https://github.com/Luisibear98/ARES-Matrix_profile_for_continuous_authentication
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Table 2: Experimental settings summary

Dataset HMOG
Buffer Size (BS) 5, 10, 15 and 30 seconds
Windows size (WS) 1, 5 and 15 seconds
Epochs 10
Sampling rate 16 Hz.
Training/Test ratio 80/20
Batch Sizes Maximum capacity strategy

the incremental users scenario the selected loss function is a sparse
categorical cross-entropy loss, where each 𝑢𝑖 is assigned a different
class and A is a single, negative class. In this case, 1, 5, and 10 𝑢𝑖
are randomly chosen. This limit has been chosen since the vast
majority of small and medium-sized enterprises in the European
Union count on less than 10 employees8. On the other hand, A is
built as in the previous case. Due to the computational requirements
of this scenario, 3 repetitions were executed as a trade-off with the
relevance.

6 EVALUATION
This Section measures the achievement of the established goals
(recall Section 2.3). Before that Section 6.1 introduces the metrics
at stake. Then, Section 6.2 analyzes the achievement of accuracy
(O2) and user scalability (O3) whereas Section 6.3 covers privacy
compliance (O1). Lastly, results are discussed in Section 6.4.

6.1 Metrics
To assess the model effectiveness, we adopt the typical metrics for
the sake of comparability. They are based on combining the amount
of True Positives and Negatives (TPs, TNs) and False Positives and
Negatives (FPs, FNs). Each one is introduced below:
• Accuracy. Gauges the percentage of correctly classified sam-
ples:

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 +𝑇𝑁

𝑇𝑃 +𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁 (1)

• False Acceptance Rate (FAR). Counts the amount of times
a user is assigned in the class of another one.

𝐹𝐴𝑅(𝜏) = 𝜌 (𝐺𝑒𝑛𝑢𝑖𝑛𝑒 |𝐹𝑟𝑎𝑢𝑑𝑢𝑙𝑒𝑛𝑡) = 𝐹𝑃

𝐹𝑃 +𝑇𝑁 (2)

• False Rejection Rate (FRR). Counts the amount of times a
user is not assigned to its correct class:

𝐹𝑅𝑅(𝜏) = 𝜌 (𝐹𝑟𝑎𝑢𝑑𝑢𝑙𝑒𝑛𝑡 |𝐺𝑒𝑛𝑢𝑖𝑛𝑒) = 𝐹𝑁

𝐹𝑁 +𝑇𝑃 (3)

• Recall. Measure the effectiveness in accurately identifying
individuals belonging to a particular category.

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁 (4)

It must be noted that these metrics consider that all errors are
the same. Thus, if any 𝑢𝑖 , 𝑢 𝑗 in the incremental users scenario are
confused among them, they will be considered as if A were classi-
fied as legitimate. In some settings both types of errors could have
8https://www.statista.com/statistics/878412/number-of-smes-in-europe-by-size/, last
access January 2024.

different severity levels – indeed, confusing authorized users could
not be relevant. Therefore, these metrics must be considered as the
worst case scenario.

6.2 Accuracy and user scalability
Results are depicted in Tables 3 and 4 for the single user and incre-
mental users scenarios, respectively. Note that results for one 𝑢𝑖 are
slightly different in both tables. This is because the underlying AI
models are different (recall Section 4.3).

In the following, both goals are assessed. In what comes to accu-
racy, it requires considering all metrics, as accuracy by itself may
lead to unclear results, e.g. missing information about FP and FN.
With respect to the user scalability goal, it is only feasible in the
incremental users scenario.

6.2.1 Single authorized user 𝑢1. In a nutshell, high accuracy and
recall are achieved, coupled with low FAR and FRR, until a 𝐵𝑆 =

10 𝑠 . and𝑊𝑆 = 1 𝑠 .. At this point, the FRR drops to 16%, and the
recall for 𝑢1 decreases to 86%.

The trend suggests that increased input information leads to
improved results. In the case of a 𝐵𝑆 = 30 𝑠 . and𝑊𝑆 = 15 𝑠 .,
the system correctly identifies the authenticated user with 99%
accuracy, capturing unique patterns.

With equal BS settings, WS has an impact. For a 𝐵𝑆 = 15 𝑠 .,
varying WS (𝑊𝑆 = 15 𝑠 .,𝑊𝑆 = 5 𝑠 .) yields slightly worse results
with a 3-unit decrease in WS. Notably, a 𝐵𝑆 = 10 𝑠 . and𝑊𝑆 = 5 𝑠 .
or 𝑊𝑆 = 1 𝑠 . experiences a more abrupt performance decline,
pointing to a balance between buffer information and window size.

FAR holds until 𝐵𝑆 = 5 𝑠 . and𝑊𝑆 = 1 𝑠 . where it reaches 10%.
Correlating with FRR it can be observed that the less information
the highest the error. Comparing both values, the system tends to
predict 𝑢1 as A more frequently than the inverse.

In summary, the more information, the better the results. If
less information is given, the model tends to reject 𝑢1 instead of
accepting attackers as authorized which is a positive issue in terms
of security.

6.2.2 Incremental authorized users. The system holds high accu-
racy and recall until 𝐵𝑆 = 𝑊𝑆 = 5 𝑠 .. After a certain point,
accuracy sharply decreases with an increase in #𝑢𝑖 . For instance,
when classifying 10 users, the FRR increases to nearly 16%, while
the FAR remains low at 1%. This suggests that, as in the previous
scenario, the system tends to reject genuine users 𝑢𝑖 but effectively
minimizes the acceptance of A.

The effect of reducing data depends on the amount of 𝑢𝑖 , as
shown in Figure 5. As it can be seen, lower values for BS and WS
lead to worse values when the number of 𝑢𝑖 increases.

In terms of users scalability, accuracy holds until 𝐵𝑆 = 15 𝑠 .
and𝑊𝑆 = 5 𝑠 . where recall also begins to be affected. This means
that though the system seems to be accurate, it is not good when
recognizing new𝑢𝑖 . In contrast, up to 𝐵𝑆 = 𝑊𝑆 = 15 𝑠 ., the model
experiences no decrease, successfully identifying all new 𝑢𝑖 .

6.2.3 Comparing scenarios. There some subtle differences between
both scenarios. Just results for 𝐵𝑆 = 5 𝑠 . and 𝑊𝑆 = 1 𝑠 . are
quite worse in the incremental users scenario when #𝑢𝑖 = 5, 10
– 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 67 and 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 60, respectively. However, no
significant differences are identified in the remaining cases, for
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Table 3: Single user scenario. Results

BS (s.) 30 15 15 10 5 10 5
WS (s.) 15 15 5 5 5 1 1
Accuracy 99 98 98 97 96 91 81
FAR 0 0 1 0 0 1 10
FRR 1 3 2 5 7 16 26
Recall 99 97 96 94 93 86 78

Table 4: Incremental users scenario. Results

#𝑢𝑖 1 5 10 1 5 10 1 5 10 1 5 10 1 5 10 1 5 10 1 5 10
BS (s.) 30 15 15 10 5 10 5
WS (s.) 15 15 5 5 5 1 1
Accuracy 99 99 99 99 99 99 97 97 97 96 95 94 96 95 89 91 82 72 83 67 60
FAR 0 0 0 0 0 0 0 0 1 2 1 0.5 2 2 1 6 5 4 15 10 6
FRR 0 0 0 0 0 0 1 1 2 2 5 7 2 2 16 11 19 43 15 44 67
Recall 99 99 99 99 99 99 98 98 96 96 94 90 96 96 83 91 79 55 83 54 31

0

Figure 5: Incremental users scenario. Accuracy vs #𝑢𝑖

instance, accuracy for 𝐵𝑆 = 𝑊𝑆 = 15 𝑠 . is beyond 98% in both
scenarios.

6.3 Privacy compliance
This section assesses the linkedminimization requirements imposed
to address the privacy goal. Thus, data minimization and storage
limitation issues are described separately in the following.

6.3.1 Data minimization. The use of MP involves, by itself, the
aggregation of users’ data to get a "profile" which, in this case, is
used for authentication purposes. Raw data is concealed due to the
aggregation procedure. Thus, this requirement is met as a direct
consequence of using MP [12].

It must be noted that the incremental variant of MP is at stake in
this paper – the actual values of MP vary over time as they depend
on the evolution of the time series. Therefore, data used in the CA
process is ephemeral (with a lifetime of seconds), which contributes
to this goal.

6.3.2 Storage limitation. The amount of information at stake is
depicted in Table 5, including the model size and the input data
size. The former is relevant for the CA server, which has to store

the model to make authentication decisions. The latter is important
from the perspective of the user to be authenticated – sacrificing
storage space for a security service does not seem to be a natural
priority.

In what comes to the model size, it is virtually the same in
both scenarios. Although the models are different, the storage size
is pretty similar with negligible variations. The largest memory
footprint of this approach is due to the size of the neural network
model which on its highest is about 1.78 GB. As expected, there is
a positive correlation among model size and input data size – the
model needs to learn more information when more input data is
provided. In what comes to the input data, the configuration with
the most significant memory demand is 𝐵𝑆 = 30 𝑠 ., capping at a
maximum of 2.64 MB. At the light of these figures, the approach
is suitable for both server and end-user devices considering their
typical storage capabilities.

As a means to find the optimal storage size while achieving
satisfactory accuracy and user scalability, Figure 6 visually depicts
the evolution of accuracy and recall relative to the input data size.
For the sake of readability, input data size is limited to 1 MB as
greater values lead to negligible performance improvements.

Figure 6: Accuracy and user scalability vs input data storage
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Table 5: Storage requirements

BS (s.) 30 15 15 10 5 10 5
WS (s.) 15 15 5 5 5 1 1
Model Size 1.78 GB 917.85 MB 307.85 MB 207.85 MB 160.85 MB 39.85 MB 19.85 MB
Auth. proof (𝑝) size 2.64 MB 1.32 MB 0.44 MB 0.29 MB 0.15 Mb 0.05 MB 0.02 MB

Within the range of 0 MB to 0.3 MB, there is a pronounced
increase in both accuracy and recall performance. However, as the
information size surpasses this range, the rate of improvement
becomes less substantial. A convergence is observed around 0.4 MB,
which suggests that the optimal configuration for both scenarios is
𝐵𝑆 = 15 𝑠 . and𝑊𝑆 = 5 𝑠 .

6.4 Discussion
Our results confirm that the use of MP is a suitable technique for CA
purposes. Interestingly, it not only addresses several GPDR-based
concerns, but also achieves promising performance ratios under
some settings.

Despite the overall analysis, there are three experimental issues
that deserve our attention. On the one hand, the training-testing
split rate has been fixed according to widespread practices. In prac-
tice, they require some time for the onboarding process. While it
is affordable, different splits (e.g., 60-40 or even 20-80) could offer
interesting results. Our preliminary results show that the training
period could be shortened, but it requires a comprehensive assess-
ment process that is left to future work. The second issue is related
to selecting𝑊𝑆 as the parameter to set the amount of convolutions.
Even if it leads to very limited storage needs, using lower values
could contribute to the suitability of this mechanism to resource-
constrained devices (e.g., wearables or implantable devices). Lastly,
the length of the authentication tests (around 10 minutes per user,
recall Section 5.3) is suitable for achieving continuous authentica-
tion, the long-term suitability of this approach remains unexplored.
However, to the best of authors’ knowledge, there are no longer
datasets with high-resolution accelerometer data.

On the other hand, our results suggest that this approach cannot
be easily integrated into some environments that may have specific
movement patterns. For example, industrial environments may
have additional constraints in what comes to movement. Similarly,
moving surfaces like trains may also pose challenges to the adoption
of this technique.

7 RELATEDWORK
CA is a field of active research in the last years. Many CA ap-
proaches have leveraged raw data from the sound [9], touch dy-
namics [46, 47, 50, 57] or sensors [2, 8, 19, 49] to capture meaningful
features that allow identifying individuals. However, despite these
efforts, privacy has yet to be significantly considered, worsening
the impact of data leakage on a system that could be based on this
type of feature to authenticate.

Chauhan et al. [9] and Shen et al. [47] work in incremental
learning approaches that could be efficient for online scenarios.
The former leverages breath data and the latter touch dynamics.
Nonetheless, they do not contemplate any type of privacy preser-
vation beyond on-device execution of the classification systems.

Indeed, there is a line of research to enhance privacy while lever-
aging continuous authentication based on behavior [16]. One of the
approaches is federated learning, whereWazzeh et al. [54] proposed
a federated scenario where each of the clients shares a portion of
data to a central server, which creates a global warm-up model that
is later distributed with each of the clients. Privacy via this approach
is based on how data is shared more than how the data is processed,
in contrast to our approach. For instance, this architecture could
be used alongside our proposal to enhance privacy. By contrast,
Sanchez et al. [45] reach privacy via aggregation, filtering, and
transformation of the features. They proposed a multi-device cloud-
based system in which users are authenticated based on interaction
among devices.

Other lines of research work on studying how to encrypt the
data efficiently, such as data being transferred safely between the
authentication servers and the endpoints [7, 19] which perform
predictions over encrypted data. However, this methodology re-
quires maintaining a set of users and keys to encrypt the data, and
then, each of the classifiers would need to be trained for each of the
keys and every time the key changes. In addition, the first proposal
applies classic support vector machines (SVM), and the latter, a
function that compares the new samples with the existing ones,
makes decisions through cosine similarities.

On the other hand, previous efforts have not applied MP for
continuous authentication, although MP has already been explored
as an additional feature for anomaly detection on images [32], as
a sole feature to classify mammals [38] or for detecting denial of
service attacks [5]. Some classification efforts consider MP in its
online streaming data variants. [62] detects seismic motifs in online
streaming data with a GPU-efficient algorithm, but they do not
explore the integration with deep learning to enhance or add an
extra layer to classify the detected motifs. Another line of research
is focused on analyzing and taking advantage of the extra layer of
privacy that can be obtained from MP by using it as a way to guide
algorithms to generate synthetic time series that preserve specific
MPs [12] or to improve MP to create more resilient algorithms [59]
to minimize the leakage of information that can be inferred from
the MPs indexes. Therefore, the previous efforts have not applied
MP for continuous authentication.

Table 6 shows an overview of the related works, where any of
them addresses our same goals. However, it is remarkable that [19]
and [7] apply encryption and they are highlighted as partially pri-
vate because they do not provide privacy in the sense of data and
storage minimization and [45] does not deal with storage minimiza-
tion neither.
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Table 6: Related work. ✓=Addressed; P=Partially; ×=Not addressed

Sitová et al.
[49]

Centeno et
al. [8]

Chauhan
et. al.
[9]

Sánchez
et al.
[45]

Hernández-
Álvarez et
al. [19]

Baig et al.
[7]

Stylios
et al.
[50]

Shen et
al. [47]

Ours

Year 2015 2017 2020 2020 2021 2023 2023 2023 2024

Technique Scaled
Manhattan

(SM),
Scaled

Euclidian
(SE),
SVM.

Autoencoders DCN MLP,
XGBoost,
RF and
LSTM

SVM Similarity
based model

LSTM LSTM DCN

Dataset HMOG Lab-
environment
dataset /
crowdsig-
nals.io

breathing
dataset

Own
dataset

Sherlock
database

Free vs.
transcribed
and scrolling
interactions
datasets

Own
dataset

Own
dataset

HMOG

Features HMOG,
keystroke,
and tap
features

Accelerometer Sound
data

Multiple
sensors
from

multiple-
devices

Accelerometer
and

gyroscope

Swipe
gesture
and key-
stroke

dynamics

Fusion
of

Keystrokes
dynamics
and
touch
ges-
tures

Touch
dynamics
data

Accelerometer

Metrics EER EER Accuracy Accuracy Accuracy,
EER

EER Accuracy,
EER

Accuracy,
EER

Accuracy

Results 13.62% 2.2% 97% 99.32% 76.84 (Accu-
racy)% /
23.24%
(EER)

12% / 20% 99% (Ac-
curacy)
/ 1%
(EER)

95% 99%
(Accu-
racy) /
5%

(EER)

99%

Privacy
compli-
ance (O1)

× × × P P P × × ✓

Data mini-
mization
(O1.1)

× × × ✓ × × × × ✓

Storage
Minimiza-
tion (O1.2)

× × × × × × × × ✓

Accuracy
(O2)

× ✓ ✓ ✓ × × ✓ ✓ ✓

User
scalability

(O3)

× × ✓ × × × × ✓ ✓
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8 CONCLUSION
This paper has proposed a Continuous Authentication (CA) model
that copes with two opposing requirements – being adaptive to
the amount of authorized users over time while minimizing the
data at stake so as to protect the user privacy. The approach has
leveraged incremental Matrix Profile and Deep Learning applied to
accelerometer data. Results show that the model offers promising
performance figures both in the single and multi-user settings,
while imposing affordable storage requirements.

Our results open up a number of future research directions. On
the one hand, characterizing the maximum amount of users that
can be authorized may be relevant for scenarios with high worker
volatility. On the other hand, machine unlearning techniques could
be applied for those scenarios in which workers are substituted,
thus no longer authorized. Lastly, the analysis of the suitability
of this approach to other behavioral traits is useful to assess the
widespread application of our approach. An implicit assumption
made in our study is that MP helps enforcing privacy [12, 59]. While
our focus here was on data minimisation and storage limitation, an
important future work is to precisely quantify the privacy provided
by MP.
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