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ABSTRACT

The establishment of automated image segmentation methods in medical imaging allows the analysis of very large
datasets. However, visual quality control (QC) of segmentation results is impractical in large datasets, hence
the need for automatic QC. In this paper, we introduce a novel automatic approach for QC of segmentation
results. We developed a QC deep learning model (referred to as QC model) that, for a given patient, predicts the
accuracy of the corresponding automatic segmentation (in our work the Dice score) provided by a deep learning
segmentation model (referred to as segmentation model) in the absence of a ground truth annotation. To train
the QC model, we introduce data augmentation by using the early epochs of the segmentation model. These
early epochs allow us to feed the training of the QC model with examples of poor segmentation. We applied
our approach to the QC of automatic segmentation of the choroid plexuses of the brain from MRI in controls
and patients with multiple sclerosis. However, the method is generic and could be used with any segmentation
model. The experiments showed that the proposed approach is very effective for predicting the segmentation
accuracy with a correlation coefficient of 0.92, an R? of 0.763, a mean absolute error (MAE) of 0.078, and a
mean squared error (MSE) of 0.009. Overall, this work shall provide a valuable tool for the automatic QC of
segmentation results.

Keywords: Automatic Segmentation, Quality Control, Quality Assessment, Data Augmentation, Deep Learning

1. INTRODUCTION

Deep-learning-based methods are the state of the art for medical image segmentation. Such automatic meth-
ods allow the processing of very large imaging databases of several thousands of subjects. Even though the
performances of the automatic segmentation models are remarkable, it remains necessary to perform quality
control (QC) of segmentation results in order to identify poor segmentations which can bias subsequent analyses.
However, visual QC is time-consuming and may thus be impractical for very large datasets. Therefore the need
for automatic QC methods.

1-4 5-20

In medical imaging, automatic QC can refer to controlling raw images,” * or post-processing results.
Here, we are concerned with the latter, more specifically segmentation results. Some methods for automatic QC
of segmentation results rely on the manual annotation of segmentation quality in a set of samples (e.g. label
them as ”pass/fail”). These manual QC annotations are then used to train the QC model. This method requires
manual labeling and suffers from a possible subjectivity of the annotator. Other approaches train a QC model
to predict a segmentation accuracy metric (for instance the Dice accuracy). This approach has been followed in
several studies. Non-exhaustively, methods include the registration of templates,”? the extraction of manually
defined features,"® and deep learning methods.® 19-12:15:16:19 Gych an approach has the advantage of predicting
a quality metric (e.g. the Dice accuracy) that is more informative than a simple ”pass/fail”. However, the
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training requires a large and diverse set of segmentation outputs together with manual segmentation ground
truth.

Another class of QC method includes reconstruction of labels using auto-encoder-like architectures.?! Such
methods take as input the labels and project them onto a ”correct” label space. This has the advantage of not
being restricted to a given metric used during training and thus the user can use any metric between the label
and the reconstructed pseudo-ground truth. These types of methods may however not be best-suited to objects
of interest that present highly variable spatial conformation between subjects and even between visits for the
same subject.

In this paper, we propose a new method for automatic QC of segmentation results in medical imaging.
To that purpose, we train a QC deep learning model (referred to as QC model) that predicts the accuracy
of the corresponding automatic segmentation provided by a deep learning segmentation model (referred to as
segmentation model). For training the model, we use a specific data augmentation technique that uses outputs
of early epochs from the segmentation model. We developed the method for QC of automatic segmentation of
the Choroid Plexuses (ChP),?? but this concept could be easily applied to other tasks.

2. METHODS
2.1 Dataset and segmentation model

For this study, we utilized a previously published segmentation model that segments the choroid plexuses of the
brain T1-weighted (T1w) from magnetic resonance imaging (MRI) scans?? (please refer to this paper for details
regarding the segmentation model). For the development of the model, we relied on data from 168 scans of
individuals diagnosed with multiple sclerosis (MS, N=97), subjects with a radiologically isolated syndrome (RIS,
N=27), and healthy controls (HC, N=44). The dataset was split at the subject level into three sets: training
(72 subjects), validation (19 subjects), and testing (77 subjects). In the present paper, we use the same split in
order to avoid data leakage.

2.2 Proposed automatic QC approach

Let us denote M., an automatic segmentation method, I an image to segment, S, = M,.4(I) the automatic
segmentation of that image, and S,, the manual segmentation (ground-truth). The quality of the automatic
segmentation is measured by comparison of S, and S, and denoted as Qg = score(Sy, Si,), with score being a
metric chosen by the user and relevant to the task (e.g. Dice coefficient, Jaccard index, Hausdorff distance, ...).
We aim at developing a model Mg¢, such that Mgc(1,S,) = Qs ~ Qg. For this task, we chose score to be the
Dice coefficient.

Let M, Ske’g be a segmentation model generated during the training of the segmentation algorithm such that

She=MEe(1

seg

) {kz €11,2,3,4,5] The cross-validation fold number (1)

e€[1,2,...,emaz] The training epoch

The optimal segmentation model is selected at the epoch e,y (in our case ey, = 400 and e,y = 200 for all
folds). We plotted the evolution of Qg as a function of the epoch for each fold. We selected 10 additional epochs
(within [0, eope[) of interest per fold to ensure variability of input Qg for the training of Mgc. For each subject,
one thus obtains: one image I, one manual segmentation S,,, and 5 x (10 + 1) = 55 automatic segmentations
S, (and therefore 55 scores Qg). Finally, images were randomly flipped along the coronal plane with a 50%
probability during training. To evaluate the effect of selecting additional epochs, we have performed training
only with Sy “o?* " denoted as without data augmentation (DA), as well as training with the full dataset.
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Figure 1. Model trained for predicting QC scores. Numbers above each convolution block represent the number of output
features. The number of inputs of block "fc1” is dependent on the size of the input.

2.3 Proposed method

The QC model is a simple convolutional neural network composed of 7 convolutional and 3 fully connected layers
(conv7fc3). Each convolutional layer (conv) is composed of a 3D convolution, batch normalization, and a ReLu.
The output of the last conv is flattened. Each fully connected layer (FC) is followed by a ReLu. The output
of the final FC is a single neuron. A schematic of the network is given in Figure 1. To avoid overfitting, we
implemented dropout with a 0.5 probability.

We have tested several loss functions for the training of the network of the following form:

Lo Mean Root Absolute Error (MRAEloss) if p =0.5
- Z lyi — 9:|” ¢ Mean Absolute Error (L1loss) ifp=1 (2)
i=1 Mean Squared Error (MSEloss) ifp=2

where:

n : Batch size
y; : True quality score of the i-th image-segmentation pair

y; : Predicted quality score of the i-th image-segmentation pair

2.4 Implementation details and training procedure

The experiments were conducted using PyTorch.?3 For optimization, we employed a weighted Adam optimizer?*

with an initial learning rate of 10~3. This learning rate was halved when the validation loss exhibited less than
10~* variation for an epoch, and further halving was restricted by a one-epoch cooldown period. The hardware
setup consisted of Nvidia Tesla V100 32Go graphics cards, which allowed the use of a batch size of 17. To manage
experiment tracking, visualization, and memory monitoring, we leveraged the Python package Weights&Biases.?®

We used the same data split as in our previous publication: training (72 subjects, 3960 image-segmentation
pairs), validation (19 subjects, 1045 pairs), and testing (77 subjects, 4235 pairs). During model training, two
phases were employed: 10 epochs with DA and 100 epochs without. All training procedures were carried out
using 5-fold cross-validation.

2.5 Performance evaluation

Performance was assessed using the mean absolute error (MAE), the mean square error (MSE), the coefficient of
determination (R2), and Pearson’s correlation coefficient (p). We plotted the true score Qg against the predicted
score Qs. We compared the results of the proposed method with data augmentation (DA) to those obtained
without DA. We also studied the influence of the loss. We further compared results to a trivial model which
consists in always predicting the average of the training set on the validation set (this model is created on the
DA dataset).



3. EXPERIMENTS AND RESULTS

Performances are reported in Table 1. Results are reported as mean + standard error. On the validation set,
the best performances are obtained with the models trained with DA, notably with L1loss and MSEloss, while
MRAEIloss showed poorer performances. All models trained without DA performed poorly, even worse than
the trivial model. Figure 2 shows the scatter plot of Qg against QS. On the test set, the performances of the
proposed approach remained very good (correlation of 0.92, MAE of 0.078) but were lower than on the validation
set.

Dataset Model Loss DA MAE MSE p R?
trivial - yes  0.165+0.004 0.040+0.002 - 0
conv7fc3 MRAEloss no 0.19240.005 0.06440.003 0.0561 -0.624
conv7fc3 L1loss no 0.190+0.005 0.063+0.003 0.056 -0.594

Validation conv7fc3 ~ MSEloss no 0.19440.005 0.066+0.003  0.022  -0.655
conv7fc3 ~ MRAEloss yes  0.106+0.002 0.015%0.000 0.9 0.625

conv7fc3 Llloss yes 0.0521+0.001 0.005+0.000 0.941 0.885
conv7fc3 ~ MSEloss yes  0.059£0.001 0.005£0.000 0.94 0.873
Test conv7fc3 Lilloss yes 0.078+0.001 0.009+0.000 0.920 0.763

Table 1. Performances of the different models on the validation and testing dataset on one fold. The best-performing
model is denoted in boldface. The last line corresponds to the performances of the model on the independent testing set.
For the trivial model, rho is not defined as it is a constant prediction of the mean. (DA: Data Augmentation; MAE:
Mean Absolute Error; MSE: Mean Squared Error; p: Pearson’s correlation coefficient; R?: Coefficient of determination)
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Figure 2. Scatter plot of Qs against Qs. The identity line is marked in black. Left panel: comparison of the different
approaches on the validation set. Right panel: evaluation of the proposed approach (conv7fc3 4+ Llloss + DA) on the
test set.

4. DISCUSSION

We proposed a new approach for automatic QC of deep-learning-based segmentation. To that purpose, we
used results from early epochs of the segmentation model for data augmentation, thereby providing a variety of
possible segmentation quality and therefore ground truth annotations.

Our best-performing model, trained with DA, with the L1loss, reached a high correlation coefficient (p = 0.92)
and coefficient of determination (R? = 0.763) indicating a strong relationship between predicted and true quality



scores. However, the performance was slightly lower than those obtained on the validation set. This requires
further investigation as it may indicate a slight overfitting of the validation set by trying different approaches
and losses. Nevertheless, the performance remained high and indicates that the proposed method can potentially
be useful for automatic QC of large datasets.
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