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Abstract

In this paper, we investigate how to improve the ro-
bustness of visual tracking methods with respect to generic
lighting changes. We propose a new approach to the direct
image alignment of either Lambertian or non-Lambertian
objects under shadows, inter-reflections, glints as well as
ambient, diffuse and specular reflections which may vary
in power, type, number and space. The method is based
on a proposed model of illumination changes together with
an appropriate geometric model of image motion. The pa-
rameters related to these models are obtained through an
efficient second-order optimization technique which mini-
mizes directly the intensity discrepancies. Comparison re-
sults with existing direct methods show significant improve-
ments in the tracking performance. Extensive experiments
confirm the robustness and reliability of our method.

1. Introduction

This work considers visual tracking as the problem of es-
timating the incremental transformations which align a ref-
erence image with successive frames of a video sequence.
This is a fundamental task to many applications and numer-
ous techniques exist in the literature. Generally, they can be
classified into feature-based and direct (appearance-based)
methods [10]. The former class extracts a sparse set of
salient features to compute an appropriate tensor which will
allow to perform the alignment. The latter uses directly the
intensity value of all pixels of interest. This work focuses
only on efficient direct visual tracking algorithms. Hence,
techniques which perform bundle adjustment are not con-
sidered here. Also, we consider applications where it is
not possible to execute an off-line learning stage, such as
in [6, 9]. Moreover, the solution to our problem must sup-
port all classes of image transformations up to perspective
deformations. Thus, the tracking technique proposed e.g. in
[5], although effective, is not sufficient since it provides up
to a similarity transformation.

Specifically, we tackle here an important issue to all
vision-based algorithms: the robustness to generic lighting

changes. Indeed, we address the efficient tracking of ei-
ther Lambertian or non-Lambertian objects under unknown
imaging conditions. To this end, a possible scheme to in-
crease the robustness to variable illumination is by perform-
ing a photometric normalization. For example, the images
may be normalized by using the mean and the standard
deviation. However, this method provides inferior perfor-
mance, especially when the inter-frame displacements (ge-
ometric and/or photometric) are large [1]. Another widely
used technique is to model the change in illumination as
an affine transformation, e.g. [1, 2, 8]. Despite the fact
that improved results are obtained, only global changes are
modeled and thus specular reflections, for example, are not
taken into consideration. A possible strategy to deal with
the specularities is to use a robust error function [7]. Nev-
ertheless, they are proved to be inefficient in the case of
appearance-based tracking [1]. The reasons are twofold.
First, in this case there is an ambiguity in the interpreta-
tion of the intensity differences between those caused by
motion and those caused by lighting changes [9]. For exam-
ple, strong differences caused by motion may be discarded
though weak differences (e.g. produced by shadows) may
be interpreted as motion. Secondly, they may discard im-
portant, pertinent information that could be easily modeled
and thus exploited. Hence, the convergence rate of the algo-
rithm is slowed down or, even worse, the tracking may fail.
On the other hand, those robust functions might be applied
to handle unknown occlusions since their realistic modeling
is difficult, if not impossible.

This work proposes a new direct visual tracking ap-
proach where the robustness to lighting changes is assured
by using a proposed model of illumination changes together
with an appropriate geometric model of image motion. The
former is generic: it does not require either the character-
istics of the light sources (e.g. number, power, pose), nor
about the reflectance properties of the surface. Also, the
model is devised such that the real-time constraint can be
respected. Furthermore, we extend the efficient second-
order minimization technique [3] to simultaneously obtain
the optimal global and local parameters related to those
models. Hence, large rates and domains of convergence
are achieved. In addition, it is computationally efficient



because the Hessians are never computed explicitly. As a
means to compare the method with existing ones, a planar
surface is considered in this work. Extensions to deal with
non-planar scenes, rigid or not, as well as with color images
can be made. Results are provided from real-world data
under ambient, diffuse and specular reflections which vary
in power, type, number and space. Another complication
that can arise concerns the occurrence of off-specular peaks
(glints) and inter-reflections. Results demonstrate that the
proposed approach also accommodates them without mak-
ing any additional change. For the experiments, representa-
tive sample surfaces were chosen which range from smooth
to rough, and including metal and dielectric objects. To the
authors’ knowledge, no existing efficient direct techniques
are capable of coping with such a challenging scenario, es-
pecially when the object is not near-Lambertian and/or large
displacements are carried out. Whenever a comparison was
indeed possible, the results show significant improvements
in the tracking performance.

2. Theoretical Background

2.1. Notations

Let I∗ denote the reference image and p = [u, v, 1]� ∈
P

2 pixel coordinates. In turn, I∗(p∗) denotes the image in-
tensity of a pixel p∗. The usual notations û, ũ, u, u′ to
represent respectively the estimate of a variable u, an incre-
ment to be found, an augmented version and a modified one
of u are also followed here.

2.2. Plane-based two-view geometry

Consider that an appropriate planar region R∗ ⊆ I∗ has
been defined. The coordinates of a pixel p∗ in R∗ are re-
lated to its corresponding p in the current image I by a
projective homography H. Thus, given H, it is possible to
define a warping function on the pixel coordinates:

w( · ;H) : P
2 �→ P

2; p∗ �→ p = w(p∗;H). (1)

This geometric relation was chosen since it defines the most
general class of projective transformations for planar ob-
jects, which include translations, rotations and affinities. It
has 8 degrees of freedom (since it is defined up to scale)
and can be parameterized in different ways. In [3], the con-
straint det(H) = 1, i.e. H ∈ SL(3), is imposed. This is
well-justified since det(H) = 0 occurs only in the degener-
ate case of the plane, i.e. when it is projected as a line.

2.3. Parameterizing incremental displacements

Let Ai, i = 1, 2, . . . , 8, be the canonical basis of the
Lie algebra sl(3) [11]. The basis are linearly independent
constant (3 × 3) matrices such that trace(Ai) = 0. Any
A∈sl(3) can be written as a linear combination of the Ai:

A(x) =
8∑

i=1

xiAi ∈ sl(3), (2)

where x = [x1, x2, . . . , x8]� ∈ R
8, and xi is the i-th ele-

ment of the base field. Such an algebra is related to its Lie
group SL(3) via the exponential map

exp : sl(3) �→ SL(3); A(x) �→ e(A(x)). (3)

Notice that det
(
e(A(x))

)
= etrace(A(x)) = 1. Furthermore,

the transformation (3) is smooth and one-to-one onto, with
a smooth inverse, within a very large neighborhood of 0 ∈
sl(3) and the identity element I3 ∈ SL(3).

2.4. The geometric direct visual tracking

This problem can be formulated as a search for the ge-
ometric parameters to warp all the pixels in the region
R∗ ⊆ I∗ so that their intensities match as closely as pos-
sible to their corresponding ones in I. These geometric pa-
rameters are encoded in H in the case of planar surfaces un-
der generic motion. For that, a non-linear minimization pro-
cedure has to be derived since the pixel intensity I(p) are,
in general, non-linear in p. A standard technique to solve
this problem consists in performing an expansion of the cost
function in Taylor series and after applying a necessary con-
dition of optimality. The solution of the obtained linear
least squares problem iteratively updates an initial guess
until convergence. Hence, given an estimate Ĥ of H, the
problem here is to find the optimal incremental H̃ = H(x̃)
through an iterative method which solves

min
ex∈R8

1
2

∑
p∗

i ∈R∗

[
I
(
w

(
p∗

i ; ĤH(x̃)
)) − I∗(p∗

i )
]2

. (4)

The update of the homography is then obtained within its
iterations through the exponential map (3):

Ĥ ←− ĤH(x̃) = Ĥ e(A(ex)). (5)

We remark that the resulting Ĥ is always in the group, and
no approximation is performed. Hence, the local parame-
terization (2) improves stability and accuracy. The conver-
gence to the optimal solution may be established when the
displacement is arbitrarily small, i.e. ‖x̃‖ < ε. This esti-
mate may then be used for initializing the same procedure
when a new image is available.

3. The Proposed Visual Tracking Approach

3.1. Modeling the illumination changes

According to major illumination models (e.g. Blinn-
Phong, Cook-Torrance), the luminance at a particular pixel
pi is due to diffuse, specular and ambient reflections:

I(pi; · ) = Id(pi; · ) + Is(pi; · ) + Ia, (6)

where each model has their own set of parameters. For ex-
ample, with the Blinn-Phong model Eq. (6) can be written

I(pi;π,F , kc,L, kdi, ksi,m) = Id(pi;π, kc,L, kdi) +
+ Is(pi;π,F , kc,L, ksi,m) + Ia, (7)



where the plane π is defined w.r.t. the camera frame F , L
comprises the set of light sources with unit direction vec-
tor and corresponding radiance (from a wavelength λ) from
the surface with Lambertian and specular albedos kdi(λ)
and ksi(λ), respectively. Also, kc denotes the camera gain,
while m is the specular exponent. In the case of the Cook-
Torrance model, other parameters include the Fresnel re-
flectance and the surface roughness.

For visual tracking purposes, however, the interest con-
cerns the recovery of which lighting variations has to be ap-
plied to the current image I (6) in order to obtain an image
I ′ whose illumination conditions are as closely as possible
to those at the time of acquiring I∗:

I ′(pi;αi, ηi, β) = αi Id(pi) + ηi Is(pi) + β, (8)

where αi, ηi, β ∈ R capture respectively the variations
caused by diffuse, specular and global lighting changes.
The latter also includes the shift in the camera bias. Notice
that the first two variations depend on the albedos of each
point on the surface, as well as its shape, the camera param-
eters and the imaging conditions. This is then a difficult,
computationally intensive problem where many images and
priors are required to consistently recover those parameters.
Indeed, two assumptions are commonly adopted by visual
tracking algorithms, e.g. [1, 2, 8]. The first assumption is
to consider that the surface is perfectly Lambertian so that
ηi = 0,∀pi, and consequently, I = Id. Secondly, they
assume that the entire surface holds exactly the same re-
flectance properties so that α = αi,∀pi. Although suited to
some applications, both assumptions are obviously violated
in many cases.

Since we do not make any assumption about either the
imaging conditions or about the materials, we propose to
reformulate the problem (8) so as to find an elementwise
multiplicative lighting variation Ĩ over the current I, and a
global β, such that I ′ matches as closely as possible to I∗:

I ′ = Ĩ · I + β. (9)

In any case, if only two images are concerned, we have an
observability problem if we consider that the intensity of
each pixel can change independently (more unknowns than
equations). To solve this problem, we suppose that Ĩ can be
modeled by a parametric surface Ĩ = f(pi;γ), ∀pi, where
the vector γ contains less parameters than the available
equations and varies with time. Then, one has to choose
an appropriate approximation of such a surface. We have
tested various techniques. First of all we have used Radial
Basis Functions (RBF) [4]. The surface can then be approx-
imated by using e.g. the thin-plate spline for defining φ(‖·‖)
and a first-degree polynomial:

Ĩ(pi;γ) ≈ [γq+1, γq+2, γq+3]�pi+
q∑

k=1

γk φ(‖pi − qk‖),
(10)

Figure 1. Discretized surface (represented by boxes) for approxi-
mating the lighting changes eI (colored).

where {qk}q
k=1 are the image points (called centers) that

can be selected on a regular grid or correspond to inter-
est points of the image. The side conditions can be easily
imposed by solving a linear system while the interpolation
conditions will be indirectly imposed by minimizing a sim-
ilarity measure. The use of RBFs allows to regularize the
surface but they may fail to accurately capture discontinu-
ities. Thus, we have also tested another suitable strategy
for dealing with discontinuous surfaces. In this case, Ĩ is
approximated by a discretized surface which evolves with
time:

Ĩ(pij ;γ) ≈
{

γj , ∀pij ∈ ∆Rj ,

0, otherwise,
(11)

where pij denotes the i-th pixel of the j-th subregion ∆Rj .
In practice, the image region R is discretized into n (∆u ×
∆v) blocks Bj , j = 1, 2, . . . , n, of sufficiently small size.
Thus, Eq. (11) satisfies∫∫

R
Ĩ(u, v) du dv ≈

n∑
j=1

Ĩ(pij ;γ) ∆u ∆v. (12)

See Fig. 1 for an illustration. This discretization amounts to
the reasonable assumption that the surface possesses piece-
wise similar reflectance properties. Nevertheless, the dis-
cretization exhibits important strengths. First, an accurate,
compact and computationally efficient representation of the
illumination changes is obtained. In fact, a piecewise linear
system in those parameters as well as a sparse Jacobian ma-
trix are both achieved (see Section 3.2). These are highly
desirable if frame-rate performance is a concern. Also, this
model allows the algorithm to operate without any a pri-
ori knowledge about the specific reflectance properties of
the materials as well as about the number, color, power and
the types of the light sources, including their pose in space.
Last, but not least it represents a generalization of the pre-
vious approaches where priors can be easily applied.

Saturations due to highlights and shadows. These par-
ticular effects are here interpreted as well-structured types
of occluders. This characterization justifies since, wherever



they are present, all information which are useful for track-
ing purposes are hidden. Moreover, they are well-structured
because a saturation pattern is exhibited either to the highest
or to the lowest intensity levels. Therefore, they can be fil-
tered suitably: one only needs to check whether or not those
homogeneous patterns appear in each warped image block.

3.2. The minimization procedure

Due to paper length restrictions, we present the frame-
work for the discretization case. A similar one can be de-
rived for the RBF case. Hence, using (11) and incorporating
the geometric parameters (1), Eq. (9) is then translated to

I ′(w(p∗
ij ;H); γj , β

)
= γj I

(
w(p∗

ij ;H)
)

+ β (13)

for the particular pixel p∗
ij . We remark that such a trans-

formation uses the set of parameters {H,γ, β}, which is
homeomorphic to a Lie group defined over SL(3) × R

n+1,
with γ = [γ1, γ2, . . . , γn]�. Given that the optimal solution
is found iteratively, Eq. (13) is then transformed into

I ′
ij = (γ̂j + γ̃j) I

(
w

(
p∗

ij ; ĤH(x̃)
))

+ β̂ + β̃, (14)

since the update rule for the photometric parameters is{
γ̂ ←− γ̂ + γ̃

β̂ ←− β̂ + β̃,
(15)

while the update rule for the geometric parameters is given
in (5). Therefore, injecting (14) into the original direct geo-
metric visual tracking problem (4), it is then translated to

min
θ∈R9+n

1
2

n∑
j=1

∑
p∗

ij∈B∗
j

[
I ′

ij − I∗(p∗
ij)︸ ︷︷ ︸

dij

]2

=
1
2

∥∥d(θ)
∥∥2

. (16)

Thus, our visual tracking system consists in estimating the

incremental parameters θ =
[
x̃�, γ̃�, β̃

]� ∈ R
9+n so

that ‖d(θ)‖ is minimized. In order to iteratively solve this
non-linear optimization problem, an expansion in Taylor se-
ries is firstly performed. For that, another key technique to
achieve nice convergence properties and higher accuracy of
the tracker is to perform an efficient second-order approxi-
mation of d(θ) [3]. It is computationally efficient because
the Hessians are never computed explicitly. Indeed, it can
be shown that, neglecting the third-order remainder, such an
approximation of d(θ) around θ = 0 is given by

d(θ) = d(0) + 1
2

(
J(0) + J(θ)

)
θ. (17)

The Jacobians can be found in [3] where this approximation
was used to solve the problem (4). Here, we extend such a
technique to estimate the illumination parameters.

Consider the j-th image block. The current Jacobian
J(0) can be written as

J(0) =
[
Jx(0),Jγ(0),Jβ

]
=

[
γ̂ JIJwJX(0), I, 1

]
(18)
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Figure 2. Processing time/iteration for a non-optimized imple-
mentation of our method in C.

by applying the chain rule. In this case, JI is the image
gradient of I, Jw is the Jacobian due to a pixel warping and
JX(0) is the derivative of the warping w.r.t. its parameteri-
zation. Correspondingly, the Jacobian J(θ) is

J(θ)=
[
Jx(θ),Jγ(θ),Jβ

]
=

[
γ̂ JI∗JwJX(θ), I∗, 1

]
. (19)

Then, applying a necessary condition for θ = θ◦ to be an
extremum of (16) gives

1
2

(
J(0) + J(θ◦)

)
θ◦ = −d(0). (20)

This is not a linear system in θ◦ because of J(θ◦). How-
ever, due to the suitable parameterization of the homog-
raphy, the left-invariance property of the vector fields on
SL(3) [11] is exploited. Therefore, JX(θ◦)θ◦ = JX(0)θ◦

and the left hand side of (20) can be written

J′ θ◦ = 1
2

[
γ̂ (JI + JI∗)JwJX(0), I + I∗, 2

]
θ◦. (21)

As a result, the following linear system is obtained:

J
′
θ◦ = −d(0), (22)

whose solution1 θ◦ updates iteratively the parameters un-
til convergence. The augmented J

′
is obtained by stacking

appropriately each J′
j = J′ given in (21), in order to take

into consideration all image blocks, j = 1, 2, . . . , n. The
matrix J

′
is then sparse in the columns corresponding to γ.

As stated, the Hessians were never computed explicitly.

4. Experimental Results

First of all, we emphasize that the proposed algorithm
does not require any off-line training phase and also that
bundle adjustment is not performed in any case. In the se-
quel, the photometric error is defined as the RMS of the
difference image between I ′ and I∗.

To the authors’ knowledge, the existing efficient di-
rect image alignment techniques tackle essentially affine
lighting variations. In order to show the generality of
the proposed method we compared it with DIRT [2],

1obtained in the least-squares sense by solving its normal equations

J
′�

J
′
θ◦ = −J

′�
d(0).



which is designed for that particular context. The non-
optimized implementation of our method in C runs at about
2.4ms/iteration for an image region of 100 × 100 and for
this affine case (10 parameters to be estimated). See Fig. 2
for the processing times when varying those parameters.
These timings are obtained, as for all the results presented
in this paper, without applying any filtering technique (e.g.
coarse-to-fine strategy, Kalman filter, etc.). The comparison
results of an image registration task is shown in Fig. 3. The
two images to be aligned present a large displacement in
the geometric and photometric parameters, and is adequate
to illustrate the improvements gained by the method. Two
conclusions can be drawn directly. First, the error obtained
by the our technique is always smaller through iterations.
Second, the DIRT got stuck in a local minimum and thus
it obtained a higher error at the convergence. With respect
to other existing strategies, it is showed in [2] the improve-
ments w.r.t. the well-known Simultaneous Inverse Compo-
sitional (SIC) [1]. The strategy [8] did not converge after
100 iterations and was not included in the figure.
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Figure 3. Results of an image alignment task where there are only
affine lighting variations. Only the reference image is shown.

With respect to arbitrary illumination changes, we have
used the algorithm on several real-world sequences. We re-
port the results from 5 representative sample videos (they
are all submitted as supplemental material). See Figs. 4–8.
We tested both the discretization approximation and by us-
ing a RBF. The obtained results are similar. However, the
former is more adequate to real-time systems since it yields
a sparse Jacobian matrix. We have set for all the experi-
ments ε = 10−7 and image blocks of size 50×50, whose pa-
rameter can be viewed as a compromise between modeling
error and computational complexity. The video sequences
present severe changes in ambient, diffuse and specular re-
flections as well as shadows, inter-reflections and glints. In
addition, it comprises large geometric displacements and
surfaces with unknown reflectance properties. The surfaces
ranged from smooth to rough, and including metal and di-
electric objects. The unknown light sources are varied in
power, type, number and moved in space. Some statistical
measures obtained by applying our method to those difficult
sequences are given in Fig. 9. To the authors’ knowledge,
no existing efficient direct techniques are capable of coping
with those challenging scenarios, especially when the ob-
ject is not near-Lambertian and/or large displacements are
carried out. In all case, we tried DIRT, SIC and [8] but they
have failed. This includes their variants, e.g. by performing

a photometric normalization with/or a robust error function
(a M-estimator). In fact, the experiments showed that, when
the latter function leads to a convergence for a given image,
it takes at least 2 times more iterations.
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Figure 9. The median error obtained and number of iterations
taken by our method for such challenging video sequences.

5. Conclusions

We have presented a new image alignment algorithm to
cope with generic illumination changes. Neither the char-
acteristics of the light sources (e.g. number, power, pose)
nor about the reflectance properties of the surface (which
can be non-Lambertian) are required. We model the light-
ing changes as a surface which evolves with time. We have
tested two methods for approximating this surface and sim-
ilar results were obtained. An efficient second-order opti-
mization procedure is then applied to jointly obtain the pho-
tometric and geometric parameters. Hence, the object may
undergo large displacements and the algorithm does not get
stuck in irrelevant minima. Extensive experiments confirm
the robustness and reliability of our method.
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Figure 4. Video 1: (Top) Visual tracking under variable specular reflections produced by a line source, albeit no assumption about its type
is made. (Bottom) The reconstructed surface corresponds to the lighting changes for each image. The first three surfaces are obtained if
the discretization is applied whilst the last two are obtained if a RBF is used instead. Similar results are obtained for the other videos.

Figure 5. Video 2: Visual tracking under variable illumination produced by different types of light sources and shadows. Notice also the
irregular specular reflection.

Figure 6. Video 3: Sequence with large surface obliquity and instantaneous changes in lighting. During the visual tracking a large part of
the region is occluded by the highlight.

Figure 7. Video 4: Visual tracking under severe specular reflections produced by an unknown number of light sources. The sources as well
as the surface perform unknown motions in space.

Figure 8. Video 5: A metallic box is tracked under large changes in rotation and scale while experiencing high specular reflections.


