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Abstract
This report examines methods for integrating an extended discourse con-

text in machine translation, focusing on neural translation methods. Machine
translation systems generally translate each sentence independently of its
neighbors, which yields systematic errors resulting from a limited discourse
context. Therefore, various approaches have been proposed to incorporate
cross-sentential context, mostly based on the predominant Transformer ar-
chitecture. Recently, the introduction of large language models (LLMs) also
created novel opportunities to process long-range dependencies, inspiring sev-
eral context-aware machine translation approaches. We present the challenges
of translating long inputs, then investigate encoder-decoder architectures and
LLM-based approaches, with a brief overview of efficient transformer imple-
mentations as a common background. Furthermore, we also discuss strate-
gies to extend other NLP tasks to a longer context, and list recently available
open-source document-level parallel corpus for future exploration. We con-
clude with a summary of current work and the main research directions.

Résumé

Ce rapport étudie les méthodes visant à intégrer un contexte discursif étendu
en traduction automatique (TA), en se focalisant sur les méthodes de tra-
duction neuronales. Les systèmes de traduction automatique traduisent en
général chaque phrase indépendemment de ses voisines, ce qui entraîne des er-
reurs systématiques qui résultent d’un contexte discursif trop étroit. Diverses
approches ont été proposées pour intégrer le contexte au-delà de la phrase
courante, en s’appuyant sur l’architecture transformeur, qui est l’architecture
prédominante en TA. Récemment, l’introduction de grands modèles de langue
(LLM) a également créé de nouvelles opportunités pour traiter les dépen-
dances à longue portée, donnant lieu à la formulation d’approches holistiques
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de la traduction, qui prennent en compte un contexte étendu. Nous discu-
tons des défis que pose la traduction de longs documents, avant de présenter
les méthodes proposées pour les architectures encodeurs-décodeurs et les ap-
proches à base de LLM, avec un bref aperçu des implémentations efficaces
pour les transformeurs, qui subsubmment ces deux types de modèles. En com-
plément, nous considérons également des stratégies d’extension de la fênetre
du contexte pour d’autres tâches de TAL; nous avons également listé des cor-
pus de documents parallèles récemment disponibles en source ouverte, pour
une exploration future. Nous concluons par un résumé des travaux actuels et
des principales directions de recherche.
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1 Introduction

Neural machine translation (NMT) has experienced remarkable progress at the sentence
level with the adoption of the Transformer architecture [Vaswani et al., 2017]. Yet,
human evaluations continue to demonstrate the superiority of human translations, as
long as they can access the translation of a longer context, or even that of the entire
document [Läubli et al., 2018]. This is because sentence-level MT (SLMT) is, by design,
unable to handle certain linguistic issues.

Discourse-level issues in Machine Translation With only intra-sentence information,
sentence-level neural machine translation models cannot correctly handle certain dis-
course phenomena, such as the resolution of anaphoric references, formality, consistency,
and coherence issues, which all require a long-term context [Bawden et al., 2018, Voita
et al., 2019b, Maruf et al., 2019].
We list below the most discussed context-aware discourse issues to provide the reader

with the necessary linguistic background information. More informative and comprehen-
sive presentations are given in, e.g. [Joty et al., 2017, Popescu-Belis, 2019, Zhang, 2020,
Abdul Rauf and Yvon, 2020].

1. anaphora and coreference refers to the process of establishing connections be-
tween references of the same entity. For example, in the case of anaphoric pronouns:

Mary will join us for dinner, if she is in town.

2. deixis are referential expressions, whose interpretation in an utterance depends on
extra-linguistic factors, such as a specific time, place, or person in context.

3. ellipsis is the omission of one or more words from a clause that are nevertheless
understood in the context of the sentence. For example, “You might do it, but I
won’t (do it)”.

4. lexical consistency describes the logical alignment and uniformity of terms and
entities within a text. It ensures that the information presented does not contradict
itself and maintains a stable tone and style throughout. Other important cohesion-
building devices are repetitions, collocations, tense or pronoun use, etc.

5. word sense disambiguation (WSD) deals with the determination of a correct
meaning or sense of an expression in a given context [Agirre and Stevenson, 2022].
It is usually associated with discourse phenomena, as lexical ambiguities within a
document need to be resolved in a mutually consistent manner, participating also
in the building of a cohesive text.

6. discourse connectives are the cohesive markers that join clauses in texts and
indicate discourse relations between adjacent spans. These include words such as:
“although”, “while”, “however”, “since”, “for example”, etc. [Meyer and Webber,
2013]. Correctly translating connectives is key to making the target text fluid and
logically coherent.
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Extended Contexts: Local and Global Definitions The issues listed above are diverse,
both in their frequency of occurrence and in the severity of associated translation er-
rors. Another key distinction is between their spread: some can usually be resolved by
enlarging the sentential context with a couple of preceding or following sentences: this
is, for instance, the case of co-references. Others will require a more global view, as, for
instance, lexical consistency issues. This distinction is however not always made in the
literature, where the “document” in “document-level MT” sometimes refers to a handful
of consecutive sentences, whose size is chosen on linguistics, or computational ground1

Abdul Rauf and Yvon, 2020, tab. 7; Deutsch et al., 2023, Castilho and Knowles, 2024).
To clarify this ambiguity, we will make sure to distinguish between Context-Aware MT 2

(CAMT) to refer to methods that handle a local context and genuine Document-Level
MT (DLMT) when a global document context is considered.3

Contextualizing machine translation with inter-sentence context thus is necessary to
boost machine translation quality, but tricky to deal with, because of the noise in ex-
tended contexts and the complexity of handling long input and output sequences. Differ-
ent discourse phenomena can have diverse distributions across different languages, and
they are usually sparse in data [Lupo et al., 2022a, Jin et al., 2023]. This means that
including a larger context may also introduce noise and distract the attention mechanism
of sentence-level NMT models. This is because enlarging the context has the effect of
spreading the attention weights of the current target token throughout the full context
rather than within the current sentence.
Another source of inefficiency stems from the self-attention mechanism itself, the com-

putation of which has quadratic complexity, making it very costly for long sequences.
Even though a wide range of efficient transformers have been proposed to tackle this
problem (see the review of Tay et al. [2023b]), none of them can significantly go beyond
the original transformer in terms of both quality and speed [Tay et al., 2021]. This is
not the sole consequence of processing larger contexts: it also implies smaller batch sizes
and a reduced number of gradient updates. When generating the target texts, the beam
search procedure also has to consider longer branches [Herold and Ney, 2023b]. Finally,
if the past and future context of current sentences are not efficiently incorporated, this
may lead to problems related to search error and label bias [Stahlberg and Byrne, 2019].

1E.g. limiting the context window to some arbitrary maximal size to reduce the memory footprint or
the processing complexity.

2We assume here that all context is textual, which is a gross approximation, as in principle the context
could include many other sources of (useful) information, such as the domain and style of the source
text, the identity or intent of the writer, etc. We also reckon that DLMT could be seen as a special
case of CAMT, with ’context’ encompassing both local and global information. We use Extended
Context for this, and implicitly assume that CAMT uses only local context.

3A convenient way to formalize this is as follows: assuming x = 𝑥1 . . . 𝑥𝐼 and y = 𝑦1 . . . 𝑦𝐽 are the source
and target sentences, the conditional distribution can be factorized as 𝑃 (y|x) =

∏︀
𝑗 𝑃 (𝑦𝑗 |𝑦<𝑗 ,x).

CAMT will typically make additional hypotheses to simplify each term in this product, assuming
local dependencies, while DLMT tackles the generic problem. Note that the former approach typically
assumes one-to-one correspondences between source and target sentences (and also 𝐼 = 𝐽), making
it possible to simplify as 𝑃 (𝑦𝑗 |𝑦<𝑗 ,x) as e.g. 𝑃 (𝑦𝑖|𝑦𝑖, 𝑠𝑥−1, 𝑡𝑥−1). DLMT makes no such assumption
and can handle arbitrary cases of many-to-one correspondences.
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Organisation of the report A wide range of research is actively conducted in this sub-
field to explore efficient approaches that improve NMT with very long contexts. Recently,
the introduction of Large Language Models (LLMs) also opens new opportunities to bet-
ter translate extended context, with the prospect of even handling. In this survey, we aim
to investigate findings and approaches regarding machine translation with such longer
contexts. In Section 2, we analyze and discuss the challenges associated with long-context
MT. We then summarize current approaches proposed in the literature, encompassing
traditional encoder-decoder methods (Section 3) as well as LLM-based techniques (Sec-
tion 4). Additionally, we present other related and insightful explorations to deal with
long-range dependencies in Section 5, even though they have not been extensively tested
on translation tasks.

Evaluating DLMT Our focus in this report is on translation techniques, yet, before
beginning this overview, it is worth emphasizing the importance of document-level /
context-aware metrics for DLMT and their advancement. Adequate context-aware met-
rics are crucial to assess the effectiveness of novel methods in DLMT, and to indicate the
correct direction for follow-up research. However, traditional automatic metrics such as
BLEU [Papineni et al., 2002] and COMET [Rei et al., 2020] are not sensitive to discourse
phenomena [Bawden et al., 2018, He et al., 2023]. The most common alternatives, which
use contrastive test suites ([Guillou and Hardmeier, 2016, Müller et al., 2018, Popescu-
Belis, 2019], inter alia) usually evaluate one specific phenomenon in a fixed language pair.
The development of such test suites is also an expensive process.
Several new context-aware automatic metrics have been introduced [Jin et al., 2023,

Castilho and Knowles, 2024], such as CXMI [Fernandes et al., 2021], BlonDe [Jiang et al.,
2022], MuDA [Fernandes et al., 2023], X-COMET [Guerreiro et al., 2023]. In addition,
Vernikos et al. [2022] proposed a method based on cross-sentential contextual embeddings
to convert pre-trained metrics, such as COMET and BERTScore [Zhang et al., 2020] into
document-Level metrics. Nevertheless, it seems that the community is still lacking well-
recognized benchmarks and metrics to use in their evaluation. Another direction is to
examine different factors that influence the translation quality of DLMT. For instance,
the relative impact of the past and future context [Agrawal et al., 2018], the degradation
of BLEU scores associated with the translation of longer inputs [Neishi and Yoshinaga,
2019, Bao et al., 2021, Li et al., 2022], the actual utility of correctly integrating context
information in DLMT [Yin et al., 2021, Mohammed and Niculae, 2024], etc. A more
complete review of evaluation issues for DLMT is in a companion report [Dahan et al.,
2024].

2 Challenges of Extended Contexts in NMT

Machine translation models compute the probability of appropriate target translations
given the source text. Let 𝑥𝑖 and 𝑦𝑗 respectively denote the 𝑖𝑡ℎ source sentence (resp.
the 𝑗𝑡ℎ target sentence. The translation of a document x = 𝑥1 · · ·𝑥𝑇 of 𝑇 sentences into
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y is modeled through:

𝑃 (𝑦|𝑥) =

∑︀𝑇
𝑡=1 𝐿𝑡∏︁
𝑙=1

𝑃 (𝑦𝑙|𝑦<𝑙,𝑥)

=
𝑇∏︁
𝑡=1

𝐿𝑡∏︁
𝑙=1

𝑃 (𝑦𝑓(𝑡,𝑙)|𝑦<𝑓(𝑡,𝑙),𝑥),

(1)

where 𝐿𝑡 is the length of the sentence 𝑦𝑡, and 𝑓(𝑡, 𝑙) defined as:

𝑓(𝑡, 𝑙) = (
𝑡−1∑︁
𝑖=0

𝐿𝑖) + 𝑙, with 𝐿0 = 0 (2)

denotes the index of the current token in the document.
Sentence-level NMT systems usually assume that sentences are conditionally inde-

pendent and that the source and target sentences stand in one-to-one correspondences,
simplifying the problem as:

𝑃 (𝑦1 · · · 𝑦𝑇 |𝑥) =
𝑇∏︁
𝑡=1

𝐿𝑡∏︁
𝑙=1

𝑃 (𝑦𝑡,𝑙|𝑦<𝑙, 𝑥𝑡). (3)

These assumptions are unrealistic, as sentences in a document depend on each other to
convey a coherent message. Furthermore, multiple discourse phenomena require contex-
tual information from surrounding sentences or even from the full document.
Following Sun et al. [2022], we call Doc2Doc the holistic translation of an input docu-

ment as expressed in equation (1), where the model output corresponds to the entire input
document.4 This contrasts with Sent2Sent, where the model outputs the translation of
isolated input sentences. An intermediate design is Doc2Sent, where the model inputs a
complete block (typically consisting of a fixed-sized window of past sentences) and only
retains the translation of one single sentence (typically the last one) – referred to as
focal sentence – in the extended output. Doc2Sent remains sentence-based and needs to
keep track of sentence boundaries to prepare and post-process translation blocks. Many
implementations or variants of Doc2Sent, depending on the content of the block (from
a pair of sentences to the full document), as well as the number and position of focal
sentences. When the same sentence is translated in several blocks, a post-processing
step can be used to reconcile the corresponding outputs. Finally note that Doc2Sent is
highly inefficient, as the encoding (and decoding) of large blocks is repeatedly performed
to translate only a much small part. Formally, Doc2Sent relies on the specification of
Block(x,y, 𝑡, 𝑙, ) which computes the context block for token (𝑡, 𝑙):5

4We choose the term Doc2Doc to remain consistent with previous studies. Holistic translation may
apply to smaller portions of an input text, such as a chapter, a section, a paragraph, or even a
fixed-size block. When necessary, we will update the terminology accordingly, using terms such as
Sec2Sec, Par2Par, or Block2Block.

5It is custom, but not necessary, to keep Block(𝑡, 𝑙) constant with a sentence. Likewise, it is customary,
to restrict the target context to past sentences - making the generation process autoregressive.
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𝑃 (𝑦1 · · · 𝑦𝑇 |𝑥) =
𝑇∏︁
𝑡=1

𝐿𝑡∏︁
𝑙=1

𝑃 (𝑦𝑡,𝑙|Block(x,y, 𝑡, 𝑙, )). (4)

Doc2Doc is conceptually simple, yet it introduces multiple changes compared to the
reference situation where each sentence is encoded and decoded separately from the
others, as in equation (3). We recap below the main differences between Doc2Doc and the
alternatives for encoder-decoder architecture, bearing in mind that the same observations
apply to approaches based on LLMs, when used for translation purposes [Wang et al.,
2023a, Karpinska and Iyyer, 2023]. In particular, translating documents holistically
means:

• the encoder views the entire source document x, composed of 𝑇 sentences x =
(𝑥1 . . . 𝑥𝑇 ), as one long sequence, with or without prior identification of sentence
boundaries;

• to generate the 𝑙𝑡ℎ target sentence, the decoder has access to x as well as to all
previously translated target sentences 𝑦<𝑙 = 𝑡1 . . . 𝑦𝑙−1. Note that for Doc2Doc, 𝑦𝑙
does not necessarily translate 𝑥𝑙.

These changes have a number of consequences, some positive (1), others negative (2-6):

1. using more complete source and target contexts gives access to more information
and longer dependencies, helping lexical disambiguation, consistency and pronom-
inal references.

2. the sequences to be processed are longer, resulting in a computational overhead, as
the attention in the encoder and decoder is quadratic with respect to the length of
the sequence attended to [Tay et al., 2023b].

3. attention weights are “diluted” because of a greater number of tokens in longer in-
puts [Herold and Ney, 2023a]. Yet, at each time step, the inference procedure needs
to keep enough attention on the input part that is being translated, as information
in this “local” context is much denser than in the global context. The same holds
for Doc2Sent models, even though explicitly locating sentence boundaries in the
input and output can help this process.

4. when decoding the tokens corresponding to source sentence 𝑥𝑙, the decoder can no
longer rely on an explicit alignment between sentences and therefore need to only
rely on the cross-attention. This amounts to computing a word alignment over
the entire source document x, a difficult process, given that word alignments are
usually less intuitive than sentence alignments. This effect is analyzed in particular
by Bao et al. [2021]. Again, this issue also exists, albeit in a less acute form, for
Doc2Sent approaches.
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5. decoding longer sequences increases the impact of search errors and of exposure
bias. Recall that the latter is due to the fact that model training only considers
correct target contexts (𝑡<𝑙), while during inference this context may be incorrect
[Ranzato et al., 2016, Mihaylova and Martins, 2019]. Decoding longer sequences
also reduces the diversity of hypotheses represented in the beam search.

6. beam search is more difficult. The risk is also to exacerbate problems linked to the
length of texts to be translated [Koehn and Knowles, 2017, Stahlberg and Byrne,
2019].

7. the generated sentences are no longer necessarily in one-to-one correspondence with
the source sentences, which complicates, or even obtrudes, the computation of
conventional metrics designed for parallel sentences.

In the next section, we discuss how these challenges are handled in the framework
of standard sequence-to-sequence architectures. We start with attempts to improve the
computation performed by self-attention layers (issue #2). Transition (1)

3 Long Contexts in Encoder-Decoder Models

The Transformer architecture of Vaswani et al. [2017] has become predominant in the
machine translation field. However, the attention mechanism of the vanilla Transformer
suffers from a quadratic complexity, which limits the model’s capacity to process long-
range dependencies embedded in long, concatenated input. Diverse approaches have been
proposed to construct more efficient transformers, and have inspired work in DMT. To
provide a comprehensive overview, we begin by providing some background by briefly
review efficient transformers in Section 3.1, as these improvements can in fact benefit all
approaches having to handle long contexts.
An essential direction involves adapting the model’s architecture to facilitate more

effective context use (Section 3.2). This bit is more for Doc2Sent) (2).
In addition to architecture adaptation, meaningful novel methods relative to data

augmentation and training strategies have also been proposed. We summarize them
respectively in Sections 3.3 and 3.4.

3.1 Efficient transformers

Vanilla Transformer The Transformer [Vaswani et al., 2017] model is designed to op-
timize the transformation of context-free lexical embeddings into contextual representa-
tions: each computation layer recombines all the input representations in a succession of
two main operations, consisting of the self-attention mechanism and the transforma-
tion through a position-wise fully connected feed-forward network, to yield the input for
the next layer.
Given a sequence of 𝑛 tokens represented as a list of vectors x = (𝑥1, . . . , 𝑥𝑛) ∈

𝑅𝑛×𝑑𝑚 Notation change - fix this (3), with 𝑑𝑚 the embedding dimension, the attention mech-
anism computes a similarity between each input 𝑥𝑖 and all the other inputs 𝑥𝑗 in 𝑋 in a
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weight matrix 𝛼 ∈ 𝑅𝑛×𝑛, such that higher weight values represent stronger dependencies.
Once normalized in 𝛼, these coefficients are used to compute the updated representa-
tion 𝑥*𝑖 =

∑︀
𝑗 𝛼𝑖𝑥𝑗 , which will then be added to 𝑥𝑖, normalized, and passed through the

feed-forward layer with ReLU activation before being propagated to the upper layers.
Multi-head attention can also be applied to jointly attend to information from different

representation subspaces. This strategy trains 𝐻 attention heads in parallel, controlled
by 𝛼ℎ with ℎ = 1 . . . 𝐻, and concatenates them. In other words, 𝛼ℎ is computed during
back-propagation at each epoch to update weights simultaneously for each position and
each head. It involves three parameter matrices: the query (𝑄), key (𝐾), and value (𝑉 )
matrices Fix presentation (4), as described in equations (5) and (6): boldface when needed (5)

Attention(𝑄,𝐾, 𝑉 ) = softmax(
𝑄𝐾𝑇

√
𝑑𝑘

)𝑉 (5)

MultiHead(𝑄,𝐾, 𝑉 ) = Concat(𝛼1, . . . , 𝛼𝐻)𝑊𝑂

with 𝛼ℎ = Attention(𝑄𝑊𝑄
ℎ ,𝐾𝑊𝐾

ℎ , 𝑉 𝑊 𝑉
ℎ )

(6)

where𝑄,𝐾 ∈ 𝑅𝑛×𝑑𝑘 and 𝑉 ∈ 𝑅𝑛×𝑑𝑣 , usually 𝑑𝑘 = 𝑑𝑣 is taken. For the rest of this section,
we use 𝑑 to denote both 𝑑𝑘 and 𝑑𝑣. 𝑄𝐾𝑇 ∈ 𝑅𝑛×𝑛 is a dot product that measures the
similarity between queries and keys. This computation has quadratic complexity for
both time and space with respect to 𝑛, limiting the processing of input of long sequences.
This is the main obstacle to enlarging the transformer context to enable the process of
long-range dependencies.
Therefore, a series of efficient Transformers have been developed to reduce the space

and time complexity. They roughly fall into three categories: linear approximation,
sparse attention and other adaptation in model components, along with general efficiency
techniques such as parameter sharing. Please refer to [Tay et al., 2023a] for a more
comprehensive and detailed overview of this topic.

Linear approximations Approaches employing linear approximation aim to approxi-
mate Equation (5) with linear or logarithmic complexity. For example, Linformer [Wang
et al., 2020] is based on the observation that the computation of 𝛼ℎ can be approximated
by the product of two low-rank matrices. These low-rank matrices can be obtained
by introducing two random matrices 𝐸ℎ, 𝐹ℎ ∈ R𝑛×𝑆 for each head ℎ, used to project
𝐾𝑊𝐾

ℎ , 𝑉 𝑊 𝑉
ℎ from dimension 𝑛× 𝑑 to 𝑛× 𝑆 (cf. Equation (7)). As a result, the term in

the softmax outputs an 𝑛× 𝑆 matrix (instead of 𝑛× 𝑑).

𝛼ℎ = Attention(𝑄𝑊𝑄
ℎ , 𝐸ℎ𝐾𝑊𝐾

ℎ , 𝐹ℎ𝑉𝑊 𝑉
ℎ )

= softmax(
𝑄𝑊𝑄

ℎ (𝐸ℎ𝐾𝑊𝐾
ℎ )𝑇√

𝑑
)× 𝐹ℎ𝑉𝑊 𝑉

ℎ

By choosing 𝑛 ≫ 𝑆, we get the expected complexity reduction, at almost zero cost
in terms of performance. The authors also show that some parameter sharing, such as
sharing the projection matrices across layers, can also speed up the computation without
harming performance too much.
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(a) random attention (b) window attention (c) global attention (d) BigBird

Figure 1: The sparse attention mechanism of Bigbird. White color indicates absence of
attention, Figure extracted from [Zaheer et al., 2020]

.

Sparse attention The main idea of sparse attention approaches is to reduce the number
of effective (non-zero) coefficients in 𝛼ℎ that need to be taken into consideration. One
specific way to proceed is to reduce the number of neighbors of each token to a fixed
size. Liu* et al. [2018] first restricts the attention computation to blocks of a limited
size. This means that the representation of a token only recombines the representation of
tokens within the same block. This reduces the contextualization of token representations
but also creates boundary effects between blocks. An alternative (Memory compressed
attention) that is explored in the same work uses strided convolutions to reduce the
number of neighbors while preserving access to the global context. Boundary effects can
also be avoided by considering neighbors in a sliding window of 𝑆 tokens, as shown in
Figure 1b, which means that only the near-diagonal terms of the attention matrix will
be computed. Although the context is localized in the lower layers, it still remains global
at the upper layers as the influence of more remote tokens propagates in the network. A
further trick is to “dilate” these local contexts to speed up the diffusion in the network.
To preserve the overall performance, a critical aspect is to make sure that a restricted
number of positions still keep a global view over the full input, meaning that they attend
to (and are attended to) by all positions (cf. Figure 1c). These positions can be described
as performing local summaries that are propagated through the entire network.
A typical example that generalizes these ideas is BigBird [Zaheer et al., 2020]. As

shown in Figure 1, BigBird combines not only the sliding window and global token
attention but also a random attention pattern such that each query attends to 𝑟 random
keys. The authors show that these random neighbors help speed up the “diffusion” of
information amongst tokens. Other models in this category are the Sparse Transformer
[Child et al., 2019], Longformer [Beltagy et al., 2020], ETC [Ainslie et al., 2020] and
Unlimiformer [Bertsch et al., 2023]. These methods are also employed in several LLMs,
such as GPT-3 [Brown et al., 2020] and Mistral [Jiang et al., 2023a]. In addition, Correia
et al. [2019] replaced the costly softmax operator by the less costly sparsemax [Niculae
and Blondel, 2017], to enforce attention sparsity and speed up the computation without
having to set a meta-parameter.
In Reformer [Kitaev et al., 2020], locally-sensitive hashing (LSH) is used to identify

the most significant terms in the summation implied by the dot product 𝑄𝐾𝑇 (corre-
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sponding to the most similar neighbors), thereby yielding sparse attention matrices and
computational gains.

Others Regarding other adaptations to the network design, some representative archi-
tectures are FLASH [Hua et al., 2022] and MEGA [Ma et al., 2023].
FLASH, the abbreviation for Fast Linear Attention with a Single Head, proposes the

Gated Attention Unit (GAU) structure to replace the multi-head self-attention layer. The
GAU contains a single attention head, replacing the softmax in equation (5) with the
more efficient ReLU2 and applying a learnable relative position bias. Done: Explain this (6)

It therefore contains fewer parameters than multi-head attention, while keeping a compa-
rable level of performance. Since the complexity of GAU is still quadratic (𝑂(𝑛2)), mixed
chunk attention is used to approximate GAU with a 𝑂(𝑛) complexity. This approach
first groups tokens into chunks then uses precise quadratic attention in GAU within a
chunk to compute local attention and fast linear attention 𝑄(𝐾𝑇𝑉 ) across chunks to
capture global long-range interactions.
Ma et al. [2023] introduced the Moving average Equipped Gated Attention (MEGA)

mechanism. Inspired by the Exponential Moving Average (EMA) approach, which con-
trols the influence of past time steps by a weighting factor that decreases exponentially,
MEGA encodes contextual information through EMA, thereby prioritizing the local con-
text (i.e. recent time steps, see Ma et al. [2023, fig. 1]). It also applies a reset gate and
an update gate dedicated to the context, to control the impact of contextual informa-
tion when computing the final output of each MEGA layer. In addition, the authors
compute the attention mechanism using GAUs, and they add to the scaled dot product
a relative positional bias. They further approximate ReLU2 by a Laplace function be-
cause the unbounded values of ReLU2 and its gradient lead to unstable model training.
MEGA shows competitive performance on Long Range Arena benchmark [Tay et al.,
2021]. DONE: Explain this (7) The same authors further proposed MEGA-chunk, which ap-
plies attention to each local chunk of a fixed length, yielding a linear complexity instead
of the quadratic complexity in the original setting. In theory, the effective context can go
beyond the chunk boundary, as the EMA sub-layer captures local contextual information
near each token and propagates this information to the next layers.

DONE: voir future work S4, Mamba, maybe ? (8)

3.2 Architecture adaptation

Attempts in architecture adaptation for context-aware MT can be broadly classified based
on how they incorporate context [Abdul Rauf and Yvon, 2020]: Single-encoder methods
incorporate context and the current sentence in the same encoder (Section 3.2.1), in
contrast to multi-encoder methods (Section 3.2.2). Other approaches rely on a dedicated
memory structure (Section 3.2.3) or a multi-pass decoding scenario (Section 3.2.4). We
only detail recent findings complementary to previous surveys [Abdul Rauf and Yvon,
2020, Maruf et al., 2021, Castilho and Knowles, 2024].
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3.2.1 Single-encoder architectures

The methods described in this section use the same encoder to process all their inputs,
irrespective of their length. They apply both to Doc2Doc or Doc2Sent approaches. They
have been introduced in NMT by [Tiedemann and Scherrer, 2017], who propose to con-
catenate the past sentences with the current one before feeding them to NMT models - in
our terms, this implements Doc2Sent, with Block(𝑡, 𝑙,x,y) = (𝑥𝑡−1, 𝑥𝑡) or (𝑥𝑡−1, 𝑥𝑡, 𝑦𝑡−1). DONE: Check this: y? (9)

This simple approach tends to be competitive with its more sophisticated counterparts,
given that sufficient training data is available [Lopes et al., 2020]. The study by Fernandes
et al. [2021] also confirms the overall merits of this single-encoder approach. These
authors also show that the usefulness of past source sentences quickly vanishes after one
or two sentences. They suggest, following Bawden et al. [2018], that the target-side
context may be more useful than the source-side context. They finally propose to apply
word dropout to the current sentence to improve context usage and translation quality.
Recently, several single-encoder architectures have been proposed to improve this naive

approach, e.g. by adopting efficient transformer techniques, such as sliding window at-
tention or separately modeling the local and global context.
FLAT-Transformer [Ma et al., 2020] was designed to encode the current sentence and

its surrounding context in a unified flat encoder, with attention blocks spanning the entire
input at the bottom layers then restricted to the focal sentence at the top layers, before
cross-attention is applied. This somehow addresses issue # 3. DONE: which issue does it address? (10)

G-transformer [Bao et al., 2021] considers each document as a group of sentences and
assigns each token a group tag as a sentential index. It then uses group attention to
enhance attention to the local context and further combines group attention with global
attention using a gate-sum module at the top layers to enable cross-sentence interaction.
G-transformer is trained on parallel sequences of up to 512 tokens, and it shows sta-
ble d-BLEU [Liu et al., 2020a] scores when translating inputs containing 512 and 1024
tokens.
Zheng et al. [2021] build a local context for each sentence. They reset token po-

sitions and introduce segment embeddings when computing the sentence-level atten-
tion, then retrieve global context encoding via segment-level relative attention, and
perform a gated context fusion to integrate information from any sentence in the con-
text. DONE: What does this mean? (11) DOCFLAT [Wu et al., 2023] incorporates the global
contextual information using a gated flat-batch attention to optimize document transla-
tion at the batch level. Before computing the self-attention of the vanilla Transformer,
DOCFLAT flattens pseudo-documents with the original order to compute attention
weights at the document level, which are subsequently reshaped back to the batch dimen-
sion. Explain ? (12) A neural context information gate is applied to control the influence of
the global contextual information when updating hidden representations. The inference
stage involves refining sentences that were translated independently in the first pass.
Herold and Ney [2023a] try to fix the alignment issues (#3 and #4) discussed above

on page 7. For this, they apply a sliding window attention by dynamically aligning each
translated token with the source sentences to circumscribe the span of potentially rele-
vant source positions. DONE:Explain this (13) Lasformer [Liu et al., 2023b] selects the top-𝐾
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important tokens with respect to a lightweight attention score and masks unimportant
tokens. This method reduces the context length, hence the time complexity, while main-
taining performance comparable to the evaluation of a complete context.

3.2.2 Multi-encoder methods

These approaches encode context information separately from the focal sentence, and
combine them together either inside or outside the decoder [Li et al., 2020, Abdul Rauf
and Yvon, 2020]. As they handle differently the context and the focal sentence, they only
apply to Doc2Sent architectures.
For integration outside the decoder, the focal sentence and its context are first encoded

using a source side network, for instance a specific encoder [Voita et al., 2018, Zhang et al.,
2018], or hierarchical attention networks (HANs) [Miculicich et al., 2018, Maruf et al.,
2019, Yin et al., 2021]. These representations are then fused by a gated sum before being
fed to the decoder. The gating mechanism enables the model to learn which additional
contextual information should be included.
Regarding methods integrating context inside the decoder, the target word generation

process can separately attend to the source and the context representations, in addition to
the available target-side prefix. Depending on the specific architecture, this combination
of source and context attention can be performed sequentially, as in [Tu et al., 2018,
Zhang et al., 2018] or in parallel [Jean et al., 2017, Bawden et al., 2018, Stojanovski and
Fraser, 2018]. Compared to single-encoder approaches, such strategies also enable the
use simpler processing modules for the context, which is arguably less informative for
the translation than the focus sentence.

3.2.3 Cache-based Approaches

Cache-based methods store a short-term memory of the recent context to boost the
probabilities of target words that have recently generated [Maruf and Haffari, 2018, Tu
et al., 2018, Kuang et al., 2018, Yang et al., 2019, Dobreva et al., 2020]. This can be
done, for instance, using a continuous representation of the cache to store recent context
history for use in future decoding steps [Tu et al., 2018].
Cache slots are pairs of key-value vectors, with the keys being attention context vectors,

and values corresponding to the decoder states collected from previous translations. The
cache can also be added to a pre-trained NMT model with fine-tuning, by updating only
the new parameters related to the cache. Kuang et al. [2018] use both a dynamic cache
of past words and a “topical cache” of semantically relevant keywords and compute the
final word prediction probability via a gating mechanism by combining the probability
estimated from the cache with the probability computed by the decoder. [Dobreva et al.,
2020] use a context tag to provide the encoder with information about the document
structure and a fixed-size topic cache and dynamic cache similar to the proposal of
Kuang et al. [2018]. These are concatenated and passed to the output layer, thereby
helping to improve the estimation of the probability distribution over words. Similar
techniques have been introduced in the form of cache LMs or related mechanisms (see
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the discussion in [Yvon and Abdul Rauf, 2020, Section 3.1.3]).

3.2.4 Multi-pass approaches

Multi-pass systems usually introduce an additional computational component that helps
to refine translations produced by context-free first-pass systems and make them more
globally coherent, with the help of document-level monolingual data [Xiong et al., 2019,
Voita et al., 2019a, Yu et al., 2020, Kang et al., 2020]. Such approaches are easy to
implement as they only rest on the availability of sufficiently large monolingual documents
in the target domain and do not require changing the first pass system. However, the two-
stage generation introduces some undesirable computational complexity, because of the
need to train multiple systems, and to repeatedly encode the same text during inference.
This process may result in cascading errors [Xiong et al., 2019].

3.3 Data augmentation

Another research direction is data augmentation. As aforementioned, long-context MT
aims to improve the translation of long sequences and the translation of diverse discourse
phenomena. However, document-level parallel corpora are scarce, and it is expensive to
develop new datasets. Several studies also report suboptimal results for models directly
trained on parallel documents (Doc2Doc) [Zhang et al., 2018, Liu et al., 2020b, Tang
et al., 2021]. Consequently, pretraining a sentence-level MT system, then fine-tuning it
on document-level data has become a well-recognised training procedure for document-
level MT, for instance in [Liu et al., 2020b, Lopes et al., 2020].
In the fine-tuning step, MT models are required to learn with very long source and

target contexts, with potentially large position indices and long inter-sentence contexts,
which are unseen during the pretraining stage. To improve training efficiency, multi-
resolution training [Sun et al., 2022] was proposed to balance the sequence length dis-
tribution of the training data. It consists in splitting each input parallel document pair
into 𝑘 parallel pseudo-documents, with 𝐾 ∈ {1, 2, 4, 8, . . .}. For instance, an 8-sentence
document is divided into 15 pseudo-documents, with one 8-sentence document, two 4-
sentence sub-documents, four 2-sentence sub-documents, and eight sequences of one sen-
tence. This method is helpful to mitigate the sparsity problem and helps Transformer
models to perform document-level MT [Sun et al., 2022, Li et al., 2022].
The sparsity of discourse phenomena depending on inter-sentence context is another

challenge to improve translation quality. Several approaches are proposed to increase the
need for context information for translation so that models learn not to ignore contextual
information when it is required. A representative of this trend is discussed by Lupo et al.
[2022a], who propose to split sentences as if they were made of two sentences, thereby
creating two supplementary examples of cross-sentence coreferences.
More recently, the Importance Aware Data Augmentation (IADA) algorithm was in-

troduced by Wu et al. [2024b]. It augments the training data based on token importance
information estimated using the norm of hidden states or training gradients. The main
principle is to automatically detect and mask the important tokens in the focal sentence
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Because of paralysis, my grandmother's legs have stopped working. Today, she had another attack.

Aufgrund von Lähmung haben die Beine meiner Großmutter aufgehört zu arbeiten. Heute hatte sie einen weiteren Anfall.

Context Current Sentence

Figure 2: An example illustrating the action of IADA to increase the need for cross-
sentential context, borrowed from [Wu et al., 2024b]. Strikethrough indicates
perturbation.

while perturbing less important tokens in the context so that models are encouraged to
recover masked tokens using the useful contextual information (see Figure 2). In con-
sideration of the increased training difficulty from the corpora corrupted by the IADA
algorithm, the loss function is also adapted to ensure training efficiency.

3.4 Training strategies

In addition to data augmentation, training strategies, such as applying multilingual de-
noising pre-training, refining positional information and adjusting the loss function, rep-
resent another active avenue for more effectively integrating contextual information.
Inspired by mBART25 [Liu et al., 2020a], DOCmT5 [Lee et al., 2022] was developed

by continuing the pretraining of mT5 [Xue et al., 2021] using a reconstruction objective
on synthetic multilingual parallel documents of up to 512 tokens. The training procedure
involves reordering randomly shuffled sentences, recovering spans randomly masked in the
same way as mT5, then translating into target languages. Experiments show improved
d-BLEU scores, although systematic context-aware analysis are not reported.
Since information embedded in local attention is dense, whereas information in global

attention is sparse and further diluted with longer context, introducing constraints to
increase attention weight on the local context is a meaningful approach to assist in long
context translation. For example, Lupo et al. [2022b] propose an improved concatenation
method, which uses context discount (CD) and segment-shifted position to enhance at-
tention on the current sentence. When training with an extended context, CD is used to
discount the part of the loss corresponding to the generation of the target context. The
authors focus on the sliding context window scenario to translate the current sentence
𝑥𝑘 in the context of the 𝐾 − 1 past sentences. More precisely, they apply a discount
𝜆 ∈ [0, 1] to the context tokens’ loss function as follows:

ℒCD(𝑥
𝑗
𝐾 , 𝑦𝑗𝐾) = 𝜆ℒ𝑐𝑜𝑛𝑡𝑒𝑥𝑡 + ℒ𝑐𝑢𝑟𝑟𝑒𝑛𝑡 (7)

where 𝑥𝑗𝐾 and 𝑦𝑗𝐾 denote the current sentence, preceded by 𝐾−1 past context sentences.
The segment-shifted position technique further increases position distance between tokens
from different sentences, where a constant shift is applied to every sentence belonging to
the input sequences 𝑋 = 𝑥1, . . . , 𝑥𝐾 , to transform the token position from 𝑡 to 𝑡+𝑘×shift
for all tokens of 𝑥𝑘, with 𝑘 ∈ {1, . . . ,𝐾}.
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P-transformer [Li et al., 2022] adds absolute positional embedding 𝑃𝑎𝑏𝑠 to queries and
keys before the dot-product of all attention operations. It also injects relative positional
embedding 𝑃𝑟𝑒𝑙 into self-attention, computing the attention vector as:

softmax(
(𝑄+ 𝑃𝑎𝑏𝑠)(𝐾 + 𝑃𝑎𝑏𝑠)

𝑇

√
𝑑𝑘

+ 𝑃𝑟𝑒𝑙)𝑉 (8)

In their experiments, long documents are split into sub-documents of up to 512 tokens.
The translation quality of full documents evaluated using d-BLEU and ds-BLEU [Peng
et al., 2020] was improved, and the P-transformer generalizes much better than the
baseline Doc2Doc system when translating text with unseen lengths of 1024 or 2048
tokens [Li et al., 2022, Fig. 7].
Lupo et al. [2023] also study positional embeddings. They compare several segment

embedding methods, including one-hot, sinusoidal, and learned segment embeddings,
to explicitly encode sentence positions using the segment-shifted position scheme. The
segment embedding (SE) is then concatenated with the positional embedding (PE) to
form position-segment embeddings (PSEs), to avoid information damage which could be
seen if the addition operation is used between SE and PE. The PSE, the dimension of
which is 𝑑𝑃𝑆𝐸 = 𝑑𝑆𝐸 + 𝑑𝑃𝐸 = 𝑑𝑚, is subsequently added to token representations at the
input of every Transformer block. In general, their impact on BLEU scores is marginal.
Results evaluated on contrastive sets of language pairs EN–DE and EN–RU confirm
the effectiveness of using a context discount (see above) Really ? Check this (14), while PSEs
appear to hurt the translation quality for EN–DE.
MT systems trained on long texts such as parallel documents are also reported to over-

fit the length distribution of the training set, especially when the training corpora are
constrained by a predetermined maximum length [Zhuocheng et al., 2023]. To mitigate
this effect, a dynamic length sampling method was proposed to progressively increase the
input sequence’s length during training and ensure a more uniform length distribution
[Zhuocheng et al., 2023]. This idea is reminiscent of the data augmentation strategies
discussed in Section 3.3 and also aims to manipulate the training length distribution. In
the same work, the authors introduced length-aware attention (LAA), which amounts
to multiplying the 𝑄𝐾𝑇 product with an additional factor 𝑙𝑜𝑔𝐿

log𝐿
, with 𝐿 the document

length and 𝐿 the average document length in the current batch. This has the effect
of flattening the attention weights for short sentences, and contrarily of making them
more concentrated for long sentences. This is again related to issue #3 in Section 2.
These methods are combined with a sliding window decoding strategy that incrementally
truncates the past source and target contexts to enable the translation of very long se-
quences. DONE: This is akin to a Markov dependency between sentences. Is it for the source or target? (15)

3.5 Decoding strategies

Researchers have also explored the impact of decoding search strategies on translation
performance. Stahlberg and Byrne [2019] investigate the search errors in beam search
with beam size values from one to 100. The authors combine beam search and depth-
first search to find the global best score, while discovering that beam search failed to
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find these scores but preferred shorter and even empty translations. This phenomenon
affected more long input sentences.
Herold and Ney [2023b] compare several inference strategies (both Block2Block and

Block2Sent) for document-level translation, such as decoding non-overlapping full seg-
ments of length 𝑘 (𝑘 = 3), decoding the focal sentence with either the 𝑘−1 preceding sen-
tences or the 𝑘−1 following sentences within the block (with 𝑘 = 3) DONE: Last context ? Explain (16),
two-pass decoding to refine sentence-level translations, generating full documents, with or
without sentence-level beam search. A comparison with sentence-level decoding demon-
strates the utility of contextual information, while no significant difference was observed
between the various context-aware decoding methods. DONE:What does this mean? (17) How-
ever, given the small size of the blocks used in this work, it resorts more to Context-Aware
MT than to Document-level MT.

4 LLM-based methods

The introduction of large language models (LLMs) such as chatGPT6 have received
world-wide attention and revolutionized the whole field of NLP studies, improving state-
of-the-art results for multiple tasks. Their multilingual nature and their capacity to
handle long-range dependencies have provided new possibilities for context-aware ma-
chine translation task [Vilar et al., 2023, Briakou et al., 2023, Moslem et al., 2023, Zhang
et al., 2023, Bawden and Yvon, 2023, Pang et al., 2024, Qin et al., 2024, Castilho and
Knowles, 2024]. LLMs can be used both in a Doc2Sent or, increasingly, in a Doc2Doc
mode, presenting the complete input text in the LLM instruction window.
Several works have explored the context-aware translation ability of LLMs through

different strategies, including parameter-frozen methods such as zero-shot prompting,
in-context learning (Section 4.1), and parameter-tuning strategies (Section 4.2). In Sec-
tion 4.3, we finally discuss various ongoing issues regarding LLM-based translation, such
as sentence alignment difficulties, positional bias, etc.

4.1 In-context learning

LLMs are known for their multi-task abilities, which can be manipulated through the
use of relevant prompts [Brown et al., 2020]. Primary studies in context-aware MT
using LLMs have explored in-context learning methodologies using various prompting
paradigms, keeping the parameters frozen. Related works include the integration of few-
shot examples with similar ambiguous contexts as input sequence for better disambigua-
tion [Iyer et al., 2023] – where context can typically include segments preceding the focus
sentence; the use of special tags to mark sentence boundaries in documents [Zhang et al.,
2023]; the introduction of chain-of-dictionary prompting [Lu et al., 2023]; the selection of
prompt pattern candidates generated with an LLM [Wang et al., 2023a] DONE: Explain (18);
and the examination of prompts of different context structures, with or without natural
language instruction [Wu et al., 2024a].

6https://chatgpt.com/
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Moslem et al. [2023] propose to select fuzzy matches of the current source sentence as
examples in few-shot learning to improve translation quality for domain adaptation. More
precisely, the authors extract parallel segments from a domain-specific dataset, based on
sentence-level embedding similarities, and compared prompts with one- to ten-shot fuzzy
matches along with zero-shot, and a random two-shot prompt pattern. Experiments
on GPT3.5 show that few-shot fuzzy match examples lead to significant improvement
of translation quality and outperform conventional systems such as DeepL, NLLB-3.3B
for high-resource language pairs like EN-ES, EN-FR, and EN-ZH according to spBLEU,
chrf++, and COMET. This method is further augmented by appending the most similar
two fuzzy matches with in-domain terminologies to assist in terminology translations in
a specific domain. Moreover, this work also shows the possibility of refining low-resource
language translation of encoder-decoder MT systems using very deep LLMs like GPT3.5.
Even though the context is augmented, all these scenarios still produce sentence-based
translations. DONE:Is this Doc2Sent or? (19)

Hendy et al. [2023] investigated the capacity of the GPT text-davinci-003 model to
translate small blocks containing more than one sentence at a time (a Block2Block ap-
proach). DONE: Is this Doc2Doc or? (20) . They report competitive zero-shot performance
for documents of 2 to 32 sentences, and comparable 5-shot performance for documents
of 10 sentences in the domain of news, evaluated using a range of automatic metrics in-
cluding d-BLEU and the average of sliding window COMET adapted for document-level
MT. They also reported alignment issues when translations using LLMs, due to either
the merge of two sentences into one or due to ellipsis.
Wang et al. [2023a] conducted a more comprehensive examination, engaging not only

metrics like d-BLEU, contrastive test suites [Voita et al., 2019b] and human evalua-
tion but also a comparison of diverse translation systems (DeepL, G-transformer, multi-
resolution Doc2Doc model, DocRepair, etc.). At the time of this publication, GPT4
showed impressive performance and ranked among the best systems across all experi-
ments based on human evaluation, despite lagging behind DocRepair for deixis, lexical
consistency, and inflection ellipsis.
In addition, Karpinska and Iyyer [2023] thoroughly compared the translation quality of

sentence-level, in-context sentence-level, and paragraph-level literary translation across
18 language pairs by few-short prompting GPT-3.5, assessing the output with a human
evaluation inspired by MQM [Lommel et al., 2014, Freitag et al., 2021]. Paragraph-to-
paragraph7 translations are preferred compared to the two other scenarios for various
aspects, such as fewer mistranslations, grammatical errors, and inconsistencies, demon-
strating the utility of longer context in translation tasks, while critical errors such as
omission and mistranslation still persist.
To conclude, LLMs seem capable of extracting contextual information from prompts.

A well-chosen prompt is however required for LLMs to achieve optimal performance. For
the context-aware translation task, applying in-context learning is, for most LLMs,8 not

7Most paragraphs here consist of four to nine sentences, with a minimum of two sentences and a
maximum of 28 sentences.

8With the exception, perhaps, of closed-source models such as GPT3.5 and GPT4.
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sufficient to surpass traditional encoder-decoder translation systems, especially for low-
resource tasks, because of their general-purpose and English-centric properties [Zhang
et al., 2023, Vilar et al., 2023, Hendy et al., 2023].

4.2 LLM-based Training strategies

To train LLMs as better translators, the NLP community also examined the efficiency of
the standard pretraining+finetuning strategy, usually compared with translation using
in-context learning and encoder-decoder systems [Iyer et al., 2023, Zhang et al., 2023].
For instance, Zhang et al. [2023] evaluate 15 open-source LLMs on sentence-level and

document-level MT tasks, comparing zero-shot prompting, few-shot learning, and fine-
tuning strategies, where the pseudo-documents used during fine-tuning or in-context
learning contained 5, 10, or 15 sentences, and were translated as a whole. Results and
analysis based on BLEU and COMET scores illustrate that only prompting is not suf-
ficient for document-level MT, and moderate-size LLMs can outperform larger counter-
parts. Moreover, QLoRA fine-tuning is more efficient than full fine-tuning, which is also
recognized in other publications [Alves et al., 2023, 2024]. In addition, Alves et al. [2023]
observe the degradation of in-context learning capabilities and propose fine-tuning LLMs
using data mixed with zero-shot and few-shot instructions to alleviate this problem.
To exploit the potential of decoder-only LLMs for the translation task, Xu et al. [2024a]

introduce an efficient two-stage fine-tuning method for moderate-size LLMs of 7B or 13B
parameters and release ALMA. ALMA is a fine-tuned version of LLaMA2, with compara-
ble performance to GPT-3.5 in terms of average BLEU and COMET score of translations
for 5 English-centric language pairs. This training recipe begins with continued pretrain-
ing on target-side monolingual data to learn general linguistic knowledge, followed by
supervised fine-tuning using a small amount of high-quality parallel data.9

Based on this, Alves et al. [2024] release TowerBase and TowerInstruct. TowerBase
is the result of pretraining LLaMA2 (7B or 13B) on a high-quality corpus, comprising
one-third parallel data along with two-thirds monolingual data from all target languages.
TowerInstruct derives from fine-tuning TowerBase on TowerBlock, a well-curated multi-
task corpus, which comprises instances of multiple translation-related tasks, including
sentence-level MT, context-aware MT, error-span detection, conversation, etc.
Wu et al. [2024a] also apply a two-stage training recipe when adapting moderately-

sized LLMs (LlaMA2-7B, BLOOM-7B, and VICUNA-7B) for document-level MT. The
authors explore different prompting strategies to integrate contextual information from
the 3 preceding consecutive sentences, and compare full-parameter fine-tuning (FFT) and
fine-tuning with LORA [Hu et al., 2022]. They discovered that fine-tuning moderate-
size LLMs results in models that outperform GPT-4 in some translation tasks, while
instruction-tuning may be hurtful for subsequent supervised fine-tuning performance. In
their experiments, Parameter Efficient Fine-Tuning (PEFT) approaches such as LORA
outperform Full Fine-Tuning (FFT), while FFT requires less training data. Their em-
pirical results also show better generalization ability in translating out-of-domain text of

9They also reported that large amounts of parallel data may lead to catastrophic forgetting of pretrained
knowledge.
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LLM-based translation systems than the traditional encoder-decoder ones.
Furthermore, Xu et al. [2024b] propose Contrastive Preference Optimization (CPO) to

mitigate the generation of adequate but imperfect translations. Their triplet preference
training data is automatically constructed according to the average quality estimation
score of reference and automatic translations. The CPO objective first removes the
component relevant to pretrained models in Direct Preference Optimization loss function
via an approximation that reduces the memory and time complexity. Moreover, it is
augmented with a behavior cloning (BC) regularizer deviated from the expectation of
Kullback–Leibler (KL) divergence to encourage the model to learn the characteristics
of preferred data. Empirical experiments are built on ALMA-13B-LoRA, resulting in
ALMA-13B-R, which outperforms GPT-4 on average for 10 translation directions.
Very recently, the work of Wu et al. [2024c] explores multi-agent collaboration for

ultra-long web novel translation. Human evaluation and LLM evaluation prefer their
translations over references, despite suboptimal d-BLEU scores.

4.3 Discussion

Despite the reported exciting performance of LLMs in translation, it is still unclear how
and to what extent long-term context contributes to the translation quality, especially for
the translation of discourse phenomena, due to the lack of adequate recognized context-
aware automatic metric for this purpose.
Publications in other NLP tasks have reported that LLMs show bias towards certain

token positions. In particular, this has been observed for question-answering and key-
value retrieval tasks: locating the key information at different positions of the input
sequences has a clear impact on the overall performance [Liu et al., 2024, Saito et al.,
2024, An et al., 2024, Levy et al., 2024]. In particular, it seems that LLMs struggle to
recognize useful information in the middle of input prompts [Liu et al., 2024]. Another
well-known phenomenon is the degradation of performance with the increase of the input
length, which has been thoroughly examined in [Levy et al., 2024].
Saito et al. [2024] report that LLMs also struggle to extract context at the end of

sequences after fine-tuning, and they suggest using denoising auto-regressive fine-tuning
strategies to mitigate the problem. Alternatively, with FILM-7B, An et al. [2024] apply
a novel information-intensive data-driven training strategy, which randomly places short
segments containing crucial information in the whole long context of documents with
balanced length distribution, thereby significantly alleviating the position bias. However,
similar experiments for machine translation have not yet been explored and therefore
would be a useful direction for future work.
In addition, translation using LLMs suffers from several serious shortcomings, including

hallucination [Ji et al., 2023], wrong language prediction, and over-generation [Bawden
and Yvon, 2023]. Generation through closed-source LLMs also faces problems of data
leakage, copyright issues, and lack of reproducibility [Balloccu et al., 2024].
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5 Extrapolating beyond Training Lengths

5.1 Position Encoding for Long Sequences

Transformer models are typically trained with a maximal length limit, meaning that
any longer input will have to be chopped into several parts. The lack of ability of
Transformer-based models to extrapolate to longer document lengths, unseen in training,
is a well-known difficulty that has attracted more and more attention in the LLM era,
leading notably to the emergence of several novel positional encoding strategies [Zhao
et al., 2024]. In this section, we aim to summarize representative findings along these
lines. Although their effects on MT tasks are not always reported, they are noteworthy
directions to improve MT with long context in future work.
Since the default attention mechanism is position-agnostic, it is necessary for Transformer-

based models to explicitly incorporate positional information through positional encod-
ings. Positional encoding is an imprecise term denoting a collection of methods for the
injection of positional signals, including a fixed mapping function (e.g. the absolute si-
nusoidal position signal in the vanilla Transformer of Vaswani et al. [2017]), and also
positional encodings, which depend on learnable parameters (e.g. the fixed-size matrix
for trained positional embeddings used in BERT [Devlin et al., 2019]) or positional biases
integrated into attention computation (e.g. as used in ALIBI [Press et al., 2022]).
However, most models, including LLMs, are trained with a pre-defined context window

size. Several publications have reported performance degradation when processing input
sequences longer than this predefined max length [Chen et al., 2023, Liu et al., 2024].
Such techniques have been superseded in most recent LLMs by the use of RoPE (Rotary

Positional Embedding) [Su et al., 2024]. In a nutshell, RoPE parameterizes the absolute
positions with a rotation matrix, which then allows to integrate relative positions in the
attention weights and uniformly boost the attention over neighboring positions. RoPE
has also been found to work well with various position interpolation methods. This is
reflected in Table 1.

Models Positional Encoding Year

T5 T5 relative bias 2020-2023
BLOOM ALiBi 2023
LLama RoPE + Dynamique-NTK 2023
Qwen RoPE + Dynamique-NTK 2023
Falcon RoPE + PI 2023
PaLM RoPE 2022

Table 1: Positional encoding methods used in recent language models.

Position interpolation [Chen et al., 2023] was proposed to linearly down-scale posi-
tion indices 0 . . . 𝐿input to 0 . . . 𝐿max using a factor 𝐿input

𝐿max
∈ [0, 1] before applying RoPE

to match the original context window size, thereby enabling to process documents of
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arbitrary length. This method however requires fine-tuning the model with these non-
integer position indices, before it can properly handle documents whose length exceeds
the 𝐿max limit. Its introduction has led to active discussion in the NLP community.
This is because linear interpolation results in an information loss in the local context,
which corresponds to the high-frequency field of RoPE’s Fourier space: this means that
the interpolation mostly distorts the distance between neighbor positions. As a possible
mitigation NTK-aware10 scaled RoPE introduced a non-linear interpolation via the base
change of position indices.11

Dynamic-NTK was introduced as an enhancement of NTK-aware scaling, involving dy-
namically choosing the correct scale parameter according to each input sequence length
to interpolate high frequencies less and low frequencies more. This method can take
effect without fine-tuning the pretrained models, although it is difficult to determine the
optimal base [Peng et al., 2023b].12 Alternatively, the NTK-by-part approach involves
scaling position indices for the number of rotations of the given RoPE dimension, to pre-
serve more information about the relative position. YaRN [Peng et al., 2023b] generalizes
the ideas of Dynamic-NTK and NTK-by-part. It additionally introduces a temperature
𝑡 that scales attention weight before the softmax to further reduce its perplexity.
Dynamic NTK-aware approaches are integrated into the implementation of Llama2

[Touvron et al., 2023] and Qwen [Bai et al., 2023]. These methods have been mainly tested
on RoPE-based models, while its application to ALIBI 13 also improved the performance
of BLOOM [Workshop et al., 2023] for long input text.
An alternative is given FIRE [Li et al., 2024], which applies a learnable continuous

function such as MLP to map input position to position biases 𝑏(𝑖, 𝑗). It applies pro-
gressive interpolation using 𝑏(𝑖, 𝑗) = 𝑓𝜃(

𝑖−𝑗
𝑚𝑎𝑥(𝐿,𝑖)) to always stay in the training domain,

with 𝐿 a learnable threshold to preserve the model performance on short input. A log
transformation is also used to amplify local attention.
Another way to extend the context length via position encoding is position extrapola-

tion. Ruoss et al. [2023] randomly map position indices to a much larger interval while
preserving the original word order, thus exposing the model to large position indices de-
rived from short training sequences. More recently, Zhu et al. [2024] proposed Positional
Skip-wisE (PoSE) fine-tuning, facilitating context window extension using documents
that are shorter than the predefined max length. It is also compatible with RoPE-based
models and position interpolation strategies. PoSE divides each training sequence into
𝑁 chunks and adjusts the position indices of every chunk except the first one by adding a
uniformly sampled offset, within the scope of a predefined maximal length. The number
of chunks 𝑁 is regarded as a trade-off for efficiency due to its negative impact on the
perplexity of a large 𝑁 .

10NTK stands for Neural Tangent Kernel
11https://www.reddit.com/r/LocalLLaMA/comments/14lz7j5/ntkaware_scaled_rope_allows_llama_

models_to_have
12https://www.reddit.com/r/LocalLLaMA/comments/14mrgpr/dynamically_scaled_rope_further_

increases
13https://github.com/keezen/ntk_alibi/blob/main/readme_en.md
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5.2 Other Techniques for Very Long Contexts

A considerable number of techniques have been proposed to process ultra-long contexts
outside the scope of MT. To begin, Pawar et al. [2024], Wang et al. [2024] and Naveed
et al. [2024] provide comprehensive surveys that summarize approaches for context-length
extension in LLMs, including adapted position encodings (Section 5.1), specialized atten-
tion mechanisms [Sun et al., 2023, Ding et al., 2023, Yang, 2023, Han et al., 2024, Chen
et al., 2024], window-based approaches [Jin et al., 2024], prompt compression [Jiang
et al., 2023b] and memory/retrieval augmented techniques [Rubin and Berant, 2023a,
Mohtashami and Jaggi, 2023, Wang et al., 2023b, Liu et al., 2023a, Tworkowski et al.,
2023, Packer et al., 2024].
Publications in automatic summarization [Koh et al., 2022, Phang et al., 2023] and

simultaneous translation [Iranzo-Sánchez et al., 2022, Xiao et al., 2024] also explored
diverse approaches to the processing of long input.
Another avenue is to construct architectures that would be more efficient than the

Transformer for long sequences. A series of linear RNNs have thus been proposed, such
as the variant of S4 [Gu et al., 2022b,a], H3 [Fu et al., 2023], RWKV [Peng et al., 2023a]
and Mamba [Gu and Dao, 2024]. Performance on the Long Range Arena benchmark
[Tay et al., 2021] and downstream tasks [Amos et al., 2024, Le Bronnec et al., 2024]
shows the great potential of these architectures to deal with long-range dependencies.
add pitorro-etal-2024-mamba-mt (21) Vardasbi et al. [2023] test S4 for sentence-level translation,
and reported that combining the transformer encoder and S4 decoder leads to optimal
performance, improving the BLEU score of longer sentences.
Document layout also serves as an informative context for better text understanding.

A number of recent works consider the two-dimensional layout location of tokens on a
page instead of their linear positions in a long raw text [Xu et al., 2020, Nguyen et al.,
2021, 2023]. It is also an interesting direction when translating structured documents
like scientific articles.

6 Document-level parallel corpus

This conclusive section aims to provide an overview of parallel document corpora in
addition to resources mentioned in Abdul Rauf and Yvon [2020, Section 5.1]:

• SciPar [Roussis et al., 2022]: a multilingual collection of parallel abstracts from
openly published bachelor, master and doctoral theses across various fields.

• A collection of biomedical abstracts Cochrane, EDP, Medline and Sielo, used by
[Abdul Rauf and Yvon, 2024]

• SCAT [Yin et al., 2021]: 14K EN–FR translations containing supporting context
for ambiguous translations.

• Karpinska and Iyyer [2023] released 20 parallel literary paragraphs for 18 language
pairs, extracted from recently published translations of novels.
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• Al Ghussin et al. [2023] extracted parallel paragraphs from ParaCrawl [Bañón et al.,
2020] using automatic sentence alignments, and released an EN–DE corpus.

• TANDO [Gete et al., 2022]: a Basque-Spanish document-level parallel corpus, con-
taining literary documents, news and subtitles, and contrastive sets for the contex-
tual phenomena of gender and register.

• JaParaPat [Nagata et al., 2024] is a Japanese–English parallel patent application
corpus including parallel documents.

• Parallel document corpus (PDC) [Sun et al., 2022] is a 60k web-crawled set of
parallel news documents in diverse domains, including politics, finance, health,
and culture.

7 Conclusion and outlook

In this survey, we investigated the advancement of techniques for incorporating long
contexts into machine translation. We first analyzed the benefits and challenges of in-
troducing full documents in translation using the Doc2Doc scheme, clarifying the moti-
vation and interest of this research field. Subsequently, we gave an overview of relevant
approaches designed for traditional encoder-decoder architectures and for LLMs, with a
brief review of efficient transformers to provide additional background.
Traditional methods attempt to (1) adapt model architectures, in particular incor-

porating contextual information in the encoder or cache memories, or refining context-
agnostic translation through a multi-pass system; (2) carry out data augmentation to
create datasets with more balanced length distributions or richer context-dependent phe-
nomena; and (3) improve training strategies using multilingual denoising pretraining,
adapted loss functions, and augmented positional encodings. Reported results indicate
that the simple concatenation approach is a robust baseline when sufficient document-
level data is available to fine tune a sentence-base model,14 that data distribution plays
an important role in MT training, that pretraining enhances translation quality and that
improved positional encodings can mitigate performance degradation for the translation
of long inputs.
In recent years, multiple LLM-based methods have emerged, primarily focusing on

the potential of LLMs in context-aware machine translation through in-context learn-
ing and performance enhancement via fine-tuning. These studies underscore the critical
importance of the quality of demonstrations in few-shot learning and of the parallel
corpus. Research in this area also favors parameter-efficient fine-tuning and continued
monolingual pretraining of all target languages before fine-tuning with high-quality par-
allel documents. Additionally, we briefly discussed specific issues related to LLM-based
translation, such as sentence alignment difficulties, and potential positional biases.

14Note that this method has only been tested for relatively short documents, comprising a dozen of
sentences.
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Before listing some recently released document-level parallel corpora, we briefly re-
viewed other approaches for context window extensions applied to different tasks, hoping
to inspire future work in context-aware MT. Although our focus is on MT techniques,
it is essential to highlight that the study of context-aware metrics is a crucial research
sub-field of context-aware MT. These metrics are vital for measuring the improvements
of proposed approaches and guiding future explorations.
For our future work, it first seems that one of the essential factors to achieve better

Doc2Doc translation is high-quality data. “High quality” means that the parallel corpus
is well aligned [Xu et al., 2024a], the corpus is sufficiently informative [Lupo et al., 2022a,
Wu et al., 2024b], and sufficiently balanced (for example, in sequence length [Sun et al.,
2022]). Some novel techniques such as Retrieval-Augmented Generation [Guu et al.,
2020, Lewis et al., 2020], which assists text generation by retrieving relevant information
from an external knowledge base or from the past generation history Rubin and Berant
[2023b], can effectively augment available context when translating target documents.
The training strategies ought to facilitate the access of relevant information in data (e.g.
using contrastive learning like CPO or adapted loss function) and to avoid introducing
bias (e.g. length bias [Zhuocheng et al., 2023]). Regarding the architecture, it is also
beneficial to assess the ability of recently proposed linear RNNs such as S4 and Mamba
Gu and Dao [2024] in Doc2Doc translation tasks to guide future NMT research Pitorro
et al. [2024].
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To do. . .

� 1 (p. 10): Transition

� 2 (p. 10): This bit is more for Doc2Sent)

� 3 (p. 10): Notation change - fix this

� 4 (p. 11): Fix presentation

� 5 (p. 11): boldface when needed

� 6 (p. 13): Done: Explain this

� 7 (p. 13): DONE: Explain this

� 8 (p. 13): DONE: voir future work S4, Mamba, maybe ?

� 9 (p. 14): DONE: Check this: y?

� 10 (p. 14): DONE: which issue does it address?

� 11 (p. 14): DONE: What does this mean?

� 12 (p. 14): Explain ?

� 13 (p. 14): DONE:Explain this

� 14 (p. 18): Really ? Check this

� 15 (p. 18): DONE: This is akin to a Markov dependency between sentences.
Is it for the source or target?

� 16 (p. 19): DONE: Last context ? Explain

� 17 (p. 19): DONE:What does this mean?

� 18 (p. 19): DONE: Explain

� 19 (p. 20): DONE:Is this Doc2Sent or?

� 20 (p. 20): DONE: Is this Doc2Doc or?

� 21 (p. 25): add pitorro-etal-2024-mamba-mt

51


	Table of contents
	Introduction 
	Challenges of Extended Contexts in NMT 
	Long Contexts in Encoder-Decoder Models
	Efficient transformers
	Architecture adaptation
	Single-encoder architectures
	Multi-encoder methods
	Cache-based Approaches
	Multi-pass approaches

	Data augmentation
	Training strategies
	Decoding strategies 

	LLM-based methods 
	In-context learning
	LLM-based Training strategies
	Discussion

	Extrapolating beyond Training Lengths
	Position Encoding for Long Sequences
	Other Techniques for Very Long Contexts

	Document-level parallel corpus
	Conclusion and outlook
	Bibliography

