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1 Abstract

The random motion of molecules in living cells has consistently been reported to deviate from standard
Brownian motion, a behavior coined as “anomalous diffusion”. To study this phenomenon in living
cells, Fluorescence Correlation Spectroscopy (FCS) and Single-Particle Tracking (SPT) are the two
main methods of reference. In opposition to SPT, FCS with its classical analysis methodology cannot
consider models of motion for which no analytical expression of the auto-correlation function is known.
This excludes for instance anomalous Continuous-Time Random Walks (CTRW) and Random Walk
on fractal (RWf). Moreover, the whole acquisition sequence of the classical FCS methodology takes
several tens of minutes. Here, we propose a new analysis approach that frees FCS of these limitations.
Our approach associates each individual FCS recording with a vector of features based on an estimator
of the auto-correlation function and uses machine learning to infer the underlying model of motion
and to estimate the values of the motion parameters. Using simulated recordings, we show that this
approach endows FCS with the capacity to distinguish between a range of standard and anomalous
random motions, including CTRW and RWf. Our approach exhibits performances comparable to the
best-in-class state-of-the-art algorithms for SPT and can be used with a range of FCS setup parameters.
Since it can be applied on individual recordings of short duration, we show that with our method, FCS
can be used to monitor rapid changes of the motion parameters. Finally, we apply our method on
experimental FCS recordings of calibrated fluorescent beads in increasing concentrations of glycerol in
water. Our results accurately predict that the beads follow Brownian motion with a diffusion coefficient
and anomalous exponent which agree with classical predictions from Stokes-Einstein law even at large
glycerol concentrations. Taken together, our approach significantly augments the analysis power of
FCS to capacities that are similar to state-of-the-art SPT approaches.

2 Statement of significance

In this work, we propose to improve Fluorescence Correlation Spectroscopy (FCS), a key biophysical
method used to study how molecules move inside cells. By using machine learning to analyze FCS
measurements, we show that FCS can handle more complex and more varied types of molecule motion
and analyze shorter data recordings. This can for instance be used to detect quick changes in molecule
movement along time or to account for molecule motion models that were not accessible up to now
in FCS. Using machine learning to analyse FCS measurements therefore makes FCS a more powerful
and flexible tool for understanding how molecules move inside cells, a topics with wide applications in
biology and medicine.



3 Introduction

Deviation of random motion from standard Brownian motion (BM) has received considerable attention
in the literature to describe diverse physical situations [1, 2, 3]. For instance, anomalous diffusion,
where the mean-squared displacement scales non-linearly with time, <r2 (t)> = Dt“, has been reported
to describe the motion of several proteins or particles in living cells [4, 5, 6, 7, 8, 9, 10]. In this case,
the exponent « is usually referred to as the anomalous exponent, and D is the diffusion coefficient.
All anomalous subdiffusion motion models exhibit a@ < 1, whereas « = 1 for standard BM. However,
anomalous subdiffusion is a characteristic shared by several unrelated types of motion. For instance,
continuous-time random walk (CTRW), fractional Brownian motion (fBM) or random walk on a fractal
support (RWf), heterogeneous diffusion processes (HDP) or scaled Brownian Motion (sBM) all exhibit
anomalous subdiffusion while the physical processes they describe are very different [9]: heavy-tailed
residence time distribution for CTRW, correlation between successive jumps for fBM, changes of dif-
fusion coeflicient for HDP and sBM or the fractal geometry of the object on which RWf takes place
[11, 12]. Therefore, the complete characterization of the motion of a biomolecule in a live cell requires
the completion of two tasks: (i) a classification or selection task to decide what model is the best at
explaining the observations (e.g., BM, {fBM, RWf or CTRW) and (i) an inference or calibration task,
to estimate the parameter values of the selected model given an experimental observation.

In recent years, the advent of single-particle tracking supra-resolution microscopy [13, 14| has
generalized the use of individual trajectories to quantify the motion of biomolecules or particles in
living cells. A range of methods have been proposed for the classification and inference tasks based
on individual trajectories [15], from simple (non-)linear regression [5, 16], statistical tests [17, 18]
or Bayesian inference [19, 20|, to machine- [21, 22| and deep-learning [23, 24]. On the other hand,
Fluorescence Correlation Spectroscopy (FCS) is the main methodological alternative to single-particle-
based techniques for motion characterization of biomolecules in living cells [25, 26]. In FCS, the
biomolecules of interest are labelled with a fluorophore, and one monitors the fluctuations of the
fluorescence signal due to their interaction with the light beam illuminating the sample. Although
alternative approaches have been proposed [27], data analysis in FCS is usually based on the auto-
correlation of the fluorescence signal, G(7). In the case of BM and fBM, theoretical considerations
yield explicit non-linear functions for the expression of G(7) as a function of the correlation delay 7,
the parameters of the optical setup and the parameters of the model of motion [25, 11]. Fitting this
expression to the measured auto-correlation can be used for both model classification and selection
with information criteria as well as for parameter inference [28, 16].

Each approach, whether FCS or SPT, comes with its own specificity [12]. FCS can yield good results
with a few individual molecules in the illumination volume, but is not a single-molecule approach, as
opposed to SPT. The time scales they address are usually different: typically between 1 us to 1 ms
for FCS vs 100 ms to 1 s for SPT. In SPT, one usually has to reconstruct the trajectories from the
measured individual localizations. Tracking errors during these reconstructions can induce significant
measurement errors [29]. In FCS, the signal-to-noise ratio of the auto-correlation function is usually
low, so one has to continuously monitor the signal over long durations (more than 1 second) and
average large numbers of consecutive measurements (often more than 100). Because of this, FCS is
usually not able to track changes of the motion parameters if they occur over a time scale shorter than
several minutes. Finally, analytical expressions for the auto-correlation function G(7) are available
for BM and fBM, but they are still lacking for other anomalous models, e.g. RWf or CTRW [11]'.
Therefore, FCS is usually considered not to be applicable to the characterization of RWf or CTRW.
Recent studies have started to propose alternative FCS measurement and analysis methods to this
circumvent this issue [30].

Here we show that most of the above shortcomings of FCS for the classification and characterization
of biomolecule motions can be overcome. Instead of fitting the auto-correlation function by a theoretical
expression, we use machine learning based on the auto-correlation function to perform the classification
and inference tasks. With synthetic FCS data, we show that this approach renders FCS a powerful
tool to distinguish between a range of standard and anomalous motions (BM, {BM, CTRW and RWf).
The performance of our approach for the classification task and for parameter inference is found to
be similar to the best-in-class state-of-the-art SPT algorithms on long trajectories. Our approach

L Actually, an analytical expression can be obtained for motions defined by stationary processes with anomalous
diffusion at all times and Gaussian distribution of the spatial displacements [11]. In practice, this usually restricts to
fBM.



accommodates a wide range of FCS experimental setup parameters (beam width and illumination
intensity) and uses recordings that are both unique (one recording per estimation) and short (> 100-
200 ms). We show that it can be used to accurately track changes of the parameter motions even with
1 Hz parameter-change frequency. Finally we apply the method on experimental data using calibrated
beads in water with an increasing concentration of glycerol. Our predictions regarding the model
of motion and physical parameters follow the Stokes-Einstein law and serves as a validation of our
method.

4 Results

This study focuses on models for anomalous diffusion, i.e., random motions for which the mean squared
displacement (r?(t)) scales non-linearly with time:

(r*(t)) = 2dDt* (1)

where r(t) is the position of ta random walker at time ¢, (-) denotes ensemble averaging (averaging
over a population of walkers at time t), a € (0, 1] is the anomalous coefficient and d the dimension
of the space (here d = 3). In the equation, D € R, is not a proper diffusion coefficient, since e.g.,
its unit depends on «, but a “generalized” diffusion coefficient. However, for readability, we will keep
referring to it as a diffusion coefficient. The literature refers to motions with o < 1 as “subdiffusive”
vs “superdiffusive” for @ > 1 (o = 1 being standard BM) [3, 11, 12].
We selected three models of motion that give rise to anomalous diffusion:

e Fractional Brownian motion (fBM) that introduces correlations in the lengths of consecutive
steps of the walk [2, 31]

o Continuous Time Random Walk (CTRW) where the time spent between two successive steps is
a random variable with heavy-tailled distribution [32]

e Random Walk on a fractal (RWf) where the walkers are constrained to take their successive
positions on a fractal geometry object [33].

These three models all exhibit the power-law scaling of the mean-squared displacement of eq.(1) but
due to totally different reasons. The goal of the present study is to develop an analysis approach able
to distinguish between these three models and between standard BM based on standard FCS measure-
ments. More information about numerical simulation of these models can be found is supplementary
information section SI.1.1.

4.1 Motion classification and parameter inference on synthetic data

We generated a learning set of more than 3.4 millions simulated FCS experiments, corresponding to
945 values of motion parameters o and D sampled uniformly in (0,1) and (0, 10], respectively (see
sec. SI.1 for details on the generation of synthetic FCS data). For each pair of sampled parameters,
4 sets of trajectories were simulated with the following models: Brownian motion (BM, for which «
was set to 1), fractional Brownian motion (fBM), continuous-time random walk (CTRW) and random
walk on a fractal (RWf) (more details on the models in sec. SI.1.1). One constant concern in this study
was to develop a method that is robust enough to accommodate a wide range of experimental setup
parameters, as encountered in the FCS laboratories worldwide. To this end, for each of the 945 x 4
trajectories generated with the sampled parameters, we generated 900 FCS recordings by covering a
wide range of experimental setup parameters: illumination beam waists wg, € {200,225,250,275,300}
nm, and w, € {400,500,600} nm and recording durations Tops € {0.1,0.25,0.5,0.75,1,1.25,1.5,2} s.
Figure 1 provides illustrations of the types of trajectories generated (Fig. 1al,bl,cl,d1), as well as the
corresponding estimators of the auto-correlation é(r) (defined by eq. 5) for simulated FCS recordings
of 0.15 or 1.5 seconds (Fig. 1a2,b2,c2,d2). Due to the FCS signal-to-noise ratio (SNR) of the auto-
correlation G (1), in fitting FCS methodologies, one typically accumulates and averages a large number
of measurements (several hundreds), in order to, precisely, compensate for the lower SNR of individual
measurements. Here, our objective was to test whether machine learning could exploit the information
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Figure 1: Classification of motion models by FCS on synthetic data. (a-d) Illustrations of trajectories and
corresponding features GI(7) for Brownian motion (BM, a), fractional Brownian motion (fBM, b), continuous-
time random walks (CTRW, ¢) and random walk on a fractal (RW{, d). A classifier was trained to predict the
model of motion for such synthetic data. Its performance as a function of the duration of the FCS recordings
Tobs is shown in (e), where full curves show the F} scores averaged over the whole test set, grouped by beam
waist values w, as indicated in the legend. Shaded areas locate +1 standard-deviation. For the illustrations of
(a1,b1, c1,d1), 50 trajectories of 50 steps were selected at random in the learning set, and their initial location
set to (0,0,0) for readability. Parameter values were (D, a) = (4.2,1) (a), (2.9,0.27) (b), (2.9,0.84) (¢) and
(4.1,0.67) (d). In each panel the black lines represent (in each dimension): 50 (al), 500 (b1), 20 (c¢I) nm or
1 pm (d1). In (a2, b2, c2, d2), the features G(r) are shown for recordings of duration 0.25 (red) or 1.50 (blue)
seconds.
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Figure 2: Parameter estimation by FCS on synthetic data. A regressor was trained to estimate the motion
parameters of the trajectories: the anomalous exponent « (a,c) and the diffusion coefficient D (b,d). Its
accuracy was computed as the mean absolute error (MAE), as a function of the duration of the FCS recordings
Tobs. Full curves show averages over the test set, grouped by beam waist values w, as indicated in the legend.
Shaded areas locate +1 standard-deviation. Comparison of the accuracy of the classical FCS method (non-
linear fit, orange) with our machine learning algorithm (ML, blue) on synthetic data is shown in (c¢) and
(d). In (a), the MAE is computed for all the data of the test set, using a colorcode that distinguishes the
trajectories generated with fBM (indigo), CTRW (pink), BM (green) or RWf (brown), independently
of their classification, whereas panel (c¢) shows averages over all motion types (BM,{BM, CTRW or
RWI{) and their parameters. Only motions classified as BM are considered in (b) and (d).

contained in individual auto-correlation measurements, despite their low SNR, in the absence of any
averaging or accumulation procedure.

Figure 1d shows the performance of our machine learning strategy for the model classification task.
Our strategy, described in Online Methods, sec. 6.1.2 is based on histogram gradient boosting and
exclusively uses individual auto-correlation measurements as illustrated in Fig. 1a2,b2,c2,d2. Despite
the low SNR of individual FCS recordings, our method exhibits very good classification accuracy, as
measured by the Fi-score (Fy = TP/[TP+0.5(FN + FP)], with TP = # true positives, FN= # false
negatives, F'P=+# false positives). With observation times larger than 1.0 s, the average Fi-scores reach
large values, in the range [0.88—0.90]. As expected, performance decreases with the FCS measurement
time, but even with the smallest value used, Tohs = 0.1 s, the Fj-scores remain large, with values close
to 0.76. Our algorithm manages to exhibit very similar values for all the beam waists w, tested. The
shadings of these curves show the standard deviations of the score computed for different values of the
motion parameters but also for the different values of wg, in the test set. The small amplitudes of
the shadings again shows the robustness of our algorithm towards the value of the motion parameters
and the beam waists. Therefore, the large values of the Fj-scores exhibited by our algorithm reveal its
capacity to perform a robust classification of the motion types, even with individual (non-averaged)
and short FCS measurements, and even when CTRW or RWf are part of the possible motions.

Regarding now the regression task, the accuracy of our machine learning algorithm is shown on
Figure 2, with separate inference of the anomalous exponent « (Fig. 2a) and the diffusion coefficient



(Fig. 2b). The estimation of « exhibits very good accuracy with MAE (mean absolute error) values
around 0.12 for the largest observation times, both for fBM and CTRW. The inference error is smaller
with RWI{, and even smaller for BM. The smaller error with RWf is due to the fact that the simulation
method for RWf generates trajectories that can take only 12 discrete values of a between 0.49 and
0.97 (see supplementary information section SI.1.2 ), whereas in data generated as CTRW or {BM,
the value of o takes any real-number value in (0, 1] uniformly at random. The inference of o for RWf
is thus easier than CRW or fBM. Now the MAE for BM data (green) is minimal because for all data
that are correctly classified as BM by our algorithm, we set the inferred value of « to exactly 1.0,
yielding a zero error. The residual MAE is due to BM data that are misclassified as CTRW, f{BM or
RWH, for which the inferred value of « is close to the real value 1.0 but not exactly 1.0. As shown by
the very good Fi-score of fig. le, the amount of these misclassifications is limited, so the contribution
of the misclassified BM data to the MAE remains small. In all cases, the estimation of « of course
deteriorates with decreasing recording times, but the loss of accuracy down to Tops = 250 ms remains
limited (not larger than 0.15). The accuracy for the estimation of the diffusion coefficient of BM
motions is even better. The MAE values are around 0.70 for long Tihs, a very good performance given
that the real value is sampled uniformly at random in (0, 10]. Here again the accuracy decreases with
smaller observation times, but even with the smaller value used here, Ty = 250 ms, the error is less
than twice the error with Typs = 2 s.

We compared the accuracy of our method with the standard methodology of FCS, that is based on
non-linear fitting of the auto-correlation function. Indeed, for BM and fBM, theoretical expressions
can be derived for the decay of the auto-correlation function [11]:

Con(r) = v (1 n 4D;‘)1 (1 | 4br )1/2 2)
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Fitting the expression corresponding to the model of motion of the measured auto-correlation function
allows one to estimate the value of the free parameters D and «. To our knowledge, such an expression
is not available for CTRW nor RWf, so this method cannot be used for parameter estimation in CTRW
and RWf. We show in figure 2¢ a comparison of the accuracy obtained using the above non-linear fits
with the one obtained with our machine learning method. Both methods were applied to individual
(non-averaged) auto-correlation functions like those shown in fig. 1a2,b2,c2,d2. Given the level of noise
present in these recordings, it is not surprising that the estimation of a by standard non-linear fitting
is not very good, with accuracies that are 3- to 4-times lower than our machine learning approach
(Fig. 2c). Note that to be fair, part of this limited accuracy of the fit method stems from the fact that,
for CTRW and RWf, we used the expression for Gy (7) above to fit the autocorrelation function,
whereas this expression is not expected to be valid for CTRWand RW{. For the estimation of D, the
accuracy of the non-linear fits is markedly better (Fig. 2d). Our ML approach is still approx. 1.8-times
more accurate than the standard non-linear fit method at very small 7,5, but the accuracy values of
both methods converge at long T,,s. Therefore, the machine-learning approach proposed in the current
study demonstrates better accuracy on individual (non-averaged) synthetic FCS recordings than the
standard non-linear fit methods.

and

4.2 Sensitivity to the brightness

Another parameter that is very likely to vary between experimental setups and even from one individual
experiment to the next is total illumination, i.e. the mean rate of photon emission of the experiment.
To test the sensitivity of our algorithm to variation of total illumination, we validated it on additional
synthetic data where we only changed the maximal intensity of the excitation light source (parameter
¢ in section SI.1.3) compared to the learning set. For each of these simulations we set the value of
®( uniformly at random in the range [3.6,8.4] x 10* (for reference, we used ®; = 6 x 10* before).
We then evaluated the performance of our algorithm on the classification and inference tasks and
averaged the results by groups of T,ps and total brightness (fig 3). As expected, for a given value of
the brightness, the performance of our model increases with observation times, as already reported
above. Moreover, for a given observation time, the best results are obtained for illuminations that are
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Figure 3: Impact of the total brightness on the performance of the model classification task (a) and the
accuracy of the parameter estimation task (b). The MAE for the estimation of « and the Fi-score are shown
as a function of the duration of the FCS recordings T,ns on synthetic data. Each bar color refers to a different
range of illumination parameters ®q, with the color code given in the legend.

close to the value we used for the training set (&g = 6 x 10%). Performance especially deteriorates
for short simulations (less than 1s) with weak illumination (less than 4.8 x 10%), thus illustrating the
need for a minimum total number of emitted photons. Nevertheless the performance seems robust as
long as the illumination remain in [4.8,7.2] x 10*. We conclude from this figure that the quality of the
estimations made by our machine learning algorithm is robust to restricted perturbations of the total
brightness around the value used for training. To recover performance as large as above or for larger
perturbations, re-training the algorithm with an illumination matching that of the experimental data
would be needed.

4.3 Monitoring fast variations of the motion parameters

We then explored whether our method could be used to monitor rapid changes of the parameters
of motion. To this end we used the simulation methodology presented in section SI.1 to generate
synthetic FCS recordings of 10 s duration, where we changed the parameter of motion every second.
For CTRW motion, we resampled the value of the anomalous exponent « every second according to
a uniform distribution in (0,1). For BM, we resampled the coefficient of diffusion D with the same
frequency, using a uniform distribution in (0,10]. Figure 4al and bl show examples of the resulting
constant-by-part evolution of the real values of both parameters (red). We then applied our algorithm
as a sliding window of length 500 ms with a shift of 100 ms after every prediction. Figure 4al shows the
corresponding estimations of the anomalous exponent for the CTRW case (gray trace). The estimation
follows the changes of the true value well, with occasional delays and over estimations especially for
large values of real a (>>0.85), where our algorithm tends to classify the trajectory as BM, thus setting
« to exactly 1. On average, however, the estimation error is large only for the first 500 ms after the
parameter change, where the sliding window of the segment overlaps two true values (fig. 4a2). Outside
of these 500 ms period of overlap, the MAE converges back to the value exhibited with constant «,
i.e. around 0.13 for Tops = 0.5 s (compare with fig. 2a). The estimation appears slightly better for
the estimation of D, that follows the changes of the true value quite closely (fig. 4b1). Like for «, the
mean error on D drastically increases for the first 500 ms after the change of the true value and then
returns to low values (fig. 4b2), reaching MAE values similar to those obtained with constant values
of the true D (fig. 2b).

4.4 Application to the analysis of experimental data

The previous series of results show that our approach provides a robust and accurate solution to
motion classification and inference tasks using synthetic FCS recordings. Interpreting these results
as a first validation of our method, we applied it on real experimental data. To this aim, we carried
out experimental FCS measurements of calibrated 40 nm fluorescent beads in water with an increased



10} bl
8 -
0.8
wn
~ 6 -
0.6 B
© 3
04} Q4T
true
02k predicted 2F
al
1 1 1 1 1 1 1 1 1 1
0.0 0 2 4 6 8 0 0 2 4 6 8
time (s) time (s)
026122 o:(m)  55th2
: @ S
M 019t _ >
< —_700 < 1.5}¢
s =
0.12 | , , 0.5k . ] :
-1.0 -0.5 0 0.5 -1.0 -0.5 0 0.5
time to true value change (s) time to true value change (s)

Figure 4: Tracking changes of the motion parameters. 10 seconds FCS recording of CTRW (a) or BM (b)
trajectories were simulated as described in sec. SI.1.1, except for the value of parameters a or D, that were
resampled from a uniform distribution every second (constant-by-parts red curves in al,b1). The resulting
10-s simulated FCS recording was cut into consecutive overlapping segments of 0.5 s duration, with a 0.1 s
shift and our machine-learning algorithm was applied to estimate the corresponding values of the parameters
(gray curves in al,b1). Estimation of the accuracy in each chunk of 1 second between two successive parameter
changes is shown via the MAE of « (a2) and D (b2), grouped by beam waist values w, as indicated in the
legend. Shaded areas locate £1 standard-deviation.

concentration of glycerol (see section 6.2). We applied our algorithm on these 1 second measurement
as sliding window of length 500 ms with a shift of 100 ms after every prediction.

Figure 5a shows the results of the classification task with an increasing concentration of glycerol.
Note that for these experimental data, the algorithm sometimes predict anomalous subdiffusion but
with an exponent « close to 1.0. As a rule of thumb, we therefore opted to re-classify as BM all
measurements that were initially classified as anomalous with o > 0.9. With a small concentration of
added glycerol (6%), our algorithm classifies almost all the motion segments as BM (95%), while a only
a few of them is classified as RWT (5%). The corresponding estimation of o evidences a mostly bi-modal
distribution for 6% glycerol (Figure 5b, blue), with BM motion at & = 1 and RW{ around a = 0.9,
thus confirming the overwhelming prevalence of BM. The inferred diffusion coefficient D (Fig. 5¢, blue)
exhibits an unimodal distribution centred around 9 pm? /s, a value that underestimates the theoretical
value of 10.4 pm? /s for this glycerol concentration (red-grey circles). Note that we have trained our
algorithm with values of D € (0,10] pm? /s, so the theoretical value of the diffusion coefficient of the
beads in 6% glycerol, 10.4 pm? /s, is slightly beyond our training range. It is therefore not unexpected
that our estimations lack accuracy for such low glycerol concentrations. With increasing glycerol
values, the fraction of BM segments becomes even more prominent, reaching levels close to 100% from
13 to 31 % glycerol (Fig. 5a). In this range of glycerol concentrations, the inference of « remains mostly
concentrated around 1.0 (Fig. 5b) and the distributions of D exhibit medians that are close to the
theoretical values (Fig. 5¢). For the largest glycerol concentration tested (e.g. 48%), the algorithm still
predicts a massive domination of BM (= 85%), but a small fraction of {BM appears (=~ 15%) together
with traces of CTRW motions (less than 1%). In addition to a majority Brownian population at v = 1,
the inference of « predicts an anomalous minority population centered on o = 0.9 but reaching values
downto 0.3. The inference of D remains very good compared to its theoretical value. Therefore our
algorithm classifies the bead motions as close to fully BM up to 31% glycerol with inferred D values
that match their theoretical values predicted from Stokes-Einstein’s law. For higher concentrations,
however - here 48% glycerol, the motions become more complex, with a significant population of weakly
anomalous (fBM) motion. In opposition to the results obtained with our method, the estimations of
a and D obtained with standard non-linear fits show much broader distributions, with medians of
anomalous exponents centred around 0.8 to 0.9 (Fig. 5b, orange). The medians of the estimated
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Figure 5: Validation of our machine learning approach to experimental data. The motion of calibrated
fluorescent beads in glycerol solutions of increasing concentration was monitored for 1 seconds by FCS (see
section 6.2 for details). This recording was cut into 10 consecutive overlapping segments of duration 0.5 s,
with a 0.1 s shift. Our machine learning approach was then used for the model classification task (a) and
the parameter estimation task (b-c) on each segments. For increasing glycerol concentration, we plot in (a)
the ratio of 0.5 s segments motions that were predicted as BM (green), fBM (indigo), CTRW (pink) or RW{
(brown). We also show the estimations of the anomalous exponent « (b) and of the diffusion coeflicient D for
BM cases (c) with comparison between the estimations given by our ML method and a classical non-linear fit.

diffusion coefficients (Fig. 5c, orange) with standard non-linear fit are however slightly closer to the
expected theoretical values. Taken together, these data confirm that our ML methodology is more
adapted than the standard non-linear fit for short and individual FCS measurements such as those
used in these experiments.

We then pushed the analysis further and carried out segmentation of the FCS measurements.
To this end, we projected the decision regions of our classification algorithm on a two-dimensional
representation. Figure 6 shows the results of this projection as a ternary diagram where the green
region shows the zone where the algorithm decides that the motion is BM, whereas the brown region
shows where the decision is RWf and purple regions show where the decision is fBM or CTRW. These
regions locate positions where the probability of following one model of motion is larger than the
probability of following any of the other two motions. To locate the experimental FCS measurements
in this 2d-plane, we projected a given experiment as a trajectory made of the classifications given by
the successive sliding windows in this ternary coordinate system (full lines with full circles). With low
glycerol concentrations (fig. 6 a-d), most of the segments are located or at least end up in the BM
domain. In all cases, the trajectories oscillate between the BM and the RWf domain but every incursion
into the RWf domain are associated with o > 0.9. We conclude that the beads actually conforms to
effective BM motion along the whole trajectories. Inspection of the trajectories obtained with larger
glycerol concentrations (48%), confirms the results of fig. 5a. These trajectories remain in the center
of the triangle, indicating that classification is harder than the other glycerol concentrations (the
difference of probabilities between two models is smaller). In addition, the trajectories are more spread
out over the regions than for the other concentrations, so that a trajectory can switch classification
regions several times, and not only after the first segments, as seen with 6% glycerol. This suggests
that with 48% glycerol, the bead motions change and become more complex, in particular with the
emergence of a marked heterogeneity of the motion conditions either along time or along the explored
space. Alternatively, the addition of such large amounts of glycerol could change the physical properties
of the imaged volume to a point that the amount of misclassifications made by our algorithm would
increase.

5 Discussion

The current study is a first step to widen the applicability of Fluorescence Correlation Spectroscopy
(FCS) by using machine learning for FCS recording analysis. We propose a method that is robust
enough to be generic regardless of the specific technical characteristics of the setup under consideration.
Depending on the laboratory or even on the specific experiment, the value of the beam waists (in
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Figure 6: Segmentation of bead motions in glycerol solutions. A ternary diagram is used to map the decision
regions of the classification algorithm as a 2d representation: an FCS recording which projection falls in the
green region is classified as BM by the algorithm, whereas it is classified as RWf whenever its projections is
located in the brown region. Finally, we aggregate fBM and CTRW trajectories, and indifferently locate {BM
and CTRW in the indigo region. The successive 0.5 s segments of motion taken from the 1 s FCS recordings
of the bead motions of fig. 5 were projected as trajectories using the ternary diagram coordinate (full lines).
The initial segment is shown as a white dot. Each panel corresponds to a different concentration of glycerol:
6 (a), 13 (b), 23 (c), 31 (d) or 48 % (e).
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x,y or z) or the total brightness can vary. Our machine-learning algorithm has been designed to
accommodate a range of values for these parameters. Figures 1, 2 and 4 demonstrate the performances
of our algorithm over a wide range of beam waists (from 200 to 300 nm in z,y and from 400 to 600
nm in z) on synthetic data. The limited dispersion of the resulting performance curves suggests that
our method is largely independent of the exact value of the beam waists and should be applicable
to a wide gamut of beam sizes. We conclude that our machine learning algorithm should be able
to accommodate many experimental setups. That being said, the algorithm cannot be expected to
exhibit correct performance for technical characteristics that differ significantly from the value ranges
used in the training set. For instance, this would be the case for STED-FCS experiments [34], where
smaller values of the beam waists are reached (from 100 down-to 30 nm) [35]. In such a case, the
accuracy of our approach, trained on the current parameter ranges, will likely deteriorate. This is
for instance the case with our bead experiments with 6% glycerol where the theoretical diffusion
coefficient is above the range used for training the algorithm (Fig. 5¢). For these cases, our algorithm
delivers a deteriorated accuracy. However, it is easy to generate a new synthetic learning set with
parameter ranges that are better adapted to the specificity of the setup. We provide in parallel with
the current article an open-source computer code that can be directly used to generate a new learning
set, and train a new version of the algorithm on this more adapted learning set (see Online Methods
sec. 6.1.3). Furthermore, approaches similar to the one used here can be exploited for the analysis of
other experimental methods that are derived from FCS, such as modulation of the illumination with
alternating on/off periods to model fluorescent lifetime correlation spectroscopy (FLCS) [36].

The performance of our algorithm for the model classification and parameter inference tasks on
FCS recording can be compared to the algorithms developed for the same tasks on single-particle track-
ing. To this end, the benchmark provided by the anomalous diffusion (AnDi) challenge is especially
useful [37]. This collaborative open community competition has produced a fair benchmarking of the
performance of more than 10 state-of-the-art algorithms on synthetic single-particle tracks (SPT). The
proposed tasks included a model classification task (among 5 possible anomalous diffusion models), an
inference task (anomalous diffusion exponent «) and a segmentation task in which the model class is
altered along the trajectories. Because the data used in this challenge were individual single-particle
trajectories, the performance of the algorithms was quantified as a function of the most critical parame-
ter, the length L of the trajectories. The inherent discrepancy between single-particle trajectories-based
experiments and FCS does not permit a rigorous and fair comparison of the performance of SPT-based
methods and FCS-based ones. In particular, the elaboration of the learning datasets, or even the met-
rics used to evaluate performances cannot be compared. At best, a very rough and loose juxtaposition
can be done. For instance, FCS data do not explicitly feature trajectory length whereas this a crucial
parameter for SPT. However, since the average length of the imaged trajectories in FCS is expected
to increase with the observation time Typs, we use T,ps below as a FCS proxy for L in SPT. For the
classification task, the best-in-class SPT algorithms exhibit Fj scores ranging from 0.6 (L = 40) to
0.9 (L > 500) whereas for our FCS-based algorithm, the F} scores for classification varied is larger
than 0.86 for Tons > 1 second (fig. 1d). Regarding the inference task, the best SPT methods provided
MAE values for « ranging from 0.35 (L = 40) down-to ~ 0.10 (L > 500). For comparison, even if
we exclude the case of incorrectly classified BM ( 2a, brown), the MAE of our FCS method for the
estimation of « varied from 0.17 (Typs = 0.25 s, fBM) to circa 0.05 (Tops < 1.5 s, RWf). We conclude
from these comparisons that our FCS-based machine-learning approach exhibits performances that are
similar to the best-of-the-class SPT algorithms of the AnDi challenge. Our methods may even be a
bit better for short Tyhs than SPT methods on short L. However, SPT is expected to be more robust
to optical aberrations than FCS, so model classification or parameter inference with SPT data may be
more robust with real experimental conditions than FCS (but see below). These differences preclude a
precise one-to-one comparison, so we only retain the general conclusion that our method on FCS data
yields an accuracy that favorably compares to the best-of-the-class methods for SPT data.

In our analyses above, we did not estimate the diffusion coefficient D for anomalous diffusion (fBM,
RWf and CTRW). The reason for this lies in part in practicality, since it allows to keep constant the
number of free parameters for all the motions considered. But more importantly, the estimation of
D in anomalous diffusion is usually a very difficult problem because errors on the estimation of «
strongly deteriorate the quality of the estimation of D. This is probably due to the fact that the
value of o not only impacts the value of D, but also its unit, which is distance? /time®. An interesting
perspective of our work is therefore to develop further methods dedicated to accurate inference of «
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and D in anomalous motions. Using deep learning instead of machine learning could, for instance, be
an interesting alternative. In our present case, where only the estimation of o was targeted, replacing
our machine-learning algorithm (histogram gradient boosting) by a deep-learning approach did not
improve the classification. We leave for future work the exploration of the possibility that, with a
larger learning set and the inference of both o and D, deep learning might provide better predictions.

As a validation of our method, we applied it to experimental FCS measurement of calibrated
fluorescent beads in solutions with an increasing glycerol concentration. For all the studied glycerol
concentrations but the largest one (48%), our algorithm predicts that the bead motion essentially
remains Brownian with a diffusion coefficient that decreases with an increase of glycerol. This is in
agreement with the behavior expected from the diffusion of spherical molecules at very low Reynolds
numbers in viscous fluids or from point tracers among diffusing mobile obstacles (see e.g., [38]). Our
estimates for the diffusion coefficient D also agree with the values one would expect from the Stokes-
Einstein’s law. However, with very large glycerol concentrations (48%), our algorithm reports a slight
qualitative change in the bead motions, with close to 15% of the trajectories that depart from pure
BM to exhibit mostly fBM motion. It is not clear whether such anomalous behaviors correspond
to real fBM motions of the molecules or are mere classification errors caused by e.g., changes of the
experimental medium at such large gycerol concentrations. Indeed, alterations of the shape of the
detection volume or of the fluorophore photophysics, deviations from uniform spatial distribution of
the beads, as well as optical aberrations could all potentially alter the measured signal enough to give
rise to misclassifications. Future work will be needed to estimate the extent to which these deviations
affect the performance of our algorithm. But in any case, these specific conditions can be accounted for
in the simulation engine used to generate the synthetic data used to train the model, thus minimizing
the potential classification errors due to deviation from the ideal conditions considered in the current
study. Alternatively, adhoc correction methods applied to the raw FCS signal, such as proposed in
ref [39] for optical aberrations, can still be applied to the raw experimental data of interest before
analysis by our current algorithm.

Advantages and drawbacks of the proposed method

Compared to the traditional methodology for FCS analysis, that relies of non-linear fitting of the auto-
correlation function, our machine learning approach presents a number of advantages and drawbacks:

1. Our proposed method systematically performs model selection before the parameter estimation
step. Model selection is in principle feasible with traditional fitting methods, using a criterion
that takes into account the number of free parameters of the fitting expression (e.g., Bayesian or
Akaike Information criteria). However, this is rarely done in practice and can only be used to
decide between Brownian and fractional Brownian motion.

2. The traditional fitting method is limited to motion models for which there exists an analytical
expression for the ACF of the photon emission intensity. Again, in practice, this restricts the
motion models to BM and fBM. Our method on the other hand is applicable to any motion model
that can be simulated by Monte-Carlo methods and for which the time-averaged auto-correlation
estimator G (eq. 5) can be computed numerically. In the current study we applied it to BM,
fBM, CTRW and RWf but any other motion model could be accounted for after retraining of
the machine learning model with synthetic data generated using this new model. This includes,
e.g., Heterogeneous Diffusion processes (HDP) [40], Scaled Brownian motion (SBM) [41], or
“subordinated” random walks that combine two models, for instance CTRW + {BM [42, 10]. Our
open source framework available at https://gitlab.inria.fr/aistrosight/mlfcs provides
the code needed to generate such a personalized synthetic learning set and re-train the algorithm
on it.

3. The analytical expression needed for the nonlinear fitting of the auto-correlation function for
the traditional methods assumes a 3D Gaussian shape for the sample illumination. It also
assumes that the space (surface or volume) in which the motion takes place is isotropic and
homogeneous [25]. This assumption is violated, e.g. when the illumination encompasses both a
membrane (plasmic or nuclear) inside the 3D bulk of the cytosol or the nucleus. Our method can
accommodate non-Gaussian illuminations or diffusion geometries that are anisotropic or non-
homogeneous. This would demand retraining of the machine learning algorithm with synthetic
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data generated by a simulation model that takes into account the correct illumination shape or
volume geometry.

4. In contrast to the traditional analysis method, our approach delivers very good performance even
when applied to a single FCS recording of short duration (only 250 ms). This is particularly useful
for monitoring rapid changes in patterns or motion parameters that occur at hertz frequencies.
One advantage is to reduce the risk of bleaching, which is a problem when measuring FCS in a
cell. In addition, it avoids the need for the user to accumulate and average a large number of
successive recordings from one second to the next.

5. Our method could be extended to the analysis of mixed populations of molecules sharing the
same motion model but with different parameters. For example, a population of molecules moving
according to BM with two diffusion coefficients. This would demand to train the algorithm using
synthetic data from mixed populations, for instance. Future work will be needed to assess the
realism of this proposal.

6 Methods

6.1 Machine learning methods

The goal of our machine learning approach is to (¢) learn to predict the class of motion M of the random
walkers among the set of possible motions M = {BM, {BM, CTRW, RWf} (classification task), and
(i) estimate the value of the parameters 6y, of this motion, i.e. D for BM and « for fBM, CTRW and
RWH.

6.1.1 Auto-correlation functions

Our analysis starts with the collection of photon emission times, {I'(t),t < Tons} that constitutes
the raw data of an FCS experiment (see sec. SI.1.3). T,ps is the total measurement duration. Let
E = (S,F,P) be a probability space with sample space S, event space F and probability function
P. In case of a stationary process (true for BM and a fBM), T is L? ([0, Tops), E), in the sense that
N fOTObS E [|T(s)[?] ds < +oc. In this case, I' admits an auto-correlation function [43] denoted
{G(7), 7 € [0,Tops — 7]} that depends on the auto-correlation lag 7 but not on time t:

(L@ + 7)) — (L) (Tt + 7))

G(r) =
7 VAT2(0)) (T2(t + 7))

(4)

where (-) denotes ensemble averaging.

To introduce time binning, we first define a few notations:

e Number of photons emitted between t, and tp: I[ts,tp] = ttb T'(s)ds

e Bin interval: A7r = T"L"S , where L the length of the binned vector

e Binned value of It (I[i]);c(o r—1 = ({ [AT, (i + 1)AT]) ;0,11

Using these notations, we estimate the ensemble-average (I'(t)) of eq. 4 by its time-average [ =
LS~ E7 4 ITi] and its second moment (I2(t)) by I2, since (I2(t)) = (I(t))” for a Poisson process. This
leads to an approximation of G by its time-averaged auto-correlation estimator G [44]:

) 1 AT rh I+ /AT - P2
G(T):L—T/AT ; : [+f2/ ] (5)

In case I' is not stationary but still L? ([0, Tops], E), i.e. for the CTRW in our case, the auto-
correlation function eq. (4) is not defined, but it is still possible to construct a partial auto-correlation
function [45, 46, 47] for every associated ¢t € [0, Tops], denoted as {G¢(7),t,7 € [0, Tops — 7]}. The
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partial auto-correlation function of such a non-stationary process is a quantity characterizing the

autocorrelation function of the stationary process associated to the non-stationary process for every t,
defined by :

(COLE+ 7)) — (@) T(E+7))

V(IT2(1)) (T2(t + 7))
In theory, the partial auto-correlation function of a non-stationary process cannot be estimated by
time averaging, but only by ensemble averaging [48]. This is not suitable in our case since we want to
produce estimations for a handfull of molecules, as expected in FCS. However, we still used the time-
averaging of eq. b as a feature to quantify the auto-correlation of non-stationary processes based on the
ansatz that this feature is still good enough for machine learning algorithms. This ansatz originates
from the hypothesis that the process I' exhibits periodicity at long times, which would mean that the
mean on t of its partial auto-correlation function

Gt(T) = ) (6)

mir) = lm /0 T G ds )

Tobs—>00 TObS —

exists and is finite. In this case, the quantity G(7) from eq. (5) is also a good estimator for non-
stationary processes.

As a final step, we normalize the feature G (iAt) obtained from eq. (5) by dividing it by the mean of
its first five elements and reduce dimensionality by keeping only the first K < % values of the sequence,
using log sampling of the delay 7.

6.1.2 Machine learning methods

Learning set. A central concern in this work is that our machine learning methods must be robust
to the variety of setups used in experimental labs and, in particular, must be able to be generalized to
a range of beam waists wyy and w,. To this aim we generated a learning set comprising more than 2.5
million simulated FCS experiments of various duration and beam waists, in the following way:

e We first set the value of the motion parameters with uniform sampling: « ~ U((0,1)) for {BM
and CTRW and a ~ U({0.495, ...,0.970}) for RW{ (see section SI.1.2 below) and D ~ U((0, 10]).

e Using the algorithms described in section SI.1.1, we then generated four sets of simulated tra-
jectories using the sampled o and D: one with fBM motion, one with CTRW motion, one with
RWf and one with BM motion (for BM, we set o = 1).

e For each resulting set of trajectories, we sampled the corresponding set of photon emission times
for 3 seconds, using the thinning algorithm of section SI.1.3. The process of photon time sampling
was repeated with all possible pairs of beam waists among wg, € {200,225,250,275,300} nm
and w, € {400, 500,600} nm, resulting in 15 FCS simulations per set of trajectories.

e In order to analyze the performance of our machine learning algorithms depending on the duration
of the FCS experiment, every 3s FCS simulation described above was split into non-overlapping
segments of duration Tops € {0.1,0.25,0.5,0.75,1,1.25,1.5,2} seconds, and every one of the 60
resulting segments was used in the learning set. With this procedure, the number of examples
in the learning set was larger for short Ti,ps than longer ones (e.g., 10 times more examples with
Tops = 0.1 s compared to Tops = 1.0 8). This allowed us to invest more learning effort on shorter
observation times than larger ones.

e Finally, we computed the estimator of the auto-correlation G from eq. (5) for each of the simu-
lation fragments above.

We repeated this process 945 times (i.e., 945 samplings of the motion parameters), yielding a learning
set of 3,402,000 simulated FCS experiments in total. This learning set was then split into a test set
(315 sampled parameter values, i.e. 1,134,000 simulations, 4.8% of the total) and a training set (the
rest of the simulations) using uniform distribution.

Learning algorithm. The initial feature associated with each simulated FCS experiment is a vec-
tor of size 1,003, comprising the 1,000 log-sampled values of G‘, plus the values of wyy, w, and Tos used
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for this simulation. Therefore, the values of these parameters wyy, w, and T, are not inferred by our
algorithm but must be provided by the user. We used these features to train a classifier C' with the His-
togram Gradient Boosting Classifier of scikit-learn[49] (sklearn.ensemble. HistGradientBoostingClassifier)
with default parameters. The classifier yields the predicted model probability for the simulation:
C(G, Tobs, Way, w-) = (Pem, Prem, Petrw, Prwe)-

In a second phase, we trained regressors to determine « and D (Histogram Gradient Boosting
Regressor of scikit-learn with default parameters), individually for each pair of w,, and w. and each
candidate model. For each pair of values (o, D), this resulted in 5 x 3 x 4 = 60 classifiers, (way,wz,M).
The input to these classifiers is also the vector of size 1,003: (C;’7 Tobss Way, w;). For example Raos 600,rBM
is trained on data with beam waist diameter of w;, = 225 nm, w, = 600 nm and with diffusion model
fBM. These regressors are trained to predict o and D:

& if M € {fBM, CTRW, RWf}

way,wZ,M(GA,TobsawaawZ) = {D if M = BM <8)

The final stage consolidates the classification and the regression tasks above using a last Histogram
Gradient Boosting Regressor that takes into account the regression estimation for all beam waists and
model classes. This final regressor R learns to predict o and D taking as input the output of the
above classifier C' and the outputs of the 45 corresponding regressors (vector of size 34+60-+3=66):
(mey,wz,M):

R (C(é7 Tobs, Waxy, wz)a (mey,wz,M(éy Tobs, Wxy, wz)) y Tobs, Waxy, wz)

_f& if M € {fBM, CTRW, RWf} (%)
~|D if M =BM

For inference or testing, we determine the model class according to the maximal value of Py
estimated by the classifier C' and the estimation of the parameter value (& or D) according to the
prediction of the final regressor R.

6.1.3 Code availability

The entirety of the code used in the present article is available as an open source framework at https:
//gitlab.inria.fr/aistrosight/mlfcs. The repository also offers the possibility to download the
trained algorithm for use on a local computer. In addition, we provide the code needed to generate
a personalised synthetic learning set and to train the algorithm on it. The repository also proposes a
simple interface based on a Jupyter notebook that allows the user to upload their own data (either as
direct FCS recordings or the derived auto-correlation functions) and use our trained algorithm for the
classification and inference tasks. The gitlab repository comes with a medium-size test set of synthetic
trajectories, that can be used to test the performance of the algorithm. The whole training set used
in the present manuscript (more than 3.4 million synthetic trajectories), or the experimental FCS
measurements of the beads represent a considerable volume of data. The corresponding files are too
large to be made available on a open access server, but they can be obtained from the authors upon
request.

6.2 Experimental data

To evaluate our estimation method, we tested it on experimental data. We carried out FCS mea-
surements with calibrated fluorescent beads. FCS measurements were performed using a confocal
microscope (Nikon AIR) with a 488 nm diode laser (LBX-488, Oxxius). Experiments were conducted
with polystyrene nanobeads (Fluoro-Max G40, Thermo Fisher) with an average diameter of 40 nm and
diluted in a water-glycerol mixture to modulate the viscosity and, consequently, the diffusion coeffi-
cient. The sample was placed in a glass bottom dish (0.16-0.19 mm, P35G-1.5-20-C MatTek) and FCS
measurements were acquired using a 40x NA = 1.25 water immersion objectif (CFI Apo LWD Lambda
S). The pinhole was set at 1.2 Airy Units, and the temperature of sample was kept at 24.9°C during
the experiments. The experimental values of w,, and w, were measured during calibration on Atto488

15


https://gitlab.inria.fr/aistrosight/mlfcs
https://gitlab.inria.fr/aistrosight/mlfcs

in distilled water that is expected to exhibit Brownian motion with a theoretical diffusion coefficient of
400 ym?/s. We calibrated the values of w,, and w, using classical fit of the ACF of the experimental
recording assuming a BM. The resulting beam waists were w,, = 214 nm and w, = 522 nm. The
output signal from the sample was collected with a photon counting module (SPCM-CD, Excelitas),
and time tagging was carried out by a time-correlated single photon counting module (HydraHarp 400,
PicoQuant). Bead solutions were diluted to reach a concentration of 10! particles/mL, resulting in
approximately 2 individual beads on average within the focal volume.

Assuming that the beads in glycerol solutions are spherical objects and the flows are dominated by
the viscous effect, the Reynolds numbers is very small (Re << 1). Then, the theoretical value of their
diffusion coefficient can be estimated using the Stokes-Einstein formula D = kT'/(67 - 1)g - Tbeads) Where
7o is the viscosity of the glycerol solution and 7peaqs the bead radius. We estimated the dependence
of the viscosity ng to glycerol concentration according to Ref [50, 51, 52|. Using 7peadgs = 20 nm in the
Stokes-Einstein formula then yields a theoretical estimate for the bead diffusion coefficient.
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SI Supplementary Information

SI.1 Generation of synthetic FCS data
SI.1.1 Models of random motion

We note W; the waiting time between the i — 1" and the i*" jumps of the random walker and consider
Wi the associated i.i.d family of random variables of density A\. We associate it with the jump
(i>1)

time J; of the i** jump:

Ji=> W, withi>1 (SL1)

n=1

Let A; € R? be the vector in space representing the i*" displacement in space. We note (Ai)(i>1)
the corresponding family of random variables, of law AX;. The position of the particle in the d-
dimensional-space at time ¢, 7(t), with initial position 7o € R? is

r(t) =ro+ Z Aillyy<ty (S1.2)

i>0

Consider a walker located at position = at time s, that has arrived there at time .J; =t — s. With
these notations, the next jump of the walker will happen at time J;1; = ¢t — s + W;41, and its new
position will be x + A; 1.

In the current study, we focus on three motion models, that we define below for the spatial dimension
d=1:

e Brownian motion (BM) [53] is a stationary process with independent Gaussian increments: A =
04, with dt the simulation time step. For BM, (A;) = (N (0, vV 2Ddt>) is an i.i.d. Gaussian

random variable family Vi, o = 1.

e Fractional Brownian motion (fBM) [2, 31, 54, 55|, which is also a stationary Gaussian process
but different from white noise due to the temporal auto-correlation of its increments: A\ = §44,
E[A;A;] = D (Jidt|™ + |jdt|™ + |idt — jdt|*), a < 1.

e Continuous time random walk (CTRW) [32, 56|, which also has Gaussian distributed jumps, but
which is not a stationary process if the distribution of its residence times is heavy-tailed, for

a+1
instance according to a power-law: A(t) = %(ei) (A =N (07 V 2Ddt> , Vi, oo < 1. We

used € = 10~7 throughout this work.

e Random walk on Fractal (RWf) [57], in particular on generalized Sierpinksi carpets [58]. RWT is
a process evolving on a 3d grid where only the vertices of a given fractal are attainable to the
random walker. At each time step dt, the walker chooses uniformly on all edges connected to
its position a candidate for the next move. If the vertice of the edge chosen is accessible (i.e. it
is part of the fractal) the walker accepts the move, else the walker stays at its initial position
(blind-ant algorithm [33]). Each step is of size dx = Chactal VD. With Chactal @ normalization
constant that depends on the chosen fractal pattern, and o <1 (more details in section SI.1.2).

In this study, BM, fBM and CTRW trajectories were simulated in d = 3 space dimensions by
simulating a d = 1 independent random walk for each of the 3 dimensions, whereas the RWf model
was inherently 3d because of the chosen 3d-fractal. The random walks were simulated in a sphere ) of
diameter {Q;, Q,, Q,} centered on (z,y, z) = (0,0,0). Their initial location was uniformly distributed
in Q. To keep a constant density of walkers in 2, some form of boundary condition has to be imposed at
the surface of the sphere. We rejected reflective boundaries because they induce artificial correlations
that strongly impact the auto-correlation signal. Instead, we used the following condition: whenever a
walker leaves the sphere, we remove it from the simulation and replace it by a new walker, the initial
location of which is chosen at random over the surface of the sphere.



SI.1.2 Creation of Generalized 3D Sierpinski Fractals

The generalized 3D Sierpinski fractal is a model for hierarchical and porous environments, such as
found in biological systems, which features structural complexity across scales. Here, we followed the
generation process proposed by ref [58]. The process begins with a cubic lattice of size N3, where N
is the number of divisions along each axis. At each iteration, the cube is subdivided into v® smaller
sub-cubes, with v the subdivision factor. A fixed number o of these sub-cubes is then removed based on
a randomly predefined removal pattern, leaving v — o sub-cubes for further subdivision in subsequent
iterations. The process is iterated m times for each sub-cubes, where m = log,, N, resulting in a fractal
structure characterized by self-similarity and hierarchical voids. Finally, to create a seamless geometry
suitable for modelling diffusive processes or random walks, periodic boundary conditions are applied
to the fractal.

To illustrate this process, consider a cube with v = 3 subdivisions (resulting in 3% = 27 sub-cubes)
and o = 2 randomly removed sub-cubes per iteration. After one iteration, 27 — 2 = 25 sub-cubes
remain, which are then subdivided into 25 - 27 smaller sub-cubes. Repeating this process for m = 3
iterations produces a fractal with complex occupied regions. Importantly, the same removal pattern is
applied to each of the sub-cubes at every level of the hierarchy, ensuring self-similarity across scales.

This construction process is highly adaptable, allowing the control of parameters such as v, o, and
m to tailor the fractal density, connectivity, and complexity. For each removal pattern, numerous
simulations of random walks are performed to estimate the effective diffusion coefficient D and the
anomalous exponent a. Then, distinct removal pattern are chosen to obtained a sampling of a €
{0.495,0.732,0.802,0.813,0.819, 0.844, 0.875,0.889, 0.914, 0.931,0.959,0.970}. The diffusion coefficient
is tuned by scaling the trajectory coordinates by the squared root of the target D value after division
by the square root of the effective value of D associated to the pattern. These properties make the 3D
Sierpinski fractal an ideal model for exploring diffusion in heterogeneous environments.

SI.1.3 Modelling of FCS measurements

We simulated an FCS illumination volume centered at (0,0,0), the center of the spherical domain 2
in which the random walks occur. The point spread function (PSF) of the microscope is modelled as
a 3d Gaussian with beam waists w; << §;, Vi € {z,y,z} [25]. In agreement with the experimental
situation we considered identical beam waists in the x and y directions, i.e. w; = wy = wyy. The
illumination intensity ® is thus given by

2

,2< 2
@(I,y,Z) = (I)Oe “ry “z

12+y2+ 22 )

, (SL3)

where ®( controls the illumination intensity.

The probability that a particle located at (x,y, z) emits a photon is modelled as a Poisson process
with a rate proportional to the value of the illumination at this position [59, 25]. Since the particle
location changes according to the random walk, we model photon emission by a single walking particle
as a non-homogeneous Poisson process [60], with time-dependent rate u(t) = @ (r(t)).

If v = {y(t),t > 0} is the process characterizing the times of photon emission by a single molecule,

one has
(1) 20 = 0P ((1(8)) 0 (ST.4)

where OP is the process of the jump times of a Poisson process, i.e. if (0;),., are the jump
times of P, then 0P = > ,.,de, . Now, to retrieve I' = {I'(t),t > 0}, the counting process char-
acterizing the emission times of photons from an FCS experiment with N molecules, we sum the N
processes characterizing each molecule I'(t) = ij:l Yn(t). By the additive property of Poisson pro-
cesses (OP(o) + P(v) = 9P(o + v) |61]), the intensity of the system can be modelled as the sum of
the intensities of the N processes:

N
(t) = 3 palt) and T =P (((t)),0) (S1.5)
n=0

We simulate the process of photon emission by all the N molecules, T, by thinning [62]. We suppose
that its rate fi(t) is bounded for ¢ € [0, Tops] by its maximal value ||fi]|coc < +00. We first sample the



photon emission times that would be expected from a Poisson process with constant (homogeneous)

rate ||fil|oo: T = OP ((Hﬂ”w)tzo)- We refer to those as candidate emission times 7
P=> oz ~ 0P (Ifll<) (SL6)
i>0

We then reject some of the candidate emission times T} to adapt them to fi(t): we associate with
every candidate emission time T}, a uniformly-distributed random variable U; ~ U (0, ||ji]|oo) and
reject every T; for which U; > /Z(Tl) The emission times that were not rejected thus define the photon
emission times of our initial process:

D= b7 Lycury ~ P ((At)r0) (SL7)
i>0
The output of the simulation is the resulting collection of the times the N random walkers emitted
photons, (T;),~,- Note that the above process is currently in continuous time, but it will be binned
later during pre-processing.
SI.1.4 FCS simulation parameters

For the simulations of the current paper, we used the following parameter values:

e Size of the spatial domain D (um): (D,,D,,D,) = (1.05,1.05,2.4)

Time step dt = 1 us
e Beam waist (pm): w,,y, € {0.200,0.225,0.250,0.275,0.300}, w, € {0.500,0.600,0.700}.
e Mean number of random walkers in the illuminated volume v(= 4/37w? w.): n =5

Maximal illumination ®; = 6 x 10*
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