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From centroidal to whole-body models for legged locomotion:
a comparative analysis

Ewen Dantec a,*, Wilson Jallet a,b and Justin Carpentier a

Abstract— Model predictive control is one of the most com-
mon methods for stabilizing the dynamics of a legged robot.
Yet, it remains unclear which level of complexity should be
considered for modeling the system dynamics. On the one
hand, most embedded pipelines for legged locomotion rely on
reduced models with low computational load in order to ensure
real-time capabilities at the price of not exploiting the full
potential of the whole-body dynamics. On the other hand, recent
numerical solvers can now generate whole-body trajectories
on the fly while still respecting tight time constraints. This
paper compares the performances of common dynamic models
of increasing complexity (centroidal, kino-dynamics, and whole-
body models) in simulation over locomotion problems involving
challenging gaits, stairs climbing and balance recovery. We
also present a new kino-dynamics model that reformulates
centroidal dynamics in the coordinates of the base frame by
efficiently leveraging the centroidal momentum equation at the
acceleration level. This comparative study uses the humanoid
robot Talos and the augmented Lagrangian-based solver ALI-
GATOR to enforce hard constraints on the optimization problem.

I. INTRODUCTION

Achieving reliable and efficient biped locomotion in dy-
namic environments remains challenging. The unstable com-
ponent of biped dynamics, the intrinsic limitations of ground
reaction forces, and the complexity of multi-body systems
greatly hinder the capability of a humanoid robot to adapt
its motion plan in real time [1], [2].

In the robotics community, model predictive control
(MPC) methods [3] are a powerful tool used to perform on-
line re-planning while considering system dynamics and path
constraints over a finite horizon. Because they repeatedly
solve a receding trajectory optimization problem in close-
loop, MPC methods can deal with model discrepancies, state
drift as well as unpredicted external disturbances. However,
the performances of MPC methods are dependent on the
choice of the dynamic model and the predicted horizon
length, which both affect the computational complexity of
the locomotion problem.

In the context of online optimal control, reduced models
such as the linear inverted pendulum (LIP) [4], [5], [6] or
the single rigid body (SRB) [7], [8], [9] isolate the most
important features of locomotion by predicting the evolution
of the centroidal part of the dynamics, thus keeping the
problem tractable. Interestingly, the work of [10] demon-
strates that the sampling frequency of centroidal schemes
can be chosen reasonably low without impacting the overall
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Fig. 1. Snapshot of the Talos humanoid robot climbing a 10-cm stairstep
in Bullet simulation using a full dynamics MPC scheme.

stability of the motion. Consequently, since computation time
is not a limiting factor, such schemes can easily be combined
with step adaptation heuristics to increase performance and
recovery capabilities [11], [12], [13]. As for drawbacks, these
approaches generally struggle to achieve kinematic and dy-
namical feasibility [14], relying on finely-tuned instantaneous
controllers to execute the desired motion plan.

To overcome the kinematics feasibility issue, researchers
have proposed to leverage kino-dynamics models in which
joint positions are combined with the centroidal dynam-
ics [15], [16], [17], [18]. However, such models fail to
describe the effect of contact interactions on the multi-body
system. If the robot features heavy limbs with non-negligible
inertia, it may still experience failure. Furthermore, when
applied to quadrupedal systems [16], [17], they tend not to
properly integrate the effects of whole-body dynamics on the
angular momentum of the base frame.

Recent progress in optimization and computational
power [1], [2], [19], [20] now allows to leverage the
full dynamics of the robot along the predictive horizon
without neglecting the inertial effects of the limbs. Contrary
to reduced model schemes, full dynamics controllers
directly output the feasible torque command needed to
execute the desired behavior on torque-controlled systems.
This control strategy has been successfully implemented on
quadrupeds [21], [22] and humanoids with heavy limbs [23],
[24], illustrating the versatility of the method. Nevertheless,
full dynamics MPC features a heavy computational load
that may hinder their re-planning frequency when working
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with longer horizons, resulting in a loss of reactivity and
robustness. In order to achieve a compromise between
complexity and tractability, some works have proposed to
consider the complete dynamics along the first steps of
the trajectory. At the same time, subsequent phases are
modeled with reduced dynamics [25], [26]. To this day, it
remains unclear whether full dynamics approaches perform
better than centroidal ones when solving complex bipedal
locomotion tasks.

This paper aims to evaluate the performances of three
different modeling approaches of increasing complexity, fre-
quently used in MPC literature:

• the centroidal or SRB scheme, minimalist and compu-
tationally light;

• the kino-dynamics scheme, which stands as a middle
ground in terms of complexity and computation load;

• the full dynamics scheme, exhaustive but costly to
compute.

All three locomotion problems are iteratively solved through
the proximal differential dynamic programming (DDP)
method introduced in [27], which is able to enforce equality
and inequality constraints along the motion path. Among
other trajectory optimization techniques, DDP is particularly
suited to perform MPC because of its linear complexity in
horizon length, local optimal feedback policy, and efficient
exploitation of the sparse temporal structure of the prob-
lem [19].

As an additional contribution, this paper introduces a novel
second-order kino-dynamics formulation that does not make
any simplifying assumption about the angular momentum
of the system (contrary to [16], [17]) and which naturally
enforces the consensus between the centroidal model and its
kinematic counterpart without relying on additional equality
constraints as in [15], [28].

II. FULL DYNAMICS MPC SCHEME

This section presents the details of our multi-contact
whole-body optimal control formulation used to produce
robust locomotion trajectories.

A. Generic formulation of the optimal control problem

All along this paper, we are interested in solving discrete
optimization problems of the following form:

min
x,u

T−1∑
t=0

ℓt(xt,ut) + ℓT (xT )

s.t. x0 = x̂0

0 = hT (xT )

∀t = 0..T − 1, xt+1 = f(xt,ut)

0 = hi(xi,ui)

0 ≤ gi(xi,ui),

(1)

with x̂0 initial measured state of the system, x = (xt)t=0..T

and u = (ut)t=0..T−1 the decision variables concatenated
into state and control trajectories, ℓt and ℓT the discretized

running and terminal cost functions, f the discretized dy-
namics and hi, gi equality and inequality constraints at each
knot of the horizon. We also consider the option of adding
an equality constraint hT acting on the terminal state of the
problem. Finally, we note δt the problem time step.

B. Whole-body modeling

Let us first consider a humanoid robot system with nj

actuated joints, one free-floating joint, and K end-effector
frames in contact with the environment. For this model, we
define the whole-body configuration vector of size nq to be
q ∈ SE(3) × Rnj and the corresponding velocity vector
of size nv to be q̇ ∈ se(3) × Rnj . Likewise, the joint
acceleration of size nv is noted q̈.

Following the works of [29], [30] and assuming non-
slippage condition (from which it results that contact ac-
celeration is null), the rigid contact dynamics of the multi-
body system is described by the Karush-Kuhn-Tucker (KKT)
conditions:[

M(q) Jc(q)
⊤

Jc(q) 0

] [
q̈
−λ

]
=

[
S⊤τ − b(q, q̇)

−J̇c(q)q̇

]
, (2)

where M ∈ Rnv×nv is the joint-space inertia matrix,
b ∈ Rnv is the generalized nonlinear forces accounting for
centrifugal, Coriolis, and gravitational terms, λ ∈ R6K and
Jc ∈ R6K×nv stand for the concatenated contact wrenches
and contact Jacobians, τ ∈ Rnj is the vector of commanded
joint torques and S =

[
0 Inj

]
∈ Rnj×nv is the actuation

matrix. The whole-body dynamics is under-actuated because
the command cannot act directly on the free-floating joint
acceleration due to the six first lines of S⊤ being null.

In this section only, the state and control of the system are
defined to be x = (q, q̇) ∈ Rnq+nv and u = τ . As shown
in [31], the KKT system of Eq. (2) can be reformulated
as a force-free equation and solved using a special Cholesky
decomposition [29], [30] during the integration of the dynam-
ics, resulting in the discrete-time equation xt+1 = f(xt,ut).

C. Costs formulation

Based on [32], we design a tailored cost function for
locomotion composed of 4 weighted running costs: state
regularization, control regularization, end-effector tracking,
and wrench tracking. The terminal cost is composed of
only one state regularization term. The final cost formulation
writes:

ℓt(x,u) = ∥x− x∗∥2Dx
+ ∥u− u∗(t)∥2Du

+ ∥p(x)− p∗(t)∥2Dp
+ ∥λ(x,u)− λ∗(t)∥2Dλ

ℓT (x) = ∥x− x∗∥2Dx
,

(3)

where the symbols D∗ represent diagonal positive weight
matrices, x∗ is the initial state of the robot (defined as the
initial half-sitting configuration with zero velocity), u∗ is
the gravity-compensating torque at a nominal configuration,
(p(x),p∗(t)) are the current and desired foot placement
in SE(3) and (λ(x,u),λ∗(t)) are the current and desired
contact wrenches. The user-defined foot trajectory p∗(t)



connects the current and next contacts in the sequence with
a parameterized spline. Note that the placement cost remains
active as long as the corresponding foot is in a flying
phase. Likewise, we interpolate the vertical part of the force
reference λ∗(t) to ensure a linear transition of the Center of
Pressure (CoP) from one supporting foot to another.

D. Constraints formulation

A classical whole-body locomotion problem features kine-
matics and dynamics constraints on the state, torque, and
contact forces. In [32], such constraints were approximated
by quadratic penalization with large weights, resulting in a
less numerically robust optimization. This paper, on the other
hand, leverages a recently introduced augmented Lagrangian
DDP algorithm [27] to handle constraints through a dedicated
primal-dual augmented Lagrangian optimization scheme.

Defining the kinematics’ lower and upper joint limits as
ql, qu ∈ Rnj and the torque limits as τu ∈ Rnj

+ , the
corresponding inequality constraints read

gli(xi,ui) =


Xjxi − ql
qu −Xjxi

τu − ui

τu + ui

 , (4)

with Xj ∈ Rnj×nx selecting the positions of the nj actuated
joints.

When dealing with rectangular contact frames, contact
wrenches can be approximated by considering that each
vertex of the foot applies on the ground a 3D force laying
inside a friction cone. The resulting sum of these forces
produces a 6D contact wrench λ = (f , τ ) which, in case of
non-sliding contacts, belongs to the classical nonlinear ”ice-
cream” cone defined in [33]. This cone constraint can be
rearranged into a linear formulation by considering a 4-facet
friction cone (see [32] for details), leading to the following
inequality:

gλi,k(xi,ui) = Aλk(xi,ui), (5)

with A ∈ R17×6 a matrix depending only on friction coef-
ficient and foot parameters, and λk(xi,ui) the constrained
wrench at contact k computed from state and torque values at
knot i. More details on this formulation are available in [19].

Additionally, a terminal 3D capturability constraint over
the Divergent Component of Motion (DCM) [34] position
is added to the formulation to prevent fall at the end of the
horizon:

hT (xT ) = cT + αċT − d∗, (6)

with d∗ a target DCM position whose horizontal coordinates
are set between the desired feet positions taken at the last
knot of the horizon and whose vertical coordinate is equal to
the sum of the mean feet heights and initial Center of Mass
(CoM) height.

E. Low-level feedback control

Even with current computation capabilities, full dynamics
schemes may not reach the low-level frequency of modern
torque-control platforms, which generally run at 1 kHz or
more. Handtuned proportional-derivative feedback policies
are generally used to mitigate delay and track desired
tasks between each command update; however, when using
DDP-based solvers to generate full dynamics motions, a
Riccati state-feedback policy can be extracted from the
backward pass at no additional cost. As demonstrated in
other works [22], [35], [16], this particular policy can achieve
adaptive impedance based on the costs and constraints of the
high-level control problem.

We leverage such a Riccati state-feedback policy in our
scheme implementation and compute the commanded torque
sent to the simulation as:

u = τ = u0 +K0(x0 ⊖ x̂), (7)

with u0,K0 and x0 respectively the feedforward torque,
Riccati gain and initial state provided by the MPC block
at 100 Hz, and x̂ the current state measured at 1 kHz.

III. CENTROIDAL MPC SCHEME

In this section, we introduce a nonlinear centroidal formu-
lation coupled with an external whole-body control layer.

A. Centroidal dynamics modelling

Let us consider a centroidal model of mass m subjected
only to gravity and ground reaction forces. Abusing the
notations, the corresponding state can be written as x =
(c,hl,ha) with c ∈ R3 its CoM, hl = mċ ∈ R3 its linear
momentum and ha ∈ R3 its angular momentum. We write
hg = (hl,ha) ∈ R6 the total centroidal momentum of the
system. The nonlinear dynamics of this reduced model is
given by the following equations [36]:

ḣl =

K∑
k=1

fk +mg

ḣa =

K∑
k=1

(r∗k − c)× fk + τk,

(8)

with K number of active contacts, r∗k ∈ R3 translation of
contact k in world frame, fk ∈ R3 and τk ∈ R3 linear and
angular part of the corresponding ground reaction forces and
g ∈ R3 gravitational component.

Denoting λk = (fk, τk) as the wrench produced by
contact k, the control vector is set to be u = (λ1, ..,λK) ∈
R6K . Some works integrate the desired contact positions into
the control in order to perform step adaptation [13]. As we
wish to compare our dynamics models based on the same
locomotion task, we do not consider this option here.



B. Costs formulation

Given a sequence of user-defined contact points, the cost
formulation of the centroidal scheme aims to regularize
the CoM trajectory of the system and prevent unstable
behaviours. By design, it cannot provide any way to act
on the multi-body configuration of the robot, making it
impossible to track end-effector trajectories and maintain a
feasible posture. We formulate our cost function as:

ℓt(x,u) = ∥x− x∗∥2Dx
+ ∥u− u∗(t)∥2Du

+ ∥ḣg∥2Dh

ℓT (x) = ∥x− x∗∥2Dx
,

(9)

where the regularization functions now operate over the
centroidal state and contact forces. State reference x∗ is
again constant while control reference u∗ is null except for
the components corresponding to the vertical part of contact
forces, which follow the same heuristics as in Sec. II-C.

C. Constraints formulation

The simplicity of the centroidal model does not allow to
guarantee kinematics and dynamics feasibility at the joint
level along the predictive horizon. Thus, only two constraints
are implemented inside our centroidal problem:

• A contact wrench inequality similar to Eq. (5), except
that it operates on the control variable ui,k representing
the wrench applied at contact k for node i;

• A DCM capturability condition on the terminal node
similar to the one defined in Eq. (6).

D. Low-level torque computation

Our reduced MPC scheme generates an optimal centroidal
trajectory as well as the necessary contact forces to execute
it. Next, we compute the joint torque vector associated to
this motion in two steps. First, the Riccati gains are again
leveraged to correct the command and mitigate the effect
of control delay; the resulting forces are obtained through a
Riccati feedback law similar to the one defined in Eq. (7):

u = λ = u0 +K0(x0 − x̂(q, q̇)), (10)

with x̂(q, q̇) the centroidal state computed from whole-body
measures (q, q̇) available at 1 kHz.

Second, an inverse dynamics Quadratic Program (QP)
solved with the library ProxQP [37] is used to output the
final joint torques at a frequency of 1 kHz. Aside from
following the motion plan devised by the centroidal MPC,
the QP architecture should aim to ensure the feasibility of
the whole-body dynamics, keep the robot base straight, track
user-defined foot references and stay close to the initial
whole-body configuration. The formulation boils down to the
inverse dynamics stack-of-task approach used for example
in [38] to make a humanoid walk on non-planar surfaces:

min
τ ,δq̈,δλ

∥δq̈∥2Wq
+ ∥δλ∥2Wλ

+ ∥ḣg − ḣ∗
g∥2Wh

+ ∥ẅb − ẅ∗
b∥2Wr

+

K∑
k=1

∥p̈k − p̈∗
k∥2Wp

s.t. M(q̈∗ + δq̈) + b = S⊤τ + J⊤
c (λ+ δλ)

Jc(q̈
∗ + δq̈) + J̇cq̇ = 0

λ+ δλ ∈ K
− τu ≤ τ ≤ τu,

(11)

with pk ∈ SE(3) placement of foot k, ṗk, p̈k ∈ R6 the
corresponding spatial velocity and acceleration, wb ∈ SO(3)
rotation of the base frame and ẇb, ẅb ∈ so(3) corresponding
angular velocity and acceleration, and K the wrench cone
defined by Eq. (5). Weight matrices W∗ are chosen to be
diagonal. The reference for rate of momentum change ḣ∗

g

is obtained from the dynamics equation (8) computed at
the first knot of the horizon, while the references for joint
acceleration, base rotation and end-effector placements are
given by:

q̈∗ = Kq
p(q0 ⊖ q) +Kq

d q̇

ẅ∗
b = Kw

p (log3(wb)) +Kw
d ẇb

p̈∗
k = Kp

p (p
∗
k ⊖ pk) +Kp

d(ṗ
∗
k − ṗk),

(12)

with Kp,Kd classical proportional-derivative gains corre-
sponding to each whole-body task. The accelerations associ-
ated to base rotation and feet placement, as well as the time
derivative of momentum, are computed through:

ẅb = Jbq̈ + J̇bq̇

p̈k = Jkq̈ + J̇kq̇

ḣg = Agq̈ + Ȧgq̇,

(13)

with Jb ∈ R3×nv rotational part of the base Jacobian,
Jk ∈ R6×nv Jacobian of the foot k and Ag the centroidal
momentum matrix [36].

IV. KINO-DYNAMICS MPC SCHEME

This section introduces a kino-dynamics formulation that
computes the centroidal dynamics and full kinematics of the
system over the predictive horizon.

A. Dynamics formulation

In this section, we now consider that the state contains the
full kinematics of the robot, x = (q, q̇) ∈ Rnq+nv , while
the control becomes the concatenation of the commanded
joint acceleration and contact forces, u = (q̈a,λ1, ..,λK) ∈
Rnj+6K . This formulation offers a trade-off between the ex-
tensive but complex full dynamics model and the simple but
under-constrained centroidal view. In particular, it allows to
consider kinematic tasks and constraints along the predictive
horizon without inverting the costly KKT system defined by
Eq. (2).



Computing the next state of such a kino-dynamics system
amounts to casting the dynamics of the CoM to the robot
base frame, or in other words to express the base acceleration
with respect to the state, commanded joint acceleration and
external forces. To do so, we decompose the centroidal
momentum matrix into actuated and unactuated blocks and
isolate the unactuated part of the acceleration q̈u ∈ se(3) :

ḣg =
[
Ag,u Ag,a

] [q̈u
q̈a

]
+Agq̇

⇒ q̈u = A−1
g,u

(
ḣg −Agq̇ −Ag,aq̈a

) (14)

The 6× 6 matrix 1
mAg,u links the base velocity with the

CoM spatial velocity and is always invertible [36]. Based on
Eq. (8), ḣg can be computed from current state and control
vectors, taking into account that contact translations rk are
now drawn from the kino-dynamics state of the robot rather
than defined by a high-level planner:

ḣg =

[ ∑K
k=1 fk +mg∑K

k=1(rk(q)− c(q))× fk + τk

]
. (15)

Hence, the optimization scheme can naturally adapt the
pose of its contacts without adding any other state variables
to the problem as in the centroidal formulation.

B. Costs formulation

In the kino-dynamics setting, the optimization process is
again given a contact sequence and a set of user-defined
foot reference trajectories that can directly be tracked at the
level of the solver. The baseline formulation integrates the
state and control regularization and feet tracking costs of
Sec. II-C, the only difference being that the default control
reference is now defined as the concatenation of a null
joint acceleration vector and interpolated wrench distribution.
We then complete the cost formulation by adding the total
acceleration momentum cost of Sec. III-B:

ℓt(x,u) = ∥x− x∗∥2Dx
+ ∥u− u∗(t)∥2Du

+ ∥ḣg∥2Dh
+ ∥p(x)− p∗(t)∥2Dp

ℓT (x) = ∥x− x∗∥2Dx
.

(16)

C. Constraints formulation

Contrary to Sec. II, contact acceleration constraints are not
naturally enforced at the level of the dynamics and must be
actively taken into account. For all foot frames in contact,
we add the following equality constraint to the problem
formulation:

hv
i (xi,ui) = Jcq̇ (17)

Additionally, the wrench cone constraint defined in Eq. (5)
and CoM final constraint defined in Eq. (6) are re-
implemented in the kino-dynamics cost formulation to ensure
the dynamic stability of the centroidal motion. Similarly, the
kinematics’ constraint introduced in Eq. (4) is injected into
the formulation to account for joint limits.

Fig. 2. Generic architecture of the three MPC controllers. In the full
dynamics case, no WBC block is needed as the feedback control u is
directly the commanded joint torque τ . In the centroidal case, the estimator
block is non-trivial and maps whole-body measures to CoM motions.

D. Inverse dynamics controller

As in Sec. III-D, the commanded torque is computed
through an inverse dynamics QP which minimizes the accel-
eration and wrench corrections needed to ensure dynamics
feasibility. Contrary to the centroidal case, kino-dynamics
equations provide a reference joint acceleration q̈ in addition
to the reference wrench λ. Note that these quantities are
again adjusted through the usual Riccati feedback law to
account for state drift during MPC computation. Lastly, as
the feet tracking and base stabilization tasks are solved at
the level of the optimal control problem, the QP formulation
takes the following form, inspired from the work of [39]:

min
τ ,δq̈,δλ

∥δq̈∥2Wq
+ ∥δλ∥2Wλ

s.t. M(q̈ + δq̈) + b = S⊤τ + J⊤
c (λ+ δλ)

Jc(q̈ + δq̈) + J̇cq̇ = 0

λ+ δλ ∈ K
− τu ≤ τ ≤ τu.

(18)

V. COMPARATIVE ANALYSIS

In this section, we present the results of an extensive
benchmark of Bullet simulations [40] which feature the Talos
humanoid robot [41] performing dynamic walking motions
on flat floor. Our objective is to emphasize the advantages
and limits of each model through a series of various experi-
ments involving large stepping motion and push recovery. All
MPC schemes are solved with the proximal DDP algorithm
with a multithreaded Riccati solver [20] and are based on the
real-time iteration heuristics introduced in [42]. Only one
DDP iteration is performed to solve the problem at each
control cycle. The control architecture for all three schemes
is presented in Fig. 2. A video of the experiments is available
at https://youtu.be/5 PhNAdqGA, and the source code can
be found at https://github.com/edantec/MPC benchmark.

A. Experimental setting

In the following set of experiments, the robot is required
to track a user-defined contact sequence with fixed timings
and footstep placements. Contrary to [32], we control the
entire body of the robot, including the arms, in order to better
highlight the angular momentum dissipation due to upper
body motions. The number of actuated joint is set to be
nj = 22 (12 leg joints, 2 torso joints, 8 arm joints), so that

https://youtu.be/5__PhNAdqGA
https://github.com/edantec/MPC_benchmark


Fig. 3. Maximum footstep size for all models when considering a stepping
period of 1 second.

Fig. 4. Maximum force push the MPC schemes can withstand. The force
intensity was made to vary from 0 to 450 N and was applied at the center
of the base frame during 0.1 s.

nq = 29, nv = 28. Desired foot trajectories are defined as
spline curves with variable step lengths. Step duration is fixed
at tstep = 1 s, with tds = 0.2 s and tss = 0.8 s respectively
double and simple support duration. The predictive horizon
size is chosen to be T = 100 with a δt = 10 ms timestep.
The Bullet simulation runs at a frequency of 1 kHz, meaning
that a new MPC policy is recomputed and applied every 10
simulation steps. Control delay is simulated by solving the
optimization problem over the state measured 10 ms before
instead of the most recent one. For each formulation, the
same set of gains is used across all experiments.

The experimental campaign was conducted on a Dell
XPS laptop with an Intel i9-13900k CPU composed of 8
performance cores (P-cores) and 16 efficient cores (E-cores).
Parallelizing the computation over more than 8 threads does
not bring any additional gain since the optimization will start
to be distributed over less powerful cores.

Because of the increasing complexity of our models, the

three optimization schemes feature different computational
loads and are not solved at the same frequency, even when
accounting for parallelization. As for now, only the centroidal
model solution can be recomputed every 10 ms, while kino-
dynamics and full dynamics trajectories take twice as long
to be obtained (see Table I). Lowering the computation load
by increasing the timestep length and decreasing the number
of discretization nodes inside the horizon has not allowed to
produce stable behaviours for the whole-body MPC. In order
to draw a relevant comparison between our models, it thus
has been decided to use the same time parametrization for
each of them while making the assumption that they all run
at a frequency of 100 Hz. Given the constant improvement
of optimization techniques and computer power, we consider
that this assumption will be verified in a foreseeable future.

TABLE I
AVERAGE COMPUTATION LOAD FOR 1 MPC ITERATION

Computation Model Mean Time (ms) Standard Deviation (ms)

Centroidal 2.67 0.280
Kino-dynamics 20.3 1.62
Full dynamics 24.1 2.69

B. Step length evaluation

For this experiment, we measured the maximum step
length that the proposed models were able to achieve while
sticking to a standard gait period of 1 second. The simulation
is considered successful if the robot manages to perform 4
steps before standing still. The results of this experiment are
presented in Fig. 3. The kino-dynamics scheme appears to
be surprisingly robust as compared to the full dynamics and
centroidal ones, which are quite comparable.

C. Push recovery

Next, we evaluated the recovery capabilities of the pro-
posed schemes by applying a virtual force on the center
of the base frame during an interval of 0.1 s. The push is
scheduled to happen when the right foot is at its highest point
while the robot performs a 20-cm forward walk. Changing
the orientation of the push allows to draw a capturability
region for each model; the simulation is validated only when
the robot is able to stop within the next 2 steps. The stability
region obtained through this approach is presented in Fig. 4.

Both kino-dynamics and full dynamics models feature
better recovery capabilities than the centroidal one. Contrary
to what could have been expected, the full dynamics region
does not include the kino-dynamics one, despite relying on a
more complex dynamics model. The kino-dynamics scheme
has been found to be more robust to backward pushes, while
the full dynamics recovers more easily when pushed from the
front. Disturbances oriented toward the right side are better
handled because they take place when the CoM lays above
the left foot, meaning that the robot can rely on the soon-
to-be right contact to dissipate the exceeding energy of the
push.



Fig. 5. From left to right: full dynamics, centroidal and kino-dynamics CoP trajectory for a 10-cm stairstep climbing motion.

Fig. 6. Comparison of the vertical component of the left foot position
during stairstep climbing.

Fig. 7. Comparison of the vertical component of the angular momentum
during stairstep climbing.

D. Stairstep trajectory comparison

In this subsection, we benchmark the MPC strategies
over a 10-cm stairstep climbing experiment and discuss the
resulting motions. The CoP trajectories for all models are
displayed in Fig. 5 along with the corresponding support
limits. It can be observed that the CoP stability margins tend

to be smaller in the kino-dynamics case.
Likewise, the resulting trajectories of the left foot along

the vertical axis are presented in Fig. 6. As can be noted,
the centroidal scheme features a slight delay in foot tracking
due to not possessing information about the future reference
motion. On the contrary, kino-dynamics and full dynamics
schemes anticipate the rise of the foot and better follow the
reference spline.

We display in Fig. 7 the angular momentum trajectories
along the Z-axis of the world frame. While kino-dynamics
and full dynamics formulations achieve small momentum,
the centroidal scheme struggles to do the same. This is a
direct consequence of the fact that the influence of whole-
body motions on angular momentum is considered only at the
level of the inverse dynamics QP in the centroidal case. Kino-
dynamics and full dynamics, on the other hand, take into
account whole-body motions when predicting the angular
momentum along the horizon.

Finally, the mechanical joint power and total dissipated
energy for the stairstep experiment are presented in Table II.
The centroidal model appears to perform poorly in terms of
energy consumption, as compared to the others schemes.

TABLE II
ENERGY CONSUMPTION FOR STAIRSTEP EXPERIMENT

Computation Model Mean power (W) Dissipated energy (J)

Centroidal 94.8 588.0
Kino-dynamics 63.5 393.8
Full dynamics 55.9 346.7

VI. CONCLUSION

This work draws an empirical comparison between three
control schemes for locomotion based on a set of increasingly
complex models of the robot system. Experiments performed
in simulation illustrate the capabilities and limitations of
each architecture in terms of push recovery, stepping region
size and CoP stability margins. Results reveal that given a



fixed contact schedule, full dynamics schemes do not always
outperform reduced model approaches, in particular kino-
dynamics ones. Computing the full kinematics of the robot,
on the other hand, greatly improves the walking performance
and allows to perform step adaptation, at the price of a
computation load one order of magnitude larger than the
centroidal scheme. In order to better highlight the benefits
of full dynamics approaches, it may be necessary to consider
more complex motions with unstructured environments and
challenging multi-body tasks.

In this study, control delays have not been considered in
order to be able to compare the control schemes on an equal
basis; yet the additional load induced by whole-body models
computation cannot be ignored in real-world applications.
We plan to reduce this load in future works by improving
the optimization process and exploring the possibility to use
longer timesteps combined with more precise integrators.
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G. Saurel, and N. Mansard, “Comparison of predictive controllers for
locomotion and balance recovery of quadruped robots,” in IEEE ICRA,
May 2021.

[13] G. Romualdi, S. Dafarra, G. L’Erario, I. Sorrentino, S. Traversaro, and
D. Pucci, “Online Non-linear Centroidal MPC for Humanoid Robot
Locomotion with Step Adjustment,” in IEEE ICRA, May 2022.

[14] J. Carpentier and N. Mansard, “Multicontact Locomotion of Legged
Robots,” IEEE Transactions on Robotics, vol. 34, no. 6, pp. 1441–
1460, Dec. 2018.

[15] H. Dai, A. Valenzuela, and R. Tedrake, “Whole-body motion plan-
ning with centroidal dynamics and full kinematics,” in IEEE-RAS
Humanoids, 2015.

[16] R. Grandia, F. Farshidian, R. Ranftl, and M. Hutter, “Feedback mpc
for torque-controlled legged robots,” in IEEE/RSJ IROS, 2019.

[17] H. Li, T. Zhang, W. Yu, and P. M. Wensing, “Versatile Real-Time Mo-
tion Synthesis via Kino-Dynamic MPC with Hybrid-Systems DDP,”
in IEEE ICRA, Sep. 2022.

[18] F. Farshidian, E. Jelavic, A. Satapathy, M. Giftthaler, and J. Buchli,
“Real-time motion planning of legged robots: A model predictive
control approach,” in IEEE-RAS Humanoids, 2017.

[19] C. Mastalli, R. Budhiraja et al., “Crocoddyl: An efficient and versatile
framework for multi-contact optimal control,” in IEEE ICRA, 2020.

[20] W. Jallet, E. Dantec, E. Arlaud, N. Mansard, and J. Carpentier,
“Parallel and proximal constrained linear-quadratic methods for real-
time nonlinear mpc,” in Robotics: Science and Systems, 2024.
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