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Abstract—Collecting the relevant list of patient phenotypes,
known as deep phenotyping, can significantly improve the final
diagnosis. As textual clinical reports are the richest source of
phenotypes information, their automatic extraction is a critical
task. The main challenges of this Information Extraction (IE) task
are to identify precisely the text spans related to a phenotype and
to link them unequivocally to referenced entities from a source
such as the Human Phenotype Ontology (HPO).

Recently, Language Models (LMs) have been the most suc-
cessful approach for extracting phenotypes from clinical reports.
Solutions such as PhenoBERT, relying on BERT or GPT, have
shown promising results when applied to datasets built on the
hypothesis that most phenotypes are explicitly mentioned in the
text. However, this assumption is not always true in medical
genetics. Hence, although the LMs carry powerful semantic
abilities, their contributions are not clear compared to syntactic
string-matching steps that are used within the current pipelines.

The goal of this study is to improve phenotype extraction from
clinical notes related to genetic diseases. Our contributions are
threefold: First, we provide a clear definition of the phenotype
extraction task from free text, along with a high-level overview of
the involved functions. Second, we conduct an in-depth analysis
of PhenoBERT, one of the best existing solutions, to evaluate the
proportion of phenotypes predicted with simple string-matching.
Third, we demonstrate how utilizing and incorporating large
language models (LLMs) for span detection step can improve
performance especially with implicit phenotypes. In addition, this
experiment revealed that the annotations of existing dataset are
not exhaustive, and that LLM can identify relevant spans missed
by human labelers.

Index Terms—phenotype,genetic, entity linking, phenoBERT,
LLM, embeddings

I. INTRODUCTION

Biomedical Entity Linking (BEL) [1] is a core natural
Language Processing (NLP) task in the biomedical field. It
acts as a bridge between the unstructured text and structured
knowledge bases. It consists in finding and connecting biomed-
ical concepts, terms, and entities mentioned in medical texts
to their matching entries in structured databases or referenced
ontologies.

Linking medical terms to the Human Phenotype Ontology
(HPO1) [2] is an important asset for rare diseases diagnosis as
it helps diagnose conditions more accurately, improves genetic
testing, and accelerates researches.

BEL [1] task can be straightforward when the target entities
are explicitly mentioned in the text with the same (or almost
the same) labels as the ones in the knowledge base. It becomes
more complex when the explicit mention does not match the
target surface form (e.g. “lipid myopathy” in the text should
be mapped to the referenced entity “Increased muscle lipid
content”). It turns to be particularly challenging when the
target is implicitly mentioned (e.g. the whole sentence “he
is not independent when it comes to dressing and undressing”
refers to the target entity “Intellectual disability”), which is
often the case for the phenotypes in clinical reports related to
rare genetic diseases. In the current paper, we present precisely
the target task and the existing solutions, before analyzing
more deeply PhenoBERT [5] which is an open-sourced solu-
tion reaching state-of-the-art performance. We then propose to
modify one step of its pipeline with a LLM [4] approach in
order to tackle some observed limitations. Finally, a qualitative
analysis allows to highlight further insights regarding the
dataset Ground Truth (GT).

II. BACKGROUND

A. Task Description

Extracting specific information from unstructured data is
a common task in NLP and information retrieval. However,
the lack of predefined structure makes automated systems that
seek to understand and extract logical concepts difficult to
build. Meeting this challenge requires a systematic approach,
which typically involves several key steps: span detection,
candidate retrieval, and candidate ranking (Figure 1).

1http://www.human-phenotypeontology.org
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Broad-based gait (HP:0002136)

Fig. 1. High-level functional view of Biomedical Entity Linking.

1) Span detection: this first step involves finding specific
text spans containing information of interest. These spans can
be related to patients’ conditions (“patient reported onset of
chest pain two days ago”, “history of hypertension”), observ-
able symptoms ( “fever”, “nausea”, “headache”), diagnosis
elements (“elevated fasting blood glucose levels”, “presence
of glycosuria”), particular behaviors (“he hardly talks with
others”) or other relevant information. Some techniques such
as Named Entity Recognition (NER) [3] are commonly used
to detect and classify these spans based on linguistic patterns
and contextual indicators.

2) Candidates Retrieval: once spans have been identi-
fied, the next step is to retrieve candidate entities that may
match these spans. This process usually involves searching
in databases, knowledge bases, or other information systems.
Retrieval techniques can vary depending on the target knowl-
edge (e.g. number of classes) and target application constraints
(real-time vs offline), from simple keyword matching to more
complex techniques such as semantic similarity with embed-
dings.

3) Candidates Ranking: The candidates are ranked by
default based on the retrieval algorithm (e.g. Levenshtein
distance, cosine similarity...). Most of the time, this ranking
has to be improved with additional strategies involving filtering
or re-ranking combining multiple criteria such as specificity,
in-context relevance, in-domain frequency, etc., leading to
more accurate confidence scores. There are several factors
that contribute to ranking, including specificity, relevance,
frequency, semantic similarity, and confidence scores. By
integrating some of these factors, we ensure that the selected
HPO term not only accurately represents the clinical feature
but also aligns with the broader clinical context.

B. Existing solutions

Clinical concept recognition has progressed from rule-based
methods that rely on predefined rules and knowledge bases to
more advanced machine learning and deep learning approaches
that use neural networks and word embeddings for enhanced
pattern recognition. Recently, the introduction of transformer
models, LLMs [4], and hybrid methods, which combine tra-
ditional techniques with deep learning, has further improved
accuracy and efficiency.

Traditional clinical concept recognition tools relied on dic-
tionary or rule-based methods like MetaMap [9], NCBO Anno-
tator [10], OBO Annotator [11], ClinPhen [12], and Doc2HPO
[13]. These tools employ various strategies, from knowledge-
intensive mapping to sequential analytic procedures, to recog-
nize phenotypes within biomedical texts. MetaMap, developed
at the National Library of Medicine, is a program that connects
biomedical texts to the Metathesaurus using a knowledge-
intensive method or equivalently to discover Metathesaurus
concepts referred to in the text. The NCBO (National Center
for Biomedical Ontology) annotator initially provides direct
annotations from raw text based on syntactic concept recog-
nition, using terms from UMLS (Unified Medical Language
System) and NCBO BioPortal ontologies. The Open Biolog-
ical and Biomedical Ontologies (OBO) annotator is specifi-
cally implemented to annotate biomedical literature with HPO
phenotypic abnormalities. It can also be applied to recognize
terms from any OBO ontology, as it is mainly a named
entity recognizer, which matches input text against terms from
an OBO ontology ClinPhen is a tool designed to identify
and extract clinically relevant phenotypic information from
medical data. It utilizes a rule-based NLP system combined
with sequential analytic procedures to distinguish accurate
mentions of phenotypes from false positives. Doc2Hpo is an
interactive web application that enables efficient phenotype
concept curation from clinical text with automated concept
normalization using the HPO.

Recently, researchers have increasingly favored the adop-
tion of machine learning models, particularly deep learning
architectures such as Convolutional Neural Networks (CNNs)
[18] and Recurrent Neural Networks (RNNs) [19], due to
their heightened accuracy and reduced reliance on hand-crafted
features. The Neural Concept Recognizer (NCR) [20] is a
tool designed to annotate unstructured text with concepts from
an ontology. NCR employs a convolutional neural network
trained using fastText [21] word vectors derived from the
HPO ontology to encode input phrases. It then ranks medical
concepts based on their similarity to the HPO ontology.
Additionally, NCR can generalize to synonyms not explicitly
included in the training data.

Transformers, illustrated by BERT (Bidirectional Encoder
Representations from Transformers) [14], have garnered sig-
nificant attention from researchers due to their parallelization
capabilities and adeptness in recognizing long-range rela-
tionships. PhenoTagger [23] is a hybrid method that com-
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bines dictionary and deep learning-based (BERT) methods
to recognize HPO concepts in unstructured biomedical text.
PhenoBERT [5] is a hybrid method that uses advanced deep
learning methods (LSTMs [24] + Dictionary based + CNN
+ BERT) to identify clinical disease phenotypes from free
clinical text. Moreover, researchers have recently used GPT
(Generative Pre-trained Transformer) [22], a transformer-based
model specifically crafted for language generation, with the
more powerful releases being proprietary to OpenAI. In our
previous work [27], we evaluated ChatGPT off-the-shelf model
for phenotypes extraction, which happen to underperform
compared to PhenoBERT. This confirmed that LLM need to
be customized (through fine-tuning or prompting) or combine
with other technics to reach better performance. In this spirit,
PhenoBCBERT [6] and PhenoGPT [6] models leverage large
language models to automate the detection of phenotype terms,
including those not in the current HPO. These models recently
improved the state-of-the-art results for phenotypes extraction.
However, the exact contribution of the LLM steps as well
as their performance with implicit phenotypes have not been
investigated so far.

C. Evaluation data and metrics

Assessing a model’s performances for BEL requires
manually-annotated data by experts, and checking how the
model’s predictions match the labels. By comparing the
model’s predictions against the ground truth annotations, met-
rics like Precision, Recall, and F1 scores respectively quantify
how accurate the model is, how well it finds the right spans,
and how it balances precision and recall.

Evaluation is a key step as it determines the model per-
formances on real-world data, and allows a fair comparison
between systems. Qualitative analysis of the evaluation results
can also gives researchers clues to improve their solutions. For
phenotypes extraction, the academic community used mainly
the GSC+ dataset [7], comprising the abstracts of 228 disease
research articles, and the ID-68 dataset [8] featuring 68 au-
thentic clinical notes from about families with intellectual dis-
abilities. In both datasets, the phenotypic descriptions in each
patient family’s clinical notes were manually annotated with
HPO terms, to assess and comprehend a model’s capability
in accurately classifying, capturing context, and maintaining a
balance between false positives and false negatives. However,
these two dataset do not necessarily cover all the real world
clinical reports types we may encounter. In particular, we
found many situations where phenotypes are more implicitly
referenced. In order to assess in-depth performances of the
solutions, we generated an internal corpus called CHU-50. It
comprises 50 medical reports, each written in free text and in
French by several doctors specialized in clinical genetics (from
the Clinical Genetics Department of the University Hospital
of Rennes) and corresponding to reports that may be produced
after an initial clinical genetics consultation for evaluation
of potential intellectual disability and/or poly-malformative
syndrome. These reports have been translated into English to

fairly evaluate solutions that do not support French. We plan
to release this dataset in future publications.

As we are dealing with a set of reports within a corpus, the
previous metrics can be computed at report-level or at corpus
level, which has been defined as macro and micro-average
approaches:

• Macro-average Precision (Per Report) is calculated by
considering the precision of each individual report (doc-
ument) independently then averaged across all reports.
This provides an average precision score that treats each
report equally, regardless of class distribution.

• Micro-average Precision (Across All Reports) is calcu-
lated by aggregating the true positives, false positives, and
false negatives across all reports and then computing the
overall precision. This metric treats each prediction (or
sample) equally across all reports, providing an overall
precision score for the entire dataset.

And conversely for Recall and F1 scores.

III. ANALYSIS

We will analyse and build upon the recent breakthrough
in biomedical text processing, particularly focusing on the
integration of deep learning and transformer-based models
and large language models. Given the efficiency demonstrated
by PhenoBCBERT, PhenoGPT, and the hybrid approach of
PhenoBERT, our research focuses on these solutions. By doing
so, we aim to contribute to the ongoing progress in biomedical
informatics, with a specific emphasis on enhancing the recall
of phenotype term detection in clinical settings. In fact, as we
plan to develop a tool to help clinicians to annotate reports
without missing any relevant phenotype that could improve
diagnosis, this metric is preponderant.

A. PhenoBERT Workflow

As PhenoBERT stands out as a premier open-source solu-
tion, our analysis centers around it, aiming to illuminate both
its strengths and weaknesses

In the PhenoBERT study, researchers aimed to develop
an effective hybrid method for identifying HPO terms in
clinically relevant text segments (CTSs). The resulting model
was compared with various methods, including dictionary-
based and other deep learning-based approaches. PhenoBERT
consistently outperformed all competing methods, with a
more noticeable advantage in challenging phenotype extraction
tasks. Furthermore, PhenoBERT exhibited a fourfold increase
in speed compared to PhenoTagger due to the use of two layers
of CNNs for pre-selection.

To identify a broad range of phenotypes within the un-
structured clinical text, PhenoBERT authors devised a system
incorporating multiple layers of integrated algorithms, such as
Bi-LSTM, string-matching, CNNs, and BERT. The outlined
workflow in the original paper comprises two primary pro-
cesses as shown in Figure 2: text segmentation and concept
classification.

102



Span detection

Clinical 
report

Candidates 
Retrieval

Filtering / 
Ranking

Predicted 
Phenotype 𝑐𝑝

PhenoBERT Components

CTS refinement
(phrase recovery, 

N-grams generation…)

“heart and head anomalies”

“heart disease risk”

“heart anomalies”

“head anomalies”

“heart disease”

“disease risk”
…

CTS String Matching Others TLH-CNN

Most relevant broad HPO term 
𝑇𝑘 𝑓𝑜𝑟 𝐶𝑇𝑆𝑖

𝑘 ∈ 1,25 , 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 𝛽

HPO candidates 𝒞𝑖 𝑓𝑜𝑟 𝐶𝑇𝑆𝑖
𝒞𝑖 ∈ 𝑠𝑢𝑏𝑔𝑟𝑎𝑝ℎ(𝑇𝑘), 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 𝛾

CTS – HPO candidates 
relationship classification

{2} Equal
{1} Ancestral
{0} Irrelevant

[𝐶𝑇𝑆𝑖]

[(𝐶𝑇𝑆𝑖, 𝒞𝑖)]

Fine-tuned BioBERT
[(𝐶𝑇𝑆𝑖, 𝒞𝑖{2})]
[(𝐶𝑇𝑆𝑖, 𝒞𝑖{1})]

[(𝐶𝑇𝑆𝑖, 𝒞𝑖{0})]

𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 𝜔
max(𝑠𝑐𝑜𝑟𝑒(𝐶𝑇𝑆𝑖 , 𝒞𝑖 2 )), 𝑖𝑓 2 ≠ ∅

max(𝑠𝑐𝑜𝑟𝑒(𝐶𝑇𝑆𝑖 , 𝒞𝑖 1 )), 𝑖𝑓 2 = ∅ 𝑎𝑛𝑑 {1} ≠ ∅

𝑒𝑙𝑠𝑒 ∅

𝑠𝑒𝑙𝑒𝑐𝑡

Text segmentation

Concept 
classification

(𝐶𝑇𝑆𝑖, 𝑐𝑝0)

Merging / 
handling the 
overlapping

(𝐶𝑇𝑆𝑖 , 𝑐𝑝)

Exact-match 
candidates

if (𝐶𝑇𝑆𝑖 , 𝑐𝑝𝑒) in (𝐶𝑇𝑆𝑖 , 𝑐𝑝0) ∶

Discard (𝐶𝑇𝑆𝑖 , 𝑐𝑝𝑒)

Else:
Add (𝐶𝑇𝑆𝑖 , 𝑐𝑝𝑒) to result list

𝑂𝑅
Check overlapping

if (𝐶𝑇𝑆𝑖 , 𝑐𝑝0) in (𝐶𝑇𝑆𝑖, 𝑐𝑝𝑒) ∶

Discard (𝐶𝑇𝑆𝑖 , 𝑐𝑝0)

Else:
Add (𝐶𝑇𝑆𝑖 , 𝑐𝑝0) to result list

(𝐶𝑇𝑆𝑖, 𝑐𝑝𝑒)

Fig. 2. Our analysis of the PhenoBERT workflow

Text segmentation: This process primarily utilizes a deep
learning technique (Bi-LSTM) known as Stanza [15]. Stanza is
applied on the clinical free text to segment it into sentences and
then identify CTSs within each sentence using its ”ner-i2b2”
processor and the ”mimic” package. To capture additional
segments possibly missed by Stanza, each sentence under-
goes further segmentation using conjunctions and punctuation
defined in the NLTK library. Segments not overlapping with
those identified by Stanza are considered additional CTSs. The
refinement procedure for all identified CTSs involves three
key steps: phrase recovering, stop words filtering, and n-grams
extraction, each contributing to a more nuanced understanding
of the input text. Overall, this segmentation process is designed
to meticulously improve the identification and extraction of
clinically relevant information from the input text, ensuring a
thorough analysis of the content.

Concept classification: This process involves several steps
to achieve the final result, including string matching, deep
learning methods, and post-processing to handle overlapping
CTSs.

Dictionary-based Matching: The system uses dictionary-
based string matching to check if a CTS matches any terms or
synonyms in the HPO dictionary. This Matched (cpe) will be
added to a temporary result list with a score of 1; non-matched
(CTSi) will proceed to the next step.

Hierarchical CNNs and BERT: This step combines Two-
Level Hierarchical CNNs (TLH-CNNs) and BERT to deter-
mine the most relevant HPO terms. The first-level CNN clas-
sifies CTSi into 25 broad HPO subgroups based on a threshold
β (0.6), then the second-level CNN refines the classification
to produce a list of candidate HPO terms based on a threshold

γ (0.8). If no candidate HPO terms exceed the respective
thresholds β or γ, the CTS is discarded. Then BERT will
evaluate each pair formed by the CTS and a candidate HPO
term [(CTSi, Ci)] to determine the most relevant one with
prediction scores exceeding a threshold ω (0,9) and consider
it as a final matched HPO term cp0 . The selected pairs are
divided into two groups according to their labels: those with
label 2 (equal relationship) [(CTSi, Ci{2})] and those with
label 1 (ancestral relationship) [(CTSi, Ci{1})]. If the label
2 group exists, then the HPO term Ci{2}corresponding to
the pair with the greatest score is assigned to the CTSi.
Otherwise, the HPO term Ci{1} corresponding to the top-
ranked pair in the label 1 group is assigned to the CTSi.
If neither group exists, the CTSi is discarded.

Handling Overlapping: This step handles overlapping
CTSs, acknowledges the possibility of overlapping CTSs that
are assigned to the same HPO term due to n-gram extraction in
text segmentation, and resolves conflicts by favoring the longer
CTS since it typically represents a more specific phenotypic
description.

For instance, in cases where “peripheral neuropathy” and
“neuropathy” are overlapping CTSs, the longer one (“periph-
eral neuropathy”) would be favored as it likely pertains to a
more specific HPO term.

The analysis of the PhenoBERT results showed that while
PhenoBERT is highly effective for mining clinical text data
efficiently, it struggles to account for the context associated
with specific phenotypes. For example, a trait might be men-
tioned as absent, such as ’no autism,’ or it might refer to
a patient’s family member rather than the patient. In these
cases, PhenoBERT cannot include this contextual information
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in its output, and a deeper analysis of the results revealed
that 60% of the outcomes on GSC+ and 71% on ID-68 were
achieved through the initial dictionary-based string matching
step. The number of candidates generated by Stanza signifi-
cantly contributed to these successful results. This finding led
us to experiment with replacing Stanza with other available
technical alternatives to further improve performance.

B. PhenoBCBERT and PhenoGPT Workflows

In the study [6], researchers utilized large language mod-
els to improve phenotype recognition by proposing two
transformer-based models: PhenoBCBERT (based on BERT)
and PhenoGPT (based on GPT). Both models require accu-
rately labeled data containing phenotypic information. How-
ever, since GPT models are pre-trained on much larger datasets
compared to BERT, they need a relatively smaller fine-tuning
dataset to achieve similar results. Due to the fundamental
differences in their structures, different labeling strategies were
used to train the PhenoBCBERT and PhenoGPT models for
phenotype entity recognition.

For PhenoBCBERT, they initially trained a phenotype
recognition model on top of Bio+ClinicalBERT for rare
disease-specific NLP text mining tasks. PhenoBCBERT was
developed by initializing from the Bio+Clinical BERT model,
which was then fine-tuned on a mixed-supervised dataset
consisting of 3,400 automatically labeled clinical notes (using
PhenoTagger) and 460 hand-labeled clinical notes from their
in-house dataset, allowing the recognition of terms outside
the standard HPO vocabulary. For PhenoGPT, they used a
range of GPT models, including GPT-J-6B, Falcon-7B, and
LLaMA-7B for open-source versions, and GPT-3 for the
closed-source version. Both versions were fine-tuned using
the public BiolarkGSC+ dataset. Instead of training a GPT
model for named entity recognition (NER), they labeled the
training data to match the model’s nature as a generative
decoder. For a given clinical abstract, they generated text by
appending phenotype entities with their associated HPO IDs
to the abstract for either prompt-based learning or fine-tuning.
PhenoBCBERT and PhenoGPT models could identify a wider
range of phenotype concepts, also show strong performance
in case studies on biomedical literature.

Inspired by these findings, we built experiments leveraging
the Large Language Models (LLMs) paradigm to enhance
phenotype recognition.

C. LLM Alternative

In order to go one step further in phenotype recognition
field, we propose to use LLM as an alternative for Span
Detection and optionally for Entity Linking to evaluate if an
improvement can be reached. As PhenoBERT is the only state-
of-the-art solution released in open source, we focus our LLM
alternative comparison towards this solution. For transparency
and reproducibility purposes, the optimal prompt used in our
experiment is given in the supplementary material section.

The main experiment (PhenoBERTLLMspan) consists in re-
placing the Stanza module by a LLM (ChatGPT-3.5). We first
tokenized the reports into sentences, and query the LLM for
each one as previous work showed that sentence-level strategy
gives better results than report-level one [27].

We designed a span detection prompt leveraging the In-
Context Learning (ICL) ability to guide the generation with
few examples (not included in the evaluation set). The goal
of this experiment is to assess the added value of a LLM for
this first critical step. As our previous analysis highlighted the
fact that a majority of phenotypes from ID-68 and GSC+ were
detected with string matching, we also run an evaluation based
on an internal dataset (CHU-50) with a higher ratio of implicit
phenotypes. To that end, in addition to manual anonymization
and random sentence-by-sentence query strategy, we benefited
from access to an Europe-located private OpenAI server to
avoid data leakage.

In particular, the experiments show interesting insights
regarding the public dataset Ground Truth, as presented in
the following section.

IV. RESULTS

A. Quantitative Results

When LLM is used as a span detection module within
PhenoBERT workflow, we notice a slight improvement on the
ID-68 dataset (Table I), more noticeable for the macro-average
scores. This marginal improvement is expected knowing the
nature of the dataset, where phenotypes are explicitly formu-
lated.

System Micro-Average Macro-Average
P R F1 P R F1

PhenoBERT 93.98 78.12 85.32 94.47 77.56 85.18
PhenoBERTLLMspan 93.85 78.25 85.34 94.77 78.86 86.09

P=Precision, R=Recall, F1=F1-score

TABLE I
ID-68 RESULTS2

On the GSC+ dataset, the precision remains similar to
PhenoBERT but the recall drops slightly. Our hypothesis to
explain this lower recall is that we designed our ICL prompt
with examples similar to the ID-68 sentences as we first
focused on this dataset. We plan to run a new experiment with
ICL examples fitting the GSC+ sentences to see if it affects
the results.

System Micro-Average Macro-Average
P R F1 P R F1

PhenoBERT 79.96 66.98 72.90 78.98 70.83 74.68
PhenoBERTLLMspan 79.73 61.65 69.54 79.19 66.69 72.41

P=Precision, R=Recall, F1=F1-score

TABLE II
GSC+ RESULTS2

2PhenoBERT scores obtained by reproducing the experiment.
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Table III shows that the overall performance of PhenoBERT
is much lower on the more challenging CHU-50 dataset
compared to ID-68 and GSC+. Both precision and recall are
dropping, the latter showing an even more significant drop.
This is expected as we are now dealing with more implicit
phenotypes. When using LLM span detection module, recall
increases slightly, but at the cost of a lower precision.

System Micro-Average Macro-Average
P R F1 P R F1

PhenoBERT 62.74 39.34 48.35 63.28 38.66 48.00
PhenoBERTLLMspan 58.36 42.66 49.29 58.09 41.78 48.60

P=Precision, R=Recall, F1=F1-score

TABLE III
PHENOBERT PERFORMANCE ON CHU-50

The added value of LLM for span detection is not obvious as
it seems to bring marginal improvement on recall. However, as
the scores are computed at the end of the PhenoBERT pipeline,
the real added value of the LLM is not clear as relevant
spans may have been filtered by the internal classification
processing. Hence, in order to get more clues on its relative
performance, we performed qualitative analysis on different
reports, focusing on the output of the span detection step.

B. Qualitative Results

To get more insights, we compared the output of raw text
segmentation and CTS refinement of the two pipelines. We
noticed that Stanza often misses relevant semantic information
(e.g. adjective, negation) as well as medical tokens, while the
LLM identifies much more elements in the sentence. As shown
in Table IV, barely can feel and no are important information
to associate a negation to the output phenotype. The acronym
TSH is also essential in the second sentence, but missed by
Stanza.

Figure 3 shows an example of the extracted phenotypes
using the original PhenoBERT (with Stanza) compared to the
ones output by our proposed method on a sentence from the
ID-68 dataset. As we can see, the better LLM span detec-
tion results in two additional correct phenotypes prediction
compared to the original PhenoBERT. It worth noting that
the LLM span detection module was actually able to detect
delay in fine motor and language domains as well as immature
finger grasp, but no related phenotypes were found by the
PhenoBERT classification stage.

In fact, as the LLM is used to replace Stanza only, its
output goes into the same refinement process resulting in
generating different n-grams from individual tokens. Doing
so, the additional information brought by the LLM is often
discarded, and the most explicit n-grams have statistically a
higher probability to be kept in the classification filtering step.
This may explain the marginal added value of introducing
LLM for span detection especially with explicit dataset like
ID-68.

In addition, analysis on our internal dataset revealed that
the original PhenoBERT missed a lot of annotated spans,

whereas our LLM span detector module detected more spans
than the Ground Truth. This result explains the low recall from
PhenoBERT on the CHU-50 dataset, and may also suggest that
the LLM identifies many spans (without sharp discrimination),
hence improves recall at the cost of precision.

However, when analyzing the detected spans related to out-
of-GT predicted phenotypes, our clinicians noticed that the
majority of them were actually relevant. In other words, the
LLM was able to detect spans missed by the human annotators.
The same observations apply to the ID-68 dataset. Table V
presents some out-of-GT spans detected by the LLM that have
been considered as relevant by clinicians, which turned out to
be the case for 79% of this type of spans for the ID-68 dataset.
This is an important observation, as it means that even if the
existing dataset are essential pillars for systems evaluation,
we can not rely blindly on the annotations as they are not
exhaustive and may result in performance biases.

As shown in Table V, the LLM may reformulate the
spans from time to time when the detected information is
not contiguous (e.g.: ”IQ 20-30” span is related to ”IQ was
estimated to be 20-30”). This can be challenging for evaluation
as we loose the span indices, and some update need to be done
to take into account this new approach.

V. CONCLUSION

Important improvements have been achieved in the last few
years regarding phenotypes extraction from text, especially
with the use of LMs combined with dedicated techniques to
cover the different steps involved: text segmentation to identify
relevant spans, and candidates retrieval and classification to
select the most probable phenotypes related to these spans.
However, our analysis of PhenoBERT, one of the best existing
solution, revealed some limitations: relevant spans are not
always detected, and the inner processing favors explicit
matching, leading to significant performance drop when deal-
ing with more realistic datasets having implicit references
to phenotypes. Integrating a new span detector component
based on LLM improves the results, more obviously observed
for the recall, but the improvement remains marginal for the
existing dataset with explicit annotations. Qualitative analysis
reveals that our LLM span detector is much better than the
PhenoBERT one, but this added value is largely erased during
the following filtering stages. In addition, using LLM for span
detection led to an insightful discovery: a majority of out-of-
GT spans output by the LLM were actually relevant. On the
positive side, this opens an interesting opportunity to use LLM
to identify more spans than human annotators, which can help
reduce such work time, while improving deep phenotyping.
On the downside, it shows that current dataset annotations
happen to be non exhaustive, leading to a potential evaluation
bias. In order to improve the evaluation process for future
work, we believe augmented versions of current dataset such
as ID-68 and GSC+ could be generated leveraging LLM for
span detection. More implicit dataset could also be a great
asset to help the community in finding better solutions. We
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Sentence Stanza span output LLM span output Target phenotype
Her parents report that she barely can feel pain,
and she has no tears when she cries even though
she has normal sweating.

pain
tears

barely can feel pain
no tears

Pain HP:0012531 (Neg)
Epiphora HP:0009926 (Neg)

His TSH has been persistently mildly elevated.
persistently
mildly
elevated

TSH has been persistently mildly elevated Elevated circulating thyroid-stimulating
hormone concentration HP:0002925

TABLE IV
SPAN OUTPUT COMPARISON (ID-68 SENTENCES)

clinodactyly HP:0030084 

gross motor development HP:0002194

intellectual disability HP:0001249 

immature finger grasp   HP:0006135

delay in language domains   HP:0000750 

delay in fine motor domains  HP:0010862 
Ground Truth

Detected by  
 𝑷 𝒉𝒆𝒏𝒐𝑩𝑬𝑹𝑻𝑳𝑳𝑴𝒔𝒑𝒂𝒏

Detected by  
PhenoBERT

His gross motor development has been appropriate for age. However, he seems to have a delay in fine motor and language domains. He still has immature 
finger grasp and cannot feed himself or dress himself. Parents are first-degree cousins, and they have two other children with intellectual disability. His last 
growth parameters at 6 years of age were weight 16.6 kg (10th-25th percentile), height 113 cm (on the 25th percentile) and head circumference 48.4 cm 
(5th-10th percentile). He has no dysmorphic features apart from bilateral clinodactyly.

Detected by 𝑷𝒉𝒆𝒏𝒐𝑩𝑬𝑹𝑻𝑳𝑳𝑴𝒔𝒑𝒂𝒏Missed by both Detected by both 

Fig. 3. Phenotypes Extraction in PhenoBERT and PhenoBERTLLMspan (ID-68 sample)

Sentence Out-of-GT span Is span relevant?†
After birth, she was noted to be floppy with poor sucking. floppy yes
Her seizures semiology appears to be as opisthotonic posturing. opisthotonic posturing yes
Currently, she has a developmental delay affecting all domains, and her IQ was estimated to be 20-30. IQ 20-30 yes
She can vocalize, but cannot talk. cannot talk yes
Her growth parameters at 7 years of age were weight 12.7 kg (<3rd percentile) 3rd percentile weight yes
Developmentally, he started to say dada and mama at 4 years of age. developmental delay yes
She is still unable to sit unable to sit yes
She was noted to have aggressive behavior that led to drug treatment. drug treatment no
A 3 years old boy who was born at 34 weeks gestation via an emergency C-Section due to fetal distress. 34 weeks gestation no
†Manually curated by clinicians

TABLE V
EXAMPLES OF OUT-OF-GT DETECTED SPANS ON ID-68

hope to be able to provide such kind of dataset in the coming
months.

Overall, this analysis suggests to find new approaches for
candidates selection from high-quality spans, based on the
LLM paradigm. In fact, as our study was limited to the very
first step of phenotypes extraction, more work has to be done
on the candidates selection step in order to identify bottle-
necks and underlying challenges. In particular, we currently
evaluate a full LLM pipeline, and plan to identify the relative
limitations of new approches such as Retrieval Augmented
Generation (RAG) [28]. It worth mentioning that some new
evaluation protocol has to be implemented to take into account

the fact that output spans can be reformulated, leading to
indexes discrepancies. We are convinced that current state-
of-the-art can be greatly improved in order to further reduce
the diagnostic wandering.
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VI. SUPPLEMENTARY MATERIAL

We tested several prompts to query the LLM to detect spans
related to phenotypes. The following prompt corresponds to
the optimized one used in our experiment. We provide the
ICL examles template without the real examples as some
of them are inspired from our internal dataset. Eight ICL
examples were provided covering several complexity levels
(adding more examples marginally improved the results, while
being more expensive).

You are an experimented clinician with an exhaustive
knowledge of human phenotypes ontology. Given
a sentence, you must identify the spans related to
possible phenotypes, either explicitly or implicitly.
You should keep in the span all words related to the
phenotype that should be informative (such as negation
or adjective). You may reformulate the span if needed.
If you don’t detect any span or if you don’t know,
don’t try to make up an answer, just write ’None’.

SENTENCE: [example sentence].
==========
Span: [list of spans related to phenotypes in the given
sentence]

We plan to provide the full prompt with synthetic examples
in our next publication.
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