
HAL Id: hal-04645498
https://inria.hal.science/hal-04645498

Submitted on 11 Jul 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution - NonCommercial - ShareAlike 4.0 International
License

Designing 3D Object Rendering Techniques for
Ultrasound Mid-Air Haptics using Intersection

Strategies
Lendy Mulot, Thomas Howard, Sarah Emery, Claudio Pacchierotti, Maud

Marchal

To cite this version:
Lendy Mulot, Thomas Howard, Sarah Emery, Claudio Pacchierotti, Maud Marchal. Designing 3D
Object Rendering Techniques for Ultrasound Mid-Air Haptics using Intersection Strategies. SAP 2024
- ACM Symposium on Applied Perception, ACM, Aug 2024, Dublin, Ireland. pp.1-8. �hal-04645498�

https://inria.hal.science/hal-04645498
http://creativecommons.org/licenses/by-nc-sa/4.0/
http://creativecommons.org/licenses/by-nc-sa/4.0/
http://creativecommons.org/licenses/by-nc-sa/4.0/
https://hal.archives-ouvertes.fr


Designing 3DObject Rendering Techniques
for UltrasoundMid-Air Haptics using Intersection Strategies

LendyMulot∗
lendy.mulot@irisa.fr

Univ Rennes, INSA, IRISA
Rennes, France

Thomas Howard∗
thomas.howard@irisa.fr
Univ Rennes, INSA, IRISA

Rennes, France

Sarah Emery
sarah.emery@ens-rennes.fr
Univ Rennes, ENS Rennes

Rennes, France

Claudio Pacchierotti
claudio.pacchierotti@irisa.fr

CNRS, Univ Rennes, Inria, IRISA
Rennes, France

MaudMarchal
maud.marchal@irisa.fr

Univ Rennes, INSA, IRISA and IUF
Rennes, France

ABSTRACT
Ultrasoundmid-air haptic (UMH) interfaces focus acoustic energy to
generate high-pressure focal points inmid-air, creating tactile sensa-
tions.When these focal points aremodulated over time, they can ren-
der tactile patternswith various properties in a 3Dworkspace.While
UMH has been used to render curves and 2D shapes, such as tactile
icons, rendering 3D objects in full is nowadays an open problem, as
it would require more powerful devices. To overcome this limitation,
designers typically only render a representation of the intersection
between the user’s hand and the virtual object. However, there is no
consensus in the literature on how best to compute this intersection.

This paper formalizes a pipeline for computing the intersection
between a user’s hand and a 3Dvirtual object. Togetherwith state-of-
the-art sampling strategies, this forms an end-to-end design process
for rendering 3D objects with UMH. A user study demonstrates the
significant impact of intersection strategy design choices on the
perception of 3D object properties, specifically infill density. We
illustrate that different strategies can alter the perception of how
hollow or filled an object is, which can be challenging to render in
mid-air. By providing a standardized way to report and study 3D
object renderingwithUMH, thiswork aims to facilitate andmotivate
further exploration of perceptual effects via UMH technologies.

CCS CONCEPTS
•Human-centered computing→Haptic devices;User studies.
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1 INTRODUCTION

Figure 1: Exploration of a virtual 3D object rendered with an
ultrasoundmid-air haptic interface.When representing 3D
objects withmid-air technologies, we generally render their
intersection with the user’s hand.

Ultrasound mid-air haptic (UMH) interfaces have gained a great
deal of interest due to the large amount of control they provide
haptic designers with. They are also very convenient to use as they
do not require the user to wear any equipment, leading to natural
interactions [Rakkolainen et al. 2021].

UMH interfaces [Carter et al. 2013; Iwamoto et al. 2008] are com-
posed of an array of ultrasound transducers, whose phase can be
independently controlled to constructively interfere on a point in
mid-air. This locally creates a high-pressure focal point that vibrates
at the frequency of the ultrasound wave (usually 40 kHz or 70 kHz).
Upon reaching a focal point, the high pressure will slightly indent
the skin, creating a vibro-tactile stimulus. The interface can then be
controlled to change the position of the focal point [Hoshi et al. 2009].

Given that the very high vibration frequency of the vibration is
above the upper limit of the sensitivity range of Pacinian corpuscles,
a focal point cannot be perceived as is [Verrillo 1966]. Thus, two
approaches have been developed: either the amplitude of a static
or dynamic point is modulated over time, or a static or dynamic
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contour is repeatedly drawn on the user’s skin by rapid motion of
the focal point. The latter approach, which employs a technique
known as spatio-temporal modulation (STM) [Frier et al. 2018; Kap-
pus and Long 2018] or lateral modulation (LM) [Takahashi et al.
2018], has been the go-to for most work on 2D contour rendering
with UMH [Georgiou et al. 2022; Matsubayashi et al. 2019; Mulot
et al. 2023]. Yet, rendering 3D objects in full would mean that the
interface’s output energy is spread out over thewhole shape,making
it almost imperceptible. Current approaches thus mostly focus on
rendering a representation of the intersection between the object
and the user’s hand [Long et al. 2014;Martinez et al. 2019] (see Fig. 1).
But there is currently no consensus on what inherently constitutes
a 3D object rendering algorithm, and how to make it. This makes it
more challenging to discuss and compare these techniques.

Thus, in this paper:
• We formalize intersection strategies, describing the process of
computing intersection representations based on hand and
object information (Sec. 3). Combined with state-of-the-art
techniques for rendering curves, this creates an end-to-end
pipeline for designing 3D object rendering algorithms. We
discuss implications for rendering performance (e.g. compu-
tation time and operating noise) and perception of virtual 3D
objects (Sec. 4);

• We illustrate the importance of studying intersection strate-
gies, researching whether differences between strategies in-
fluence the perception of virtual object properties. To that
end, we discuss a state-of-the-art 3D rendering technique
under the intersection strategy viewpoint. We also designed
an example intersection strategy, following the intersection
strategy pipeline (Sec. 4). Based on user’s feedback, we eval-
uated through a user study the impact of the state-of-the art
strategy and our new example strategy on users’ perception
of the infill density of virtual 3D objects (Secs. 5 and 6). The
results demonstrate thatwell-designed intersection strategies
can render challenging properties such as infill density.

Ourwork aimsboth toprovide tools for standardising the algorith-
micaspectsof rendering3DobjectswithUMH,and toexperimentally
demonstrate that intersection strategy design can have a significant
impact on the perception of virtual object properties. By normalising
reporting and studying methods, we hope to facilitate further ex-
ploration of perceptual effects related to 3D object rendering using
UMHwithin the haptic community, but also the virtual reality and
HCI communities.

2 RELATEDWORK
UMH has applications in many manipulation tasks involving 3D vir-
tual objects. For instance, Romanus et al. [2019] proposed aprototype
system that enables mid-air tactile exploration of anatomical visuali-
sations inmixed reality,Howard et al. [2019] proposed aUMHvirtual
reality (VR) demonstrator in which users can explore a variety of 3D
objects, and Matsubayashi et al. [2019] proposed a system allowing
physical manipulation of 3D objects in VR with UMH feedback.

For such tasks, it may initially appear easier to render the entire
geometry of the 3D tactile objects simultaneously [Hasegawa and
Shinoda 2013; Inoue et al. 2015; Korres and Eid 2016]. However, ren-
dering 3D objects in full with UMH is almost never efficient, as users

are rarely in contact with the whole object they are interacting with.
Rather, only the surfacic parts of the object currently in contact with
the skin need to be rendered. Furthermore, rendering 3D objects in
full with UMH is quickly limited by issues of output pressure, achiev-
able draw frequency, resolution, as well as the fact that the object’s
tactile contours appear poorly defined [Matsubayashi et al. 2019].

Therefore, the common solution for rendering 3D objects has
been to render the local intersection of a user’s hand with a given
virtual object (see Fig. 2(A)). This technique generates a set of points
and contours on the surface of the user’s palm and fingers [Long
et al. 2014;Martinez et al. 2019;Matsubayashi et al. 2019;Maunsbach
et al. 2024; Mulot et al. 2024].

Themethod for transforming a theoretical geometric contour into
an actual ultrasound tactile stimulus is well understood and referred
to as the sampling strategy, a concept introduced by Frier et al. [2019]
and later formalized by Mulot et al. [2021]. It is worth noting that
any pattern-based UMH rendering algorithm technique (2D or 3D)
uses some sort of sampling strategy, while 3D rendering algorithms
require an additional preliminary step to compute the 2D pattern
from the hand-object intersection. However, despite the existence of
several prototype applications for rendering 3D objects by intersect-
ing a user’s handwith a virtual object [Howard et al. 2022; Long et al.
2014; Martinez et al. 2019; Matsubayashi et al. 2019; Maunsbach et al.
2024], there has not yet been a general formalization of the pipeline
for going from said intersections to a 2D geometry that may be used
as input for a chosen sampling strategy. These applications present
a few ways to render 3D objects, but with no consensus on what
inherently makes a 3D rendering scheme.

Our work aims to address this lack of consensus by formalizing
intersection strategies. Combined with sampling strategies, this forms
a two-part process to design a 3D object rendering technique with
UMH. In doing so, we hope to facilitate the discussion of 3Dmid-air
rendering algorithms, by providing this baseline. We also highlight
with a user study (Sec. 5, 6) that well-chosen intersection strategies
render challenging 3D object properties (illustrated with infill den-
sity). We thus hope to motivate the mid-air haptic community to
further explore and study these intersection strategies.

3 INTERSECTION STRATEGIES
An UMH rendering scheme for 3D objects requires two inputs at
all times: the object to render and the configuration of the hand ex-
ploring it. Based on these inputs, we propose a generalized two-part
process: an intersection strategy first interprets the hand-object inter-
section as a contour, then a sampling strategy [Frier et al. 2019;Mulot
et al. 2021] uses the result to generate the spatiotemporal evolutionof
a focal point, defining an UMH stimulus. In this section, we formally
define the representation of inputs and outputs (Sec. 3.1) and the gen-
eration and parameterization of an intersection strategy (Sec. 3.2).

3.1 Component Representations
The intersection strategy algorithm requires three components to
be represented: the virtual object, the hand, and the resulting inter-
section.

The virtual object and hand are both virtual 3D objects, for which
many representations, either implicit or explicit, exist [Lin and
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Figure 2: Overview of UMH rendering of a 3DObject. (A) Raw intersection (red) between a virtual object (green cube) and the
hand’s internal representation. (B) The three steps for applying an intersection strategy, given a virtual object and hand. First,
we compute the outline of the intersection between the virtual object and the hand. Then, we optionally prune parts of the
obtained contour, if they are not required. Finally, we optionally apply a transformation to the contour.

Gottschalk 1998]. Implicit representations often offer easy geomet-
ric collision computation, while explicit representations may be
more convenient to generate and more intuitive to work with. But
geometric collisions and intersections can be computed between
any two representations, with state-of-the-art computer graphics
algorithms [Lin and Gottschalk 1998], meaning that intersection
strategies are agnostic regarding this aspect. If needed, classical ob-
ject representations can also be augmented to contain additional
information that could be useful to the rendering (e.g. local texture
or physics-based representation).

It should be noted that regardless of the chosen data structure, it
can often be computationally efficient to separate the visual repre-
sentation (potentially high-resolution) from a collocated simplified
representation used for intersection processing. For the object, these
simplifications can be made on the basis of rendering resolution, e.g.
there is no need to represent object details smaller than the size of
a focal point [Rakkolainen et al. 2021]. This can serve as a guide to
define an approximate implicit surface representation of an object,
to choose voxel size or to set the level ofmesh detail, for instance. For
the hand, simplifications can be made based on the required areas
of interaction. While some applications have used mesh represen-
tations of the hand [Long et al. 2014; Maunsbach et al. 2024], it is
often more efficient and just as satisfactory to represent the hand
through simple implicit surfaces, e.g. a plane [Mulot et al. 2023] or
set of planes [Martinez et al. 2019; Mulot et al. 2024]. This is because
UMH interactionmostly focuses on the glabrous skin of the palmand
fingers, with interactions happening mostly with more open hands.

The representation choices will impact computational load, hap-
tic rendering detail, as well as the resulting representation of the
intersection. Regarding the latter, any resulting intersection repre-
sentations need to be converted to a 3D curve to be usable as an
input for the downstream sampling strategy [Mulot et al. 2021]. This
is commonly done using sets of polylines, i.e., continuous sets of
line segments connected at their extremities [Martinez et al. 2019].
These are particularly convenient when working with meshes, as
they provide an exact representation of the intersection.

3.2 Definition of Intersection Strategies
We define the intersection strategy as the process of computing a
contour which semantically represents the intersection between a

hand and a 3D virtual object. This process follows three steps (see
Fig. 2). The raw intersection computes the collision between the hand
and virtual object, then the pruning removes unwanted parts of the
feedback, and the transformation stepmodifies theobtained contours.
These steps have been carefully chosen to facilitate the discussion
of state-of-the-art 3D rendering techniques under the viewpoint of
intersection strategies, while still allowing for the representation of
any type of intersection technique.

Once the resulting contour has been computed using the intersec-
tion strategy, a sampling strategy [Mulot et al. 2021] can be applied
to generate the sequence of focal points that will be rendered by the
UMH interface. As sampling strategy’s parameters can impact the
user’s haptic perception of a 2D stimulus [Frier et al. 2019; Mulot
et al. 2021], we hypothesize that the parameters of the intersection
strategy may also impact the user’s perception of 3D objects, as well
as other meta-parameters (e.g. computation time, noise produced).

3.2.1 Raw Intersection. In the casewhere hand and object are repre-
sented either both as implicit functions or both as voxels, evaluating
the Boolean intersection is relatively straightforward. In other cases,
either objects can be converted into convenient representations
(e.g. voxelized), or a specific intersection algorithmmust be selected
based on the nature of the component representations. For example,
considering palm and fingers as bounded planes in 3D space and
virtual objects as meshes, a mesh-plane intersection algorithm (e.g.
[Minetto et al. 2017]) can be used to produce a set of curves lying
within the planes of the glabrous skin of the hand. If instead the
hand and object representations generate a surfacic intersection, it
is possible to turn it into one or several polylines, e.g. by following
the algorithm fromMaunsbach et al. [2024]

This raw intersection step (Fig. 2 (B-Left)) is mandatory, as it ex-
tracts the geometric features of the hand-object intersection. If the
data structure for the object allows it, this step could also extract
additional information (e.g. texture, feature) that could be used for
the next intersection strategy steps, or downstream for the sampling
strategy.

3.2.2 Pruning. The computed raw intersection may contain infor-
mation that is not relevant when aiming for efficient rendering. An
optional contour pruning step can therefore be useful to reduce the
handled intersection contours down to the bare minimum required
for efficient rendering and perception. For example, parts of the raw
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intersection may end up lying at a distance from the skin (e.g. the
circle in Fig. 3), where even if they were rendered, they would not be
felt by the user. These parts could thus be removed. Also, as proposed
byMartinez et al. [2019], and implemented byMulot et al. [2024], we
could remove segments that are too close to each other (e.g. when
intersecting an object with small width), if users would not be able
to distinguish them.

It should be noted that applying this step may transform continu-
ous contours into discontinuous open patterns (see Fig. 2 (B-Center))
which in turn could lead to discontinuities in the focal point motion.
This is a well-known source of operating noise for UMH interfaces
[Georgiou et al. 2022].

3.2.3 Transformation. Finally, the raw or pruned contour may not
be the most effective way of conveying the properties of an explored
object.Haptic designersmaywant to transform the contour obtained
after the previous two phases while conserving some of the obtained
geometric information. The aim of this may be to use specific pat-
terns (e.g. circles) whose perception is well-studied [Frier et al. 2019],
to take advantage of interference effects [Reardon et al. 2023], or to
highlight certain object features [Martinez et al. 2019]. Thus, a final
optional transformation step completes the general definition of the
intersection strategy (Fig. 2 (B-Right)).

3.2.4 Generalizability. We formalized the intersection strategy ren-
dering pipeline in an effort to provide a baseline for future discussion
about 3D object rendering with UMH. The underlying steps were
also chosen to fit previous work in the field. This shows that the
steps are well chosen, and ensures easy comparisons of rendering
techniques. For instance, the 3D aspect in the work of Long et al.
[2014], andMatsubayashi et al. [2019] was mostly centered on the
raw intersection, while the proposed techniques byMartinez et al.
[2019] could be interpreted as a basic raw intersection, combined
with different transformation steps.

Furthermore, given that collisions can be computed between any
two object representations, and since the last step can represent
any arbitrary transformation, the generalizability of this rendering
pipeline is ensured.

Overall, in this section we formalised intersection strategies, the
first part prior to the sampling strategy when rendering a 3D object
with UMH. Intersection strategies are the succession of a raw intersec-
tion, pruning, and transformation step, ensuring its generalizability.
In doing so,we enable easier discussions and explorationof 3Dobject
rendering with UMH, and deeper exploration of their perceptual
applications.

4 USING INTERSECTION STRATEGIES TO
GENERATEHAPTIC RENDERING SCHEMES

To illustrate the intersection strategy process, we designed example
haptic rendering schemes using the previously described formaliza-
tion, to explore whether differences between strategies affect the
perception of virtual object properties (Sec. 5, 6). We followed an
exploratory approach, designing these example strategies and asking
participants how theywould interpret the haptic feedback difference,
in order to find the direction of the following user study.

Raw intersection Pruning Transformation

OC CC
What the user feels:

Figure 3:We designed an intersection strategy, following the
process of Fig. 2. After the plane-mesh intersection has been
computed (red), parts that are outside of the hand rectangle
(blue), are removed during the pruning step. Then, segments
are added along the rectangle contour to close the open
contours.We call OC and CC the feedback obtained after the
pruning and transformation steps, respectively (Sec. 3.2).

4.1 Intersection Strategies
We first consider a basic intersection strategy, which uses only the
default raw intersection step and a pruning step that removes con-
tours that are outside the boundaries of the hand. With this strategy,
partial intersections of an object by the hand causes the user to feel
sets of open contours (see Fig. 3) which users are free to interpret
in any way they wish. This is equivalent to some state-of-the-art
rendering techniques for 3D object rendering (e.g. strategy A by
Martinez et al. [2019]), and serves here as a comparison baseline.

We then design a derived intersection strategy where we perform
an additional transformation step to systematically close intersec-
tion contours so that they encapsulate the “inside” of the intersected
virtual object (see Fig. 3). In the remainder of this paper, we refer to
the first intersection strategy asOC (OpenContour) and the second
intersection strategy asCC (ClosedContour).

While OC is a state-of-the-art baseline, presented here under
the intersection strategy pipeline, CC is a novel haptic rendering
scheme, the purpose of which is to illustrate how different inter-
section contours may affect a user’s interpretation of virtual object
properties (e.g. geometry or fill density).

4.2 Chosen Component Representations
For thesehaptic rendering schemes,we representedvirtual objects as
meshes.We chose to instruct users to explore objectswith their palm
only.This approach simplified thehand to a single rectangle covering
the palm, which could easily be implicitly represented. This decision
was made to reduce the computational cost and ensure a consistent
feedback between participant, regardless of the shape of their hand.
However, it is important to note that the concepts presented in this
paper still apply to other representations, although more work is
required to understand how they impact the user’s perception.

Once the final pattern is obtained, we apply a sampling strategy
that uses STMwitha focal point speedof 7m/s [Frier et al. 2018, 2019].

4.3 Effects on Non-Haptic Factors
By closing the contour, we render some additional segments that
are inside the virtual object, which could have several implications
beyond a user’s perception of the object. For instance, given the
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constant-speed sampling strategy we used, rendering these longer
patterns means that the CC feedback will be rendered at a lower
draw frequency than the equivalentOC feedback.

4.3.1 Computation Time. In general, the use of different algorithms
or parameters for the different steps of the intersection strategy
may impact the computation time. ForCC andOC, with a naive C#
implementation running on a 12th Gen Intel Core i7-12700H CPU,
we measured that the raw intersection step takes about 1 ms per 100
mesh faces, while the pruning step requires about 0.2 ms per 100
mesh faces, and the transformation step forCC requires less than
0.1 ms in total. That said, performances could be greatly improved
by using a GPU, but we do not expect that a significant difference
would appear between theCC andOC computation time.

4.3.2 Operating Noise. When an open contour is drawn using STM,
the spatial discontinuities of the focal point path generate high-pitch
audible harmonics, which may not be pleasant. By closing the con-
tour, the number of spatial discontinuities is reduced, thus reducing
the generated noise. To assess this, we positioned a Shure SM58
microphone 7 cm above and 15 cm to the side of the haptic interface,
connected to a Focusrite Scarlett 2i2 sound card, with 96 kHz sample
rate. A 13 cm-wide virtual cube was centered 20 cm above the inter-
face.Werecorded thenoiseproducedbya30sexplorationof this cube
with both theCC andOC feedback. This recording was performed
ten times. After that, we measured the differences in peak and RMS
sound pressure levels for theOC andCC recordings. This resulted
inOC being on average 0.54 dB (RMS) louder thanCC, while having
peaks 1.9 dB lower. That said, these differenceswere not significantly
different from 0 (Shapiro, 𝑝 >0.05, one-sample t-test, 𝑝 >0.05).

We also computed the Fourier spectrum for each recording, as
illustrated in Fig. 4. From these, we observe that the discontinuities
in theOC feedback lead to the generation of higher frequency har-
monics in the 300 Hz - 10 kHz band, explaining the higher perceived
pitch for the noise generated byOC. This is also coherent with the
slightly higher RMS level forOC. Since humans perceive frequen-
cies between 300 Hz and 10 kHz as louder than lower frequencies
[Suzuki and Takeshima 2004], theOC feedback appears louder and
less pleasant [Patchett 1979].

5 PILOT STUDY:
IMPACTOFHAPTIC RENDERING SCHEMES
ON PERCEIVED SHAPE PROPERTIES

To highlight the importance of studying intersection strategies, we
used the previously described OC and CC rendering schemes in
a pilot study to initiate the exploration of the perception and in-
terpretation of these stimuli. It is worth noting that OC and CC
were designed to illustrate the intersection strategy pipeline rather
than to render specific properties. So this pilot aims to understand
whether participants feel a difference between the two rendering
schemes, and how they would interpret this difference in terms of
object properties. This will then allow us to study the impact of the
two feedbacks on these relevant properties (Sec. 6).

5.1 Materials andMethods
5.1.1 Apparatus and Setup. Participants were seated facing the
laptop running the experiment software, and anUltraleap Stratos Ex-
plore1 haptic interfacewasplacednext to the laptopon the side of the
participants’ dominant hand, (Fig. 5(A)). The participant’s dominant
hand, with which they explored the virtual objects in the experi-
ment, was tracked using an Ultraleap StereoIR 170 camera2. The
experiment software was designed and run using Unity3 2022.3.9f1.

5.1.2 Procedure and Collected Data. This preliminary study com-
prised 5 trials, for five virtual shapes: a tube, a sphere, a dog, a cube,
and a rock, in this order (see Fig. 5(B)). The shapes were all designed
to fit inside a 13 cmwide cube whose centroid was positioned 20 cm
above the UMH interface. This ensured that the entirety of the shape
was inside the workspace of both the hand tracker and the haptic
interface. For each trial, the participant performed two successive
20 s free explorations of the virtual object displayed on the laptop’s
screen, rendered once withOC and once withCC.

After these two explorations, they answered the following three
open questions:

1) Did the haptic stimuli feel different? If so, how?
2) Did the virtual objects feel physically different? If so, how?
3) Was there a difference in terms of perceived coherence be-

tween the tactile sensation and the object’s visual aspect?

5.1.3 Participants. Six participants (6 M, age: 24.2 ± 2.2 y.o.) took
part in this pilot experiment. Four were right-handed and two were
left-handed. One was very experienced with haptics, four reported
limited experience with haptics, and one had almost no experience.
Fiveof themhadalready felt anultrasoundhaptic stimulus in thepast.

5.2 Results and Discussion
We observed that two participants were always able to perceive a
difference between the two rendering schemes, while two partici-
pants failed to perceive a difference once, and two participants failed
to perceive a difference twice (out of 5 trials). This seems to reveal
a relatively clearly apparent perceptual difference between the two
rendering schemes. Deeper investigation in a larger and more di-
verse population would be necessary to evaluate how the different
parameters influence the perception of these stimuli. For instance,
some participants reported “differences in terms of geometry” as the
CC scheme renders segments that are not part of the original shape’s
contour, while other participants mentioned differences in terms
of perceived “frequency”, as the difference in length between the
patterns computed by the two schemes led to different haptic draw
frequencies. Some participants also interpreted this change in draw
frequency as a textural difference between the two patterns, with
OC feeling “smoother” thanCC. This is coherent with the results of
Wojna et al. [2023] and Ablart et al. [2019], who showed that texture
roughness and draw frequency are negatively correlated.

We also observed differences between shapes. Most participants
perceived the biggest differences while intersecting with the cube
or the sphere. Since both these shapes have convex geometries with

1https://www.ultraleap.com/datasheets/STRATOS_Explore_Development_Kit_
datasheet.pdf
2https://www.ultraleap.com/product/stereo-ir-170/
3https://unity.com/fr

https://www.ultraleap.com/datasheets/STRATOS_Explore_Development_Kit_datasheet.pdf
https://www.ultraleap.com/datasheets/STRATOS_Explore_Development_Kit_datasheet.pdf
https://www.ultraleap.com/product/stereo-ir-170/
https://unity.com/fr
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Figure 4: (A) (resp. (B)) Fourier transforms of the audio recordings during an interaction with CC (resp. OC) feedback. (C)
Difference between the (A) and (B) spectra: OC generatesmore energy than CC in the 300 - 10 kHz band and less energy below
300Hz. All spectra are the result of averaging tenmeasurements.
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Figure 5: (A) Experimental setup for the pilot study (Sec. 5)
and user study (Sec. 6): participants seat facing the screen,
interacting with their dominant hand above the UMH
interface. They wear headphones tomask exterior noises. (B)
Participants explored different 3D objects, namely a tube, a
dog, a cube, a sphere, and a rock. The first three were used
in both the pilot (Sec. 5) and user study (Sec. 6), while the last
twowere only used in the pilot.

larger inner volumes, the differences in length between both inter-
section patterns may be more pronounced. This leads to a larger
difference in stimulated skin area and in draw frequency. The com-
bination of these factors could explain this observed effect.

When interpreting thehapticdifferences in termsofphysical prop-
erties of the virtual objects, the participants mentioned a variety
of parameters. Two participants mentioned “geometric differences,”
while one participant reported thatOC gave a sensation of a con-
tour rendering, interpreting the shape as hollow, whileCC rendered
surfaces, leading to the sensation of something filled. They alsomen-
tioned an impact on the “solidity,” “density,” and “smoothness” of the
object. Overall, the most cited parameter was the density and filling
of the object,whichwasmentioned at least once by every participant.
This is coherent with the larger stimulated area fromCC, which can
be interpreted as the presence of more physical matter. In the rest
of this presentation, we refer to this property as infill density.

Themajority of answers fromfive of the six participants indicated
that theCC rendering scheme was perceived as more coherent with
the virtual objects’ visual aspect.

Given the motivations for this study and low amount of partic-
ipants, these results are to be interpreted as a way to guide our next
study, presented in Sec. 6, with hints towards potential perceptual
effects that would need further investigation.

6 USER STUDY:MODIFYING
THE PERCEPTIONOF INFILL DENSITY

In light of the results of the pilot experiment (Sec. 5), we designed a
user study to further study the impact of the rendering schemeon the
perception of an object’s infill density, as it was the most referenced
property in thepilot study.Wehypothesize that shapes renderedwith
CCwill be felt as more densely filled than shapes rendered withOC.

6.1 Materials andMethods
6.1.1 Apparatus and Setup. We used a similar setup to that of the
pilot experiment (Sec. 5, Fig. 5(A)), with participants seated facing
the experiment laptop and haptic interface. They wore a headset
playing pink noise to mask the UMH interface operating noise.

We used three virtual objects: a cube, a tube, and a dog. The cube
and tube used the same mesh for the visual and haptic represen-
tations, with 12 and 256 triangles respectively, while the dog used
a relatively detailed (1160 triangles) visual representation, and a
simplified (136 triangles) collocated haptic representation.

6.1.2 Procedure. The experiment was divided into six blocks, one
for the exploration of each object with one of two visual representa-
tions (opaque or semi-transparent with an opacity of 70%). We used
this transparency factor as it may be a way to visually suggest the
infill density of the object, and its effect may interact with that of
the haptic feedback.

Blocks followed a 2-IFC protocol: participants explored the object
for 7 s with either theCC orOC haptic rendering before exploring it
a second time with the other one. After that, they answered the fol-
lowing question: “Which one of the two shapes felt the most densely
filled?” using the keyboard’s left and right arrow keys. The answer
corresponding to each key (“First”/“Second”) randomly changed
between trials andwas alsowritten on the screen for the participants
to see. Five repetitions of each rendering order were presented in a
random sequence, yielding 10 trials per block. The block order was
randomized using a Latin square.

6.1.3 Collected Data. For each trial, we collected the participant’s
answer. After each block, participants also rated their confidence in
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their answers and the perceived difficulty of the task on a 7-point
Likert scale.

During each of the explorations withCC, we also measured the
ratio 𝑟 between the average length of the patterns computed using
the CC intersections strategy, and those that would be computed
usingOC during the same exploration. Given thatCC adds contours
compared toOC, 𝑟 is always greater than 1. This measure relates to
how physically different the two schemes are.

6.1.4 Participants. We recruited 18 participants (15 M, 2 F, 1 NB,
age: 26.9 ± 5.8 y.o.), who had not participated in the pilot study. One
was left-handed, and all others were right-handed. Four participants
were experienced with haptics, while eight participants reported
having limited experience, and six had little to no prior experience.
Ten participants had never used an UMH device before.

6.2 Results
For each participant and each block, we computed the proportion
𝑝𝐶𝐶 of answers indicating that theCC feedback gave the impression
of a more densely filled object. The results for each shape and visual
levels are illustrated in Fig. 6.
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Figure 6: (A) Distribution of the proportion of answers 𝑝𝐶𝐶 ,
reporting that the object rendered with CC felt more densely
filled than the one rendered with OC. (B) Distribution of 𝑝𝐶𝐶
per visual representation. (C) Distribution of the ratios 𝑟 be-
tween the average CC pattern length and their OC equivalent.
Black dots representmeasurements per participant per block,
and white diamonds represent themeans.

As the 𝑝𝐶𝐶 data did not follow a normal distribution (Shapiro,
𝑝 <0.001), we performed a one-sampleWilcoxon signed rank test,
showing that 𝑝𝐶𝐶 is significantly higher than the 50% chance-level
(𝑝 <0.001). PairwiseWilcoxon tests with Holm corrections revealed
that the cube had significantly higher 𝑝𝐶𝐶 scores (𝑝 = 0.03) than
the tube. AWilcoxon test also revealed that 𝑝𝐶𝐶 was significantly
higher for opaque shapes than for transparent ones (𝑝 =0.006).

Holm-corrected pairwiseWilcoxon tests showed that the 𝑟 dis-
tributions were significantly different for all three objects (𝑝 <0.001
for all comparisons).

Looking at the individual participant data, 12 participants had at
least 5 out of 6𝑝𝐶𝐶 results at 0.5 or higher, showing a strong tendency
to report theCC feedback as giving the impression of amore densely
filled object. 3 participants had opposite results, and 3 participants
had ambiguous results revolving around the 0.5 chance level.

Holm-correctedpairwiseWilcoxon tests showed that participants
weremore confident in their answers for the cube than for the dog or
the tube (respectively 𝑝 =0.005, 𝑝 =0.012). Similarly, they also found
the task easier with the cube (𝑝 =0.004 for both comparisons). On
the contrary, the opacity had no significant impact on the confidence
and perceived difficulty (Wilcoxon, 𝑝 =0.05 for both comparisons).

6.3 Discussion
In this study, we hypothesized that shapes rendered withCCwill
be perceived as more densely filled than shapes rendered usingOC.
Since 𝑝𝐶𝐶 is significantly higher than the chance level, this hypoth-
esis is fully supported. This is also coherent with the results from
the pilot study.

The𝑝𝐶𝐶 distribution for the cube showsahighvariance.However,
it is important to note that the 𝑝𝐶𝐶 data appear to form a bimodal
distribution, hinting at thepresenceof two subgroupswithin thepop-
ulation who interpret the relationship between intersection contour
and shape infill density in opposite manners. The significantly high
𝑟 for this shape indicates a particularly strong difference between
OC andCC feedback, which was thus easy to perceive. Therefore,
depending on the participant’s interpretation of the feedback, their
𝑝𝐶𝐶 value tends to be closer to 0 or 1, but further away from the
0.5 chance level, thus increasing the variance. This is also coherent
with the higher 𝑝𝐶𝐶 , and confidence level observed for the cube.
To better understand this effect, it would be interesting to conduct
a similar experiment with other sampling strategies (e.g. constant
draw frequency) to study whether the perceived difference is mostly
due to the difference in terms of actual drawn contour, or to the
difference in resulting draw frequency.

On a similar topic, it is important to note that by altering the prop-
erties of the rendered pattern (e.g. size, geometry), we also alter the
range of different sampling parameters (e.g. we can likely use slower
focal point patterns on shorter path. Futureworkwill be dedicated to
study how intersection strategies and sampling strategies influence
each other.

The per-participant results also seem to hint towards the presence
of two distinct subgroups, depending on their interpretation of the
haptic difference betweenOC andCC. Most participants appear to
easily discriminateCC andOC, but their interpretations vary. This
was partly confirmed by free comments given by participants after
completing the experiment. Also, similarly to what was observed
in the pilot, some participants reported feeling differences in other
properties than infill density (e.g., roughness or stimulus area).

A larger and more diverse sample would be required to confirm
the existence of subgroups and to assess their proportionswithin the
population.While this experiment showed that haptically rendering
virtual objects with different intersection strategies can create differ-
ences in perceived object properties, future work could investigate
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the factors determining participants’ interpretations of intersection
strategies.

Very interestingly, the opaque visual led to higher 𝑝𝐶𝐶 values,
but did not significantly impact the user’s confidence or perceived
difficulty,which seems to indicate that the effectmaybeunconscious.
This could also emerge from a visuo-haptic effect, where the opaque
object may be expected to be more densely filled, confirming the
participant’s haptic perception. That said, deeper investigationswith
more participants would be required to test those hypotheses.

Given the low intensity provided byUMHdevices, rendering solid
objects has always been a struggle. This experiment showed that by
altering the intersection strategy, we can improve the perception of
such properties. Furthermore, the pilot study also seemed to indicate
that this feedback is also felt as more coherent with the visual of
the object, despite the rendering of segments that are not part of
the initial shape’s outline. That said, deeper experiments should be
conducted to confirm this last result.

7 CONCLUSIONS AND PERSPECTIVES
The3Dworkspaceofultrasoundmid-airhaptic (UMH)devicesmakes
them particularly suited to rendering 3D virtual objects. In an effort
to formalize the process of 3D object rendering with UMH, we pro-
pose the concept of intersection strategies: a high-level algorithmic
approach to compute sets of curves representing a hand-object inter-
section. Pairedwith the existing formalism of sampling strategies for
rendering curves, this provides an end-to-end process for generating
UMH stimuli based on the exploration of 3D virtual objects.We hope
this formalism can assist future UMH interaction designers, as well
as provide a basis for studying and discussing the perceptual impacts
of intersection strategy design choices.

To emphasize the importance of studying the different steps of
intersection strategies, we designed a new haptic rendering scheme,
and followed an exploratorymethodology to compare it to a state-of-
the-art scheme.We showed that acting on the transformation step
can affect users’ perception of virtual object’s infill density. Further-
more, we assessed the impacts of these rendering schemes on UMH
interface operating noise.

We observed that amajority of users interpreted the abstract feed-
back in the same way, however more detailed user studies would be
required to study whether subgroups exist in the population as well
as to understand the parameters affecting their interpretations of vir-
tual object properties. Also, future studies could study the potential
impacts of other more complex intersection strategy designs on the
perception of other virtual object properties, and look into the ren-
dering of other volumetric properties.Wewill also investigate the de-
pendencies between intersection strategies and sampling strategies.
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