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Abstract. Traditionally, operators, system users as well as other non-
management employees have been rarely involved in the design, planning, and 
construction of machines. With the recent dawn of deep learning ever more AI-
based agents enter workplaces across industries. This trend is already affecting 
the way how employees interact with technology. In this paper we show that 
operative employees rather become co-creators while collaborating with AI 

agents. This affects traditional job profiles. The contribution of our research is 
twofold: Firstly, we discuss a novel approach of systematically evaluating how 
AI agents affect job profiles based on insights from two real-world industrial 
cases. Secondly, we provide new research perspectives for AI implementation in 
collaborative environments as well as for AI-related technological enhancements. 
These results can be fruitful for firms and decision makers as well as for 
academia, e.g., in fields like employee training, technology and innovation 
management, change management, applied machine learning and other. 
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1 Introduction 

Traditionally, operators, system users as well as other non-management employees 

have been rarely involved in the design, planning, and construction of machines. With 

the breakthrough of deep learning in 2012 ever more AI-based agents that built on deep 

neural networks enter workplaces as “open-ended” technologies across industries on a 

global scale [1]. As AI agents learn tasks from data and can increase their performance 

with additional training data, recent research in this emerging field identified the need 

for a closer collaboration between human and AI agents such as “human-AI 
partnerships” [2]. Although the existing body of research motivates human-AI 

collaboration with supervision of AI decisions or improving AI systems, it remains to 

be examined how individual job profiles become affected by the introduction of AI 

agents in collaborative work. In organizations with higher degrees of labor division and 

classical hierarchy, various employees with different roles and job profiles are involved 

in collaborative value creation processes. Thus, we argue that the introduction and 

implementation of AI agents within such collaborative processes affect job profiles of 
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the involved employees working together with AI. Based on two industrial use cases 

we seek to reveal that especially operators who are doing the most basic work are 

experiencing some significant changes in their job profiles.  

The contribution of this paper is twofold: Firstly, we provide a first systematization 

on why and how AI agents affect individual job profiles in collaborative work contexts. 

Secondly, we derive research perspectives and advice for practice, e.g. in the popular 

field of AI implementation in organization where a more explicit focus on employees 
is considered as one success critical element [3, 4]. 

This paper is structured as follows: Section 2 gives an overview of the related 

research. Section 3 introduces the two industrial use cases and outlines individual job 

profiles of operators, supervisors and managers. Section 4 discusses the findings and 

gives for further research and practical relevance of our findings. 

2 Related Research 

For about three decades there has been a trend emerging in organizations that shows an 
increasing amount of technologies, particularly computer-based technologies, that are 

designed and implemented as so-called “open-ended” technologies. A main 

characteristic of these kinds of modern and more flexible technologies is seen in the 

fact that they are more adaptable in a sense that they can take up users’ input in order 

to change or improve in a context-specific manner. As a result, further development 

and adjustments of technologies in organizations is no longer just an exclusive task for 

developers or designers, but should involve users of such technologies as well [5]. 

However, in order to foster co-creative and collaborative processes during technical 

design, development and adjustment there are a number of prerequisites at both sides, 

the human actor as well as the technology. As mentioned above, on the one hand a 

critical antecedent for co-creative design and development is that technologies have to 
become more flexible and adaptable towards various use-cases and use-scenarios. 

Particularly in that field, the further dissemination of AI-based systems and applications 

provides promising opportunities as AI-based systems are more often designed in such 

a way that they can use human actors’ input for their own learning and improvement 

processes. Technically, these processes are often based on machine learning approaches 

building on the supervised learning concept which demands input from the human 

counterpart [6]. On the other hand, at the side of the human actor a critical antecedent 

for the success of supervised learning of AIs demands a shift in the understanding of 

the human actors role from a user or operator towards a co-creator and collaborator of 

AI technology. It is not surprising that this shift in the interactional logic between 

human actors and technologies which goes beyond usage towards a more collaborative 

form of interaction is of increasing relevance in work environments where AI-based 
technologies have already been introduced.  

Researchers point out that new technologies at work can lead to changes of 

qualification requirements as well as more skill variety in production environments [7–

9]. In addition, an increasing amount of literature is focusing on the readiness of 

organizations when implementing AI technologies and highlight the upskilling as well 

as changes of job profiles among employees as a critical success factor [3, 4, 10]. 
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Regarding human employees’ shifting role related to successful AI implementation, a 

number of newly emerging concepts are shaping and supporting the understanding 

towards a human-AI collaboration in organization. Some of these concepts are outlined 

in literature as human-AI hybrids [11], human-AI partnerships [2] or human-AI systems 

[12]. With regards to the changing role of humans required for human-AI collaboration 
Waefler and Schmid [2] point out that particularly in situations of collaborative decision 

making between human and AI the human’s tasks of verifying AI’s decisions, 

improving the AI system, learning from the AI system as well as taking responsibility 

for the final decision are gaining increasing importance. In addition, this transformative 

potential of AI regarding employees’ roles and job profiles contributes to the growing 

importance of collaborative learning capacities as well as creativity and self-

organization, to mention just a few [13]. However, these contributions are still on a 

rather conceptual level and are lacking further reflection in collaborative workplaces in 

the industry. 

3 Changing Job Profiles: Insights from Two Industrial Use-cases 

The introduction of open-ended AI agents into collaborative workplaces is 

accompanied by a set of new processes we call AI support processes. These new 

processes are required for performance supervision (Algorithm Supervision Process) 

and for improving AI performance with additional training data captured during 

operations. The latter can be divided into training data creation (Data Acquisition 

Process, Data Labeling Process) and the actual algorithm training (Algorithm Training 

Process). We illustrate the introduction of open-ended AI agents and AI support 

procedures with two industrial use cases in which we had a leading role as systems 
provider. In both cases AI agents took over an assisting role in collaboration with 

human operators who observe and verify AI decisions. AI agents are designed to 

acquire the majority of training data required for optimal performance predominantly 

during operations. Therefore data points automatically collected during operations are 

permanently stored, labeled and used for algorithm retraining. 

3.1 Use Case A: Circular Economy in the Automotive Industry 

The first use case is from the automotive industry and the task at hand is a visual 

inspection of used automotive parts for remanufacturing purposes. The parts need to be 

sorted into quality categories based on a visual inspection of wear and tear, damage and 

anomalies. The AI agent is a camera-based machine which uses image classifier 

algorithms to support the operator with the visual inspection. It judges and pre-sorts 

parts into categories. Operators can observe the AI decisions in real-time and are tasked 
to verify the pre-sorted parts. The supervisor is in charge for in-bound and out-bound 

logistics at this workplace. Finally, the line manager holds full responsibilities for all 

workplaces in the remanufacturing line including personnel planning and quality 

control.  
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3.2 Use Case B: Waste Management Services 

The second use case is a communal service in the field of waste management. Garbage 

trucks collect the contents from garbage bins placed at roadsides. Bins with separated 

household waste (e.g. paper, organic, plastics) need to be visually checked for 

contamination by wrong materials to avoid problems in down-stream waste recycling 

procedures. Garbage truck drivers (operators) are instructed to refuse the collection of 

highly contaminated bins. An AI agent has been introduced to assist operators with 
visual inspections of bins. The AI agent is a camera-based system attached to the 

garbage truck observing the bin contents while being thrown into the truck. The AI 

agent logs all visual assessments and warns operators in cases of high contamination 

levels. Operators can observe AI decisions in real-time and have final decision power 

with regard to refusing garbage collection. Supervisors organize surrounding tasks such 

as tour planning and deal with customer inquiries. The manager has the authority to 

change, among others, workplace procedures, truck equipment and contractual 

agreements with municipalities. 

3.3 Factors for Job Profile Changes 

Ensuring operational reliability of AI agents and their continuous performance 

improvement is a crucial challenge for organizations. AI agents, or machine learning 

teams responsible for their development respectively, have limited means of 
completing AI support processes without extensive collaboration with operational staff. 

In the above mentioned use cases, we empirically observed three main reasons favoring 

the extensive inclusion of operative staff in the co-creation process we call: (1) Ground 

Truth Proximity, (2) Task Familiarity, and (3) Production Line Insights and Authority. 

 

Ground Truth Proximity. In the field of machine learning, ground truth is often 

referred to as labels of a data point which are known to be true and of critical importance 

for algorithm training [14]. The ground truth can be obtained from empirical 

observation or measurement. In Use Case A, the operator can obtain the ground truth 

for a data point from physically inspecting the car part including mechanical 

measurements while it is being processed by the AI agent.  
In Use Case B the operator can personally inspect the contents of a garbage bin while 

it has been photographed and move waste inside the bin to verify a suspected 

contamination. Access to the ground truth of data points is unequally distributed among 

human agents. If the ground truth is only accessible temporarily in the moment of data 

capture then often only operators can access it. In such cases, operators possess a higher 

degree of ground truth proximity compared to management-oriented colleagues without 

direct real-time access to the physical objects. 
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Task Familiarity. Task familiarity includes explicit knowledge about formal 

decision criteria but also implicit experience from observing vast amounts of data points 

including their corresponding ground truth. Management-oriented employees and 

machine learning teams usually have superior explicit knowledge about a task but lack 

the operator’s implicit task familiarity from having personally seen many garbage bins 
or car parts respectively. This tacit knowledge is of great value for AI development as 

AI agents possess the ability of replicating this knowledge as abstract features in deep 

neural networks when trained with data points that have been labeled by humans in 

possession of tacit task knowledge. 

 

Production Line Insights and Authority. The integration of AI agents into existing 

workplaces can require changes of established procedures and workplace setups to 

ensure successful execution of AI support processes. Redesigning processes requires 

production line authority. A typical change in procedures can be the collection of 

defective or rare items which previously have been discarded. In Use Case A defective 

car parts have immediately been discarded for material recycling during inspection. 

With AI agent introduction, a new process has been implemented to collect certain and 
rare defective car parts for algorithm retraining.  

3.4 Job Profile Analysis 

The execution of AI support processes can greatly benefit from co-creation with 

operational staff. We call this contribution from operational staff ‘AI Support Impact’. 

Due to variations in the degrees of ground truth proximity, task familiarity and 

production line authority, the potential AI support impact varies among human agents.  

 

Algorithm Support Process (ASP). With regard to performance supervision of AI 

agents we empirically observed significant effects of the ASP on the operator’s job 

profile. Operators have the highest degree of ground truth proximity and task familiarity 

which, in both use cases, rendered the inclusion of operators into the ASP mandatory. 
The job profiles of managers also have been extended to a weaker extent with regard 

to verifying edge cases. Supervisors can take over a weaker role of first-level support 

for operators when they request guidance on how to deal with edge-cases or similar. 

 

Data Acquisition Process (DAP). Continuous data acquisition requires human 

support and supervision to ensure that data points are suitable for algorithm training 

and the available data is representative in terms of including sufficient and balanced 

representations of relevant patterns. Ideally the operator’s job profile is extended to 

support the DAP by flagging unsuitable data points on the fly and increasing the 

availability of e.g. rare patterns in the dataset. Managers with production line authority 

also play an important role as continuous data acquisition processes usually require a 

redesign of workplace procedures. Managers need to redesign, communicate and 
enforce workplace procedures among human agents. Again, supervisors can take over 

a weaker role of first-level support for operators. 
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Data Labeling Process (DLP). All human agents with task familiarity are potential 

contributors in the DLP. While operators can use their implicit task familiarity, 

supervisors and managers bring knowledge on explicit task requirements and 

upstream/downstream requirements into the labeling process. A practice-proven 

division of labeling work is to use supervisors and managers as second-level labelers 

especially for edge cases. 

 
Algorithm Training Process (ATP). AI agents have shades of being right or wrong 

as deep neural networks return inferences with almost cardinally scaled confidence 

levels. Lower confidence decisions, for example, can be the result of algorithm 

weaknesses. Ground truth proximity can help human agents to identify potential 

sources of algorithm weaknesses and is therefore of high importance for the AI agents 

as an open ended technology. The tacit knowledge of operators from collaborating with 

the AI agents on a regular basis is a critical success factor for retraining AI agents. Their 

job profiles should be adjusted to become sparring partners in the identification of AI 

weaknesses. 

 

 
Fig. 1 AI support processes and AI support impact of human agents. 

4 Discussion 

In collaborative networks, open-ended AI agents require a novel set of operational 

procedures that we argue can be called co-creative AI support processes. They are 

required to ensure supervision and continuous improvement of AI agents. When 

performing AI support processes, machine learning teams can greatly benefit from 

including operators, supervisors and managers as co-creators. Their inclusion, however, 

requires changes and extension of their job profiles in different ways. These findings 

confirm other research contributions in the field of human-AI interaction [2, 7, 8]  
Traditionally, operators are rarely involved in the creation process of regular 

machines. With AI agents present, their relevance increases significantly. As operators 
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may be the only human agents with direct access to the ground truth of data points, we 

argue that operators should become mandatory co-creators as they may share some of 

their tacit knowledge with AI agents. As machine learning specialists responsible for 

the development of AI agents in both industrial use cases presented in this paper we 

empirically observed tremendous contributions of operators with supervision and 
improvement of AI agents alike. Operator feedback in both industrial use cases 

indicates that this new role as co-creators is also beneficial for operators themselves as 

it enriches the workplace with more responsibility, room for creative problem thinking 

and task variety. 

Managers and supervisors play an important role in the workplace redesign to ensure 

optimal conditions to execute AI support processes. Especially managers with the 

authority to change production line procedures require a basic machine learning 

understanding to correctly redesign workplace procedures. Besides this, their job 

profile needs to be extended by communication and enforcement tasks as changes in 

operational procedures can induce human resistance if their purpose is unclear. 

Supervisor and manager feedback in both industrial use cases indicates the importance 

of basic machine learning understanding to motivate extensive workplace redesigns. 
Our findings also revealed promising research perspectives in the fields of human 

factors, especially human resources and AI implementation in collaborative 

workplaces. Firstly, our estimations of the AI support impact of operators, supervisors 

and managers on AI support processes is derived from few empirical observations in 

which we introduced AI agents in real-world industrial workplaces. Our first 

systematization and estimations can be the foundation for extended field research. 

Secondly, the requirement for extending existing job profiles to accommodate AI 

support processes raises a variety of research questions on how human agents with 

different job profiles should be trained and prepared for the future. Thirdly, as ensuring 

successful implementation of AI support may also require redesigning workplaces, 

collaboration procedures, production lines and other organizational parts, it remains to 
be examined how, when and to what extent the various perspectives on collaborative 

networks should be further adjusted or extended. Finally, we argue that our result 

should also be recognized by designers of AI agents like digital engineers who have to 

take into account the important role of operators for learning and improvement of such 

AI agents in productive environments. 
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