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Abstract. Managing interdependent cooperating informatics systems from 
multiple suppliers is a complex and challenging endeavor. Due to the lack of 
complete open standards, informatics systems from different suppliers are 
developed using incompatible protocols and programmatic interfaces (API). 
Often, incompatibilities also exist for informatics systems developed by the 

same supplier. Nevertheless, organizations must be able to monitor the systems 
that compose their Information Technology (IT) landscape transparently and 
independently of each system’s supplier. This paper discusses a collaborative 
networks strategy associated with adopting the Informatics System of Systems 
(ISoS) framework for coordinated monitoring and support afforded by different 
supplying responsibilities. We argue that the adopted model simplifies the 
integration required by the digital, and makes efficient the collaboration among 
technology and service suppliers in supporting products’ life cycle maintenance 

and evolution. Accordingly, we discuss the implementation of the proposed 
model in the HORUS project, which is motivated by the need to rethink a 
fuelling post-payment model of a petroleum company. 

Keywords: Distributed Monitorization, Systems Integration, Collaborative 
Networks, Distributed systems. 

1. Introduction 

Organizations adopting informatics systems from different suppliers face several 

difficulties when managing integrated solutions. Although contemporary Information 

Technology (IT) systems are expected to incorporate informatics systems from 

multiple suppliers, each system exhibits its protocols and programming interfaces 

(API), often proprietary. Moreover, empirical evidence shows practices where tight 

collaboration with suppliers leads to tailored solutions with fuzzy responsibility 

borders. The statement of a representative executive officer of Hitachi [17] - “… 

rather than delivering systems …, what is needed is to hone solutions in partnership 

with customers …” - is a paradigmatic offering of a tailored approach. Such 
customized diversity of systems makes it very difficult and expensive to replace 
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existing monolithic and proprietary solutions with new or evolved systems showing 

equivalent capabilities from a competing supplier. 

Furthermore, many of those monolithic proprietary systems are accountable for 

critical business processes that depend on computation services that rely on 

heterogeneous and interdependent complex systems. System elements need to be 

smarter and more cooperative in coping with the required reliability and resilience of 

the underlying technology. Approaches may range from a simple verification if a sub-
system is available, e.g., reachable by a ping command, or a more complex inspection 

to infer performance metrics to check if technology elements are within a predefined 

set or ranges of values. Therefore, monitoring the health of specific technology 

elements that compose an organization’s informatics systems landscape is challenging 

and of utmost importance for the reliability of the implemented services. 

This paper presents and discusses a collaborative strategy for monitoring elements 

of informatics systems in a gas-fueling service area. The research problem relies on 

coordinating partial responsibilities when supplied by organizations with different 

processes and technology cultures. Our approach considers a collaborative strategy, 

challenging the participation of competing stakeholders collaboratively managing 

service failures and interdependencies. The proposed model also challenges the 

participation of the IT of the supporting stakeholder, since different systems on the 
provider’s IT landscape need to interact with service elements of the informatics 

landscape of the fueling area. A simple example is the failure of a video camera on 

the responsibility of the Closed-Circuit Television (CCTV) maintainer company that 

compromises the vehicle identification service of the HORUS informatics system 

under the responsability of another company. 

We validate the adoption of the Informatics System of Systems (ISoS) 

framework [11] as a strategy to move towards a Model-Driven Open Systems 

Engineering (MDEOS) vision and contribute to an open competitive technology 

market philosophy. The collaborative monitoring framework monitors services under 

the responsibility of different suppliers in the context of the HORUS research 

project [13]. The suggested strategy aims to support technology independence for the 
solution’s owner and offers a basis for the recent trends on technology sovereignty [2] 

since the proposed approach reduces technology dependencies [11]. 

The remaining paper is organized as follows. Section 0 briefly presents the most 

prominent related research, the ISoS framework, and the HORUS project. Section 0 

discusses the adoption of the ISoS framework to support the collaborative monitoring 

of the systems composing the HORUS project. Finally, Section 0 presents the 

conclusions and discusses future work. 

2. Background 

Monitoring is a long-discussed topic with contributions from complementary research 

perspectives ranging from technology to business. When observed from the computer 

distributed systems area, the research is more concerned with development issues, 

“Monitoring supports the debugging, testing, and performance evaluation of 

computer programs” [16]. Conversely, the communication networks have for long 
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contributed centered on networks reliability based on Simple Network Management 

Protocol (SNMP) and Network Management Stations (NMS) systems “…the SNMP 

has two types of entities: managers and agents. Managers work in Network 

Management Stations and receive messages and traps from SNMP agents…” [19]. 

Regardless of the approach, monitoring is gaining added attention with the evolving 

digital transition and the risks associated with the increasing diversity of technology 

artifacts that participate in the complex growth of the web of interdependencies. 

Moreover, the technology artifacts, being them communication infrastructure 

elements, cyber-physical systems, or software entities running on a cloud-based 

execution environment, public, private or hybrid, are critical for the proper support of 
people and businesses. This section briefly reviews the research work background, 

with Section 0.1 addressing the ISoS framework concepts and Section 0.2 revisiting 

the HORUS project. 

2.1   The ISoS Framework 

The ISoS framework [11] proposes a nonintrusive integration model to establish a 

multi-supplier or multi-vendor technology landscape to reduce the vendor lock-in 

risks, and ultimately be an enabler for technology sovereignty. The ISoS framework is 

based on three core modeling elements: ISystem, CES, and Service. The ISoS 

abstraction models the informatics landscape of an organization as a composite of one 

or more ISystems. An ISystem comprises one or more CES, whereas a CES 

consists of one or more Services. ISoS elements model the technology artifacts 

through a set of properties, e.g., name, version, supplier, or description. In the case of 

a Service, the modeling element instance has associated the metadata required for a 

peer Service to access the implemented functionalities. Fig. 1 depicts the primary 

elements that make an organization ISoS enabled, using the SysML block syntax [6]. 

 

Fig. 1 – The simplified SysML block definition diagram of the ISoS model 

The ISoS model considers a meta-element with management or coordination roles 

at the ISoS, ISystem, and CES levels, respectively, ISystem0, CES0, and 

Service0. The initial reference implementation of the ISoS framework is based on 

the Java ecosystem. The proof-of-concept implementation further relies on the open-

source Apache Zookeeper [7] to ensure that the ISoS metadata stored by ISystem0 
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shows higher availability to the systems and services that compose the informatics 

landscape of an organization. A primary role of the ISystem0 is to act as a directory 

service managing the metadata of the ISoS elements that exist within an organization, 

which we refer to as the Organization’s computing-related technology artifacts (or 

Organization’s information system). Accordingly, to be ISoS-enabled, an organization 

needs to instantiate, at least, the meta-ISystem, i.e., needs to hold running an 

instance of the ISystem0, which has the unique role of managing the ISoS 

technology landscape.  The ISoS framework model details are provided in [5]. 

2.2   The HORUS Project 

The HORUS project was motivated by a real industry problem: how to improve the 

user experience in refueling vehicles by removing the (manual) pre-payment 
authorization procedure. Before HORUS, authorization had to be granted by the 

operator of the refueling area before a user could start to refuel the vehicle. This 

authorization typically involved manually checking an event list of vehicles with 

pending payments. Such lists used to be paper-based and very difficult to maintain 

and update with the aggregated information from all the refueling areas. Thus, the 

refueling areas without an automatic control of payments typically chose to operate in 

a pre-payment operation mode, demanding that the user had to pay before refueling. 

The payment control with HORUS has simplified the refueling process. When a 

vehicle enters a refueling area, an image of the vehicle license plate is obtained and 

identified to produce a hash of its license plate. When the user removes the nozzle to 

fill the vehicle’s tank, the payment console system presents a message to the operator 
to warn him about any pending payments for that vehicle. If there are pending 

payments, the operator may choose not authorize the refueling. Suppose a vehicle 

leaves the refueling area without paying. In that case, the hash of its license number is 

inserted in an events list stored by a persistence service available to all the refueling 

areas. The next time such a vehicle with a pending payment tries to refuel, the 

operator is shown a message to warn him about the faulty situation. In that case, the 

driver has to follow the pre-payment procedure until the payment issue is solved. 

Although the rationale of the HORUS project is quite simple, its implementation 

involves heterogeneous systems implemented by different suppliers. Thus, the 

HORUS is an informatics system that uses other informatics systems, like the Point of 

Sale (POS) or the Closed-Circuit Television (CCTV) system responsible for the video 

cameras used by the License Plate Recognition (LPR) service used to identify the 
vehicles. The fact that the fueling network has its CCTV system under the 

responsibility of different companies introduces an added complexity to the 

management of monitoring events. 

The above scenario clearly shows that the informatics systems landscape of a 

fuelling forecourt can be viewed as a network of different informatics and 

cyberphysical systems, each one with diverse responsibilities and that need to 

cooperate. Thus, it is imperative to provide a monitoring strategy based on 

anticipating reactions to any problem that might affect the several components  of the 

HORUS that each service provider is responsible for. The strategic goal is to manage 

interdependent monitoring and maintenance responsibilities in a collaborative 
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network context. By collaborative monitoring and maintenance, we mean each 

participating stakeholder shall be aware of another participating stakeholder’s failure 

and maintenance actions. In other words, from our previous research, it means that 

any informatics system has a tandem system we suffix by ‘-M’ specialized to make 

effective monitoring and support maintenance processes [12]. 

3. The HORUS Project Case Study 

Fig. 2 shows the different elements composing the informatics landscape of a 

forecourt gas station modeled by adopting the ISoS framework. Besides the 

ISystem0, we can see the “HORUS” and the “CCTV” informatics systems, as well 

as the corresponding monitoring sub-systems, denoted by the labels “HORUS-M” and 

“CCTC-M”, the tandem informatics system as discussed above. 

 

Fig. 2 – Elements involved in the HORUS project for a gas station forecourt 

Different suppliers support the maintenance and evolution of the HORUS and the 

CCTV systems. Following the adopted model, monitoring and maintenance 

management must coordinate with supplier’s informatics infrastructure. Thus, the 

integrated monitoring view of the forecourt gas station, denoted by the “Integrated-

M” system, must work collaboratively with all the internal informatics and also with 

those of the suppliers. The remaining sections discusse how the ISoS framework is 

adopted to support the collaboration among the diverse technology elements, focusing 
on monitoring the participating related informatics systems. Section 0.1 discusses 

alternatives for supporting the monitoring systems, and Section 0.2 details the usage 

of the ISoS framework to support the collaboration between the elements of a 

forecourt and the collaborative network of support and maintenance providers. 
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3.1   Monitoring Systems 

Monitoring plays a crucial role in an organization’s multi-provider informatics 

technology landscape. Because an informatics technology landscape holds different 

types of systems and system elements, one may consider choosing alternative 

monitoring systems, each one better fitting a class of available parts. For example, we 
might consider a monitoring system to handle the IoT devices and another for 

monitoring the health of existing servers. However, this approach can quickly become 

infeasible if the Organization’s amount and type of elements increase. 

Monitoring solutions like ICinga [10], Nagios [1], and, more recently, 

OpenNMS [4], are systems aimed at monitoring the health of network elements such 

as routers and switches. The main idea behind these systems is that every network 

equipment has associated a Management Information Base (MIB), which can be seen 

as a modeling element representing the properties of the technology elements within a 

network of computers. The concept of a MIB is often associated with the Simple 

Network Management Protocol (SNMP) used by the monitoring systems to obtain the 

status/properties of the elements under monitoring. Other solutions like Zabbix [9] 

and Prometheus [18] target the monitoring of informatics systems, e.g., to verify if a 
system is responding or if some system metrics are within predefined values. 

An hypothesis is to generalize SNMP-based monitoring to informatics systems, 

such as the case of applying it to a campus infrastructure [19] or enterprise 

servers [8]. If adopting SNMP, the selection of OpenNMS to monitor the state of any 

element (hardware or software) that composes the informatics landscape of an 

organization requires that any computational service implements an SNMP agent and 

the corresponding MIB interface. The approach taken in the HORUS project is to 

develop agents for the elements that initially were not SNMP enabled and use the 

OpenNMS solution to monitor both computational and cyberphysical elements 

involved in a forecourt gas station. For example, in the case of the cameras shared 

with the CCTV system, one agent was developed to read the state of the cameras 
using the Open Network Video Interface Forum (ONVIF) [14] and export that state 

information using a custom MIB. The adopted approach makes it possible to monitor 

legacy network of new informatics systems elements following a unified approach 

based on the SNMP protocol. While latencies introduced by the monitoring are not 

critical in the HORUS system, other application domains may require further 

validations, e.g., performance dimension as discussed in [8]. 

3.2   Collaborative Monitoring Using the ISoS Framework 

A characteristic feature of the ISoS framework is its independence from any specific 

technological solution. ISoS framework offers simple mechanisms for service 

elements within an organization, hardware or software, to publish their associated 

metadata to the ISystem0. The metadata supports the discovery of Service elements 

through the path ISystem/CES/Service elements. Thus, when a service SA from 

system A needs to use the service SB from system B, it just needs to contact the 

ISystem0 and issue a lookup operation to obtain the metadata of service SB. 
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The metadata registered in the ISystem0 is composed of a set of XML 

documents, where there is an XML document associated to each ISystem, CES, and 

Service. Using the ISoS framework metadata is possible to have different services 

from distinct suppliers with additional responsibilities working together in a 
collaborative network. The collaboration is possible because services from 

collaborative organizations or suppliers can mutually find each other and interoperate 

based on the ISystem0 canonical entry point and ISoS metadata facilities. 

Additionally, the metadata can support a user interface capable of browsing 

organization elements and providing a unified view and introspection mechanisms. 

An example is the Service SerUI included in the ISoS ISystem0 [5], which allows 

an administrator to browse all the System, CES, and Service elements that exist 

in the informatics system of an ISoS enabled Organization. The above mentioned 

Service SerUI is a simple service that collects and shows an organization’s existing 

elements (System, CES, and Service). However, using the same logic, it is 

possible to implement a new system responsible for monitoring virtually all the 

elements within the Organization. 

Since in an ISoS-enabled organization, informatics systems publish their metadata, 

it is possible to offer a dashboard showing the status of informatics systems. Fig. 3 

illustrates an interface view of a Synoptic of Things (SoT) framework [15, 16]  

showing the global state of the informatics systems in a forecourt gas station adopting 

the HORUS informatics system. The SoT framework uses the concept of widgets to 
support the interaction with the end-user. We call Widgets-IoT to such widgets, which 

are abstractions of hardware or software elements, e.g., a video camera device or a 

license plate recognition software. A Widget-IoT comprises common properties such 

as size, color or image. Also, specializations of Widget-IoT might contain properties 

for accessing a cyber-physical device. A Widget-IoT is a standard Web 

Component [3] making it possible to use Widgets-IoT in other contexts than the SoT 

framework. 

 

Fig. 3 – Synoptic of Things for a gas station forecourt that is using the HORUS project 

Building the dashboard presented in Fig. 3 is a quite straightforward procedure: i) 

Access the ISoS framework of the Organization through the well-known access point 

at the default port 2058; ii) Issue a lookup request to find the metadata of the existing 
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monitoring systems; iii) For each monitoring system, display the corresponding icon 

and a colored frame denoting the state of the system, for example, green, yellow, and 

red, respectively, corresponding to the states OK, Warning, or Problem. For example, 

using this syntax, the analysis of Fig. 3 reveals that the HORUS and POS systems are 

operational, but there is a problem with the CCTV system. Then, by inspecting the 

metadata associated with the CCTV system and the corresponding monitoring system, 

denoted as “CCTC-M” in Fig. 2, it is possible to access a second-level synoptic for 
the elements that compose the CCTV system. From the analysis of this second 

synoptic, presented in Fig. 4, and once more using the same syntax for the color of the 

frames, we can see a problem with a particular camera. In this case, the camera with 

the label “AXIS P137” is the problematic element. Once resolved the problem, the 

states of the camera and the system CCTV will become OK. 

 

Fig. 4 – Synoptic for the CCTV system 

Internally, each monitoring system on our research uses OpenNMS to collect data 

from the elements under monitoring using the SNMP protocol. The SoT framework 

uses the OpenNMS API to obtain the status of the service elements under monitoring. 

Also, using the OpenNMS API it is possible to send notifications to the users. For 
example, send an email to a system administrator when the state of a given element is 

critical. Another advantage of using the OpenNMS API, or the API of another 

monitoring system, is that a synoptic does not need to understand the protocols of the 

different elements under monitoring. It just needs to understand the API of the various 

monitoring systems. This approach makes possible a distributed monitoring, 

collaborative and scalable from the point of view of an organization. It can be further 

extended to monitor the state of elements in different organizations using a single 

synoptic if all the organizations adopt the ISoS framework (i.e., are ISoS enabled). 

4. Conclusions and Further Research  

This paper discusses the collaborative monitoring of informatics systems supported 

by the ISoS framework, which models an open organization’s integrated computing 

technology landscape. The Java ecosystem adopting the Apache Zookeeper and other 
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open-source projects supports validating the ISoS framework, and the approach 

followed in the HORUS project. Beyond the ISystem0 as a core technological 

element for any ISoS enabled organizations, we present and discuss the usage of the 

metadata stored within the ISoS framework to make possible the cooperation between 
monitoring systems that may exist within the informatics landscape of organizations 

participating in a collaborative network. 

We further discuss the feasibility and advantages of using the ISoS metadata to 

feed a Synoptic of Things, extending the traditional concept of industrial synoptics of 

SCADA systems to show the status of the elements that exist in an organization’s 

informatics technology landscape. 

Although the case study presented in this work focused on the elements that exist 

in a forecourt gas station network of a single petroleum company, the case involves 

multiple supplying companies, each with interdependent responsibilities concerning 

their supported systems. Thus, it is reasonable to assume that the presented research 

results apply to scenarios involving networked organizations with interdependent 
responsibilities as long as they adopt the ISoS framework. 
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