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An analogue of Reed’s conjecture for digraphs

Ken-ichi Kawarabayashi∗ ,1 and Lucas Picasarri-Arrieta†,2

1National Institute of Informatics, The University of Tokyo, Japan
2Université Côte d’Azur, CNRS, Inria, I3S, Sophia Antipolis, France

Abstract

Reed in 1998 conjectured that every graph G satisfies χ(G) ≤ ⌈∆(G)+1+ω(G)
2 ⌉. As a partial

result, he proved the existence of ε > 0 for which every graph G satisfies χ(G) ≤ ⌈(1−ε)(∆(G)+
1)+εω(G)⌉. We propose an analogue conjecture for digraphs. Given a digraph D, we denote by
~χ(D) the dichromatic number of D, which is the minimum number of colours needed to partition

D into acyclic induced subdigraphs. We let
↔

ω (D) denote the size of the largest biclique (a set
of vertices inducing a complete digraph) of D and ∆̃(D) = maxv∈V (D)

√

d+(v) · d−(v). We

conjecture that every digraph D satisfies ~χ(D) ≤ ⌈ ∆̃(D)+1+
↔

ω (D)
2 ⌉, which if true implies Reed’s

conjecture. As a partial result, we prove the existence of ε > 0 for which every digraphD satisfies
~χ(D) ≤ ⌈(1−ε)(∆̃(D)+1)+ε

↔

ω (D)⌉. This implies both Reed’s result and an independent result
of Harutyunyan and Mohar for oriented graphs.

To obtain this upper bound on ~χ, we prove that every digraph D with
↔

ω (D) > 2
3 (∆max(D)+

1), where ∆max(D) = maxv∈V (D) max(d+(v), d−(v)), admits an acyclic set of vertices intersect-
ing each biclique of D, which generalises a result of King.

Keywords: Dichromatic number, dicolouring, biclique number.

1 Introduction

In 1998, Reed [30] posed the following celebrated conjecture, which draws a connection between the
maximum degree ∆(G), the clique number ω(G), and the chromatic number χ(G) of a graph G.

Conjecture 1.1 (Reed [30]). Every graph G satisfies χ(G) ≤
⌈

∆(G)+1+ω(G)
2

⌉

.

As a partial result towards this conjecture, Reed proved the following.

Theorem 1.2 (Reed [30]). There exists ε > 0 such that every graph G satisfies

χ(G) ≤ ⌈(1− ε)(∆(G) + 1) + εω(G)⌉.

Observe that Conjecture 1.1 is exactly Theorem 1.2 for ε = 1
2 . Restricted to graphs with

sufficiently large maximum degree, Hurley et al. [20] proved that Theorem 1.2 holds for ε ≤ 0.199,
improving on an earlier result obtained by Bonamy et al. [9].

∗Research supported by JSPS KAKENHI JP20A402 and 22H05001 and by JST ASPIRE JPMJAP2302.
†Research supported by the research grants DIGRAPHS ANR-19-CE48-0013 and ANR-17-EURE-0004.
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The purpose of this work is to propose analogues of Conjecture 1.1 and Theorem 1.2 for digraphs.
We thus need three digraph parameters that extend ∆, ω, and χ respectively. By extension, we
mean that, if D is a symmetric digraph, these digraph parameters on D must coincide with ∆, ω,
and χ on the underlying graph of D. One can easily check that this is actually the case for ∆̃,

↔

ω ,
and ~χ, defined as follows.

Let D be a digraph. We let ∆̃(D) denote the maximum geometric mean of the in- and out-
degrees of the vertices of D, that is ∆̃(D) = max{

√

d+(v) · d−(v) | v ∈ V (D)}. A biclique of D is

a set of vertices inducing a complete digraph. The biclique number
↔

ω(D) of D is the size of the
largest biclique of D. The notions of dicolouring and dichromatic number were introduced in the
late 1970s by Erdős and Neumann-Lara [27, 12]. A k-dicolouring of D is a function c : V (D)→ [k]
such that c−1(i) induces an acyclic subdigraph on D for each i ∈ [k]. The dichromatic number
of D, denoted by ~χ(D), is the smallest k ∈ N such that D admits a k-dicolouring. These two
concepts were rediscovered by Mohar in the 2000s [25, 8] and received a lot of attention since then.
It turned out that many classical results on graph colouring can be extended to digraphs with
these notions, which shows that dicolouring is somehow the right extension of proper colouring to
digraphs. For instance, people generalised the Strong Perfect Graph Theorem [6], Gyárfás-Sumner’s
Conjecture [4, 3, 11], or Brooks-type results [17, 1, 2, 15].

Harutyunyan and Mohar [18] posed the following analogue of Conjecture 1.1 for oriented graphs,
that are digraphs with biclique number at most 1.

Conjecture 1.3 (Harutyunyan and Mohar [18]). Let D be an oriented graph, then

~χ(D) ≤
⌈

∆̃(D)

2

⌉

+ 1.

As a partial result towards their conjecture, they proved the following for ε = e−13.

Theorem 1.4 (Harutyunyan and Mohar [18]). There exists ε > 0 such that every oriented graph
D with ∆̃(D) large enough satisfies ~χ(D) ≤ (1− ε)∆̃(D).

We actually believe that the analogue of Conjecture 1.1 holds not only for oriented graphs but for
all digraphs. We thus propose the following conjecture, which if true implies both Conjectures 1.1
and 1.3.

Conjecture 1.5. Every digraph D satisfies ~χ(D) ≤
⌈

∆̃(D)+1+
↔

ω (D)
2

⌉

.

The main result of this work is the following, which implies both Theorem 1.2 (when restricted
to symmetric digraphs) and Theorem 1.4 (when restricted to oriented graphs), and provide some
support to Conjecture 1.5.

Theorem 1.6. There exists ε > 0 such that every digraph D satisfies

~χ(D) ≤ ⌈(1 − ε)(∆̃(D) + 1) + ε
↔

ω(D)⌉.

We made no attempt to maximize the value of ε in our proof. In particular, applying Theo-
rem 1.6 to obtain Theorems 1.2 and 1.4 yields values of ε that are much smaller than the existing
ones.
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Our proof of Theorem 1.6 is inspired by a short proof of Theorem 1.2 due to King and Reed [23].
Along the way, we generalise to digraphs a collection of intermediate results that we find of indepen-
dent interest. We refer the reader to the recent book of Stiebitz, Schweser, and Toft [31, Chapter 6]
for a complete proof of Theorem 1.2 which includes proofs of all intermediate results (on undirected
graphs) mentioned later on.

The paper is organised as follows. In Section 2, we give notation on digraphs and preliminary
results used in the paper. In Section 3, using the probabilistic method, we prove the following upper
bound on the dichromatic number of sparse digraphs, which generalises to digraphs a classical result
of Molloy and Reed [26]. Given a digraph D with maximum degree ∆max(D) = ∆ and a vertex v of
D, we denote by m+(v) and m−(v) the number of arcs of D[N+(v)] and D[N−(v)] respectively. We
say that D is B-sparse if, for every vertex v ∈ V (D), we have min(m+(v),m−(v)) ≤ ∆(∆−1)−B.

Theorem 1.7. There exists an integer ∆0 ≥ 1 such that the following holds. For every digraph D
with maximum degree ∆max(D) = ∆ > ∆0, if D is B-sparse with B > ∆ log3∆, then

~χ(D) ≤ (∆ + 1)− B

4e7∆
.

In Section 4, we give a sufficient condition for a digraph to admit an acyclic set of vertices
intersecting each of its bicliques, by proving the following generalisation of a result of King [22].

Theorem 1.8. Let D be a digraph with
↔

ω(D) > 2
3(∆max(D) + 1). Then D has an acyclic set of

vertices I such that
↔

ω(D − I) =
↔

ω(D)− 1.

This implies that, in a minimum counterexample of Theorem 1.6, there must be a significant
gap between the biclique number and the maximum degree. We indeed prove a more general result,
as we characterise exactly the digraphs D with

↔

ω(D) ≥ 2
3(∆max(D) + 1) that do not admit such

an acyclic set of vertices. We thus extend a result due to Christofides et al. [10]. We also discuss
the consequences of our result on list-dicolouring of digraphs, and show that we generalise a result
due to Haxell [19] that we find of independent interest.

In Section 5, we deal with vertices having a dense neighbourhood in a counterexample of The-
orem 1.6. We extend a result of King and Reed [23] by proving the following.

Theorem 1.9. Let a and ε be constants satisfying 0 < ε ≤ 1
6 − 4

√
a. There exists ∆(a) ≥ 1 such

that the following holds. Let D be a digraph with maximum degree ∆max(D) = ∆ ≥ ∆(a) satisfying
↔

ω(D) ≤ 2
3(∆ + 1) and let v ∈ V (D) be such that max(m−(v),m+(v)) > (1− a)∆(∆− 1). Then

~χ(D) ≤ max (~χ(D − v), (1 − ε)(∆ + 1)) .

We put the pieces together and prove Theorem 1.6 in Section 6. In particular, we use a trick
introduced by Harutyunyan and Mohar [18] to obtain the result with ∆̃ instead of ∆max. We finally
propose some further research directions in Section 7. In particular, we discuss possible analogues
of Conjecture 1.5 with ∆̃(D) being replaced by ∆min(D) = maxv∈V (D)(dmin(v)).

2 Preliminaries

2.1 General notation on digraphs

Our notation on digraphs follows [7]. A digon is a pair of arcs in opposite directions between the
same vertices. A simple arc is an arc that is not in a digon. A digraph is symmetric if it contains

3



no simple arc. An oriented graph is a digraph with no digon. Given an undirected graph G, the

digraph
←→
G is the symmetric digraph obtained from G by replacing every edge with a digon. For

an integer n,
←→
Kn is called the complete digraph on n vertices.

Let D be a digraph. The underlying graph of D, denoted by UG(D), is the undirected graph
with vertex-set V (D) in which uv is an edge if and only if uv or vu is an arc of D. The symmetric
part of D, denoted by S(D), is the undirected graph with vertex-set V (D) in which uv is an edge
if and only if {uv, vu} is a digon of D. A matching of D is a set of pairwise disjoint arcs of D.

Let v be a vertex of D. The out-degree (resp. in-degree) of v, denoted by d+(v) (resp. d−(v)),
is the number of arcs leaving (resp. entering) v. We define the maximum degree of v as dmax(v) =
max{d+(v), d−(v)} and its minimum degree as dmin(v) = min{d+(v), d−(v)}. We can then define
the corresponding maximum degrees of D:

∆max(D) = max
v∈V (D)

(dmax(v)) and ∆min(D) = max
v∈V (D)

(dmin(v)).

Themaximum geometric mean ofD is defined as ∆̃(D) = maxv∈V (D)

√

d−(v) · d+(v). By definition,

observe that we have ∆min(D) ≤ ∆̃(D) ≤ ∆max(D). We say that D is ∆-diregular if, for every
vertex v ∈ V (D), d−(v) = d+(v) = ∆. Note that D being diregular implies ∆min(D) = ∆max(D)
but the converse is not true.

Let X,Y be two disjoint set of vertices of D. We denote by A(X,Y ) the set of arcs uv ∈ A(D)
such that u ∈ X and v ∈ Y .

A list assignment L of D is a function that associates a list of colours to every vertex v of D.
It is a k-list assignment if |L(v)| ≥ k holds for every vertex v of D. Let L be a list assignment.
An L-dicolouring of D is a dicolouring α of D such that, for every vertex v of D, α(v) ∈ L(v). We
say that D is L-dicolourable if D admits an L-dicolouring. Given an integer k, we say that D is
k-dichoosable if, for every k-list assignment L of D, D is L-dicolourable.

2.2 Probabilistic tools

Our proof of Theorem 1.6 contains some probabilistic arguments. We briefly recall here two classical
results used later. The reader unfamiliar with the probabilistic method is referred to [5] and [26].
We first need the symmetric version of the Lovász Local Lemma, due to Erdős and Lovász [13].

Lemma 2.1 (Lovász Local Lemma). Let A1, A2, . . . , An be events in an arbitrary probability space.
Suppose that each event Ai is mutually independent of a set of all the other events but at most d,
and that Pr(Ai) ≤ p for all 1 ≤ i ≤ n. If

ep(d+ 1) ≤ 1,

then Pr
(
∧n

i=1 Ai

)

> 0.

The second result we need is the celebrated concentration bound due to Talagrand [32]. We use
it in the following form (see [21, Theorem 6.3]).

Lemma 2.2 (Talagrand’s Inequality). Let X be a non-negative random variable, not identically 0,
which is determined by n independent trials and satisfying the following for some c, r > 0:

1. Changing the outcome of any one trial can affect X by at most c, and
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2. for any s, if X ≥ s then there is a set of at most rs trials whose outcomes certify that X ≥ s.

Then

Pr (|X −E(X)| > t) ≤ 4 exp

(

− t2

8rc2(4E(X) + t)

)

for any real number t with t > 96c
√

rE(X) + 128rc2.

3 Colouring sparse digraphs

Our first goal is to generalise the following result due to Molloy and Reed [26, Theorem 10.5] on the
chromatic number of sparse graphs. For a vertex v of a graph G, we denote by m(v) the number
of edges of G[N(v)]. We say that G is B-sparse if m(v) ≤

(∆(G)
2

)

−B for every v ∈ V (G).

Theorem 3.1 (Molloy and Reed [26]). Let ∆ be an integer large enough and G be a graph with
maximum degree ∆. If G is B-sparse with B > ∆ log3∆, then

χ(G) ≤ (∆ + 1)− B

e6∆
.

The goal of this section is to prove Theorem 1.7, which is the directed analogue of Theorem 3.1.
We first recall it here for convenience.

Theorem 1.7. There exists an integer ∆0 ≥ 1 such that the following holds. For every digraph D
with maximum degree ∆max(D) = ∆ > ∆0, if D is B-sparse with B > ∆ log3∆, then

~χ(D) ≤ (∆ + 1)− B

4e7∆
.

We will actually use Theorem 1.7 in the following form in Section 6.

Corollary 3.2. There exists ∆1 ≥ 2 such that the following holds. Let D be a digraph with

maximum degree ∆max(D) = ∆ ≥ ∆1 and a ∈ R be such that a > log3 ∆
∆−1 , and for every vertex

v ∈ V (D), min(m+(v),m−(v)) ≤ (1− a)∆(∆ − 1). Then

~χ(D) ≤
(

1− a

5e7

)

(∆ + 1) .

Proof. By assumption D is Ba-sparse for Ba = a∆(∆− 1) > ∆ log3 ∆. Hence, by taking ∆1 ≥ ∆0,
we obtain by Theorem 1.7 that

~χ(D) ≤
(

1− a

4e7

)

(∆ + 1) +
a

2e7
≤
(

1− a

5e7

)

(∆ + 1) ,

where in the second inequality we used ∆1 ≥ 9.

The remainder of this section is devoted to the proof of Theorem 1.7. We first briefly justify
that we only have to prove it for ∆-diregular digraphs.

Lemma 3.3. Let D be a B-sparse digraph with maximum degree ∆max(D) = ∆. There exists a
B-sparse ∆-diregular digraph H such that ~χ(D) ≤ ~χ(H).
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Proof. We repeat the following process until D is ∆-diregular. Add to D a disjoint copy of ~D,
the digraph obtained from D by reversing every arc. Then for every vertex v ∈ V (D) such that
d+D(v) < ∆, we add the arc vv′, where v′ is the copy of v in ~D. Similarly, for every vertex v such
that d−D(v) < ∆, we add the arc v′v. Let D′ be the obtained digraph. Note that ~χ(D) ≤ ~χ(D′)
trivially holds as D is a subdigraph of D′. Observe also that, for every vertex v ∈ V (D), we have
m+

D(v) = m+
D′(v) = m−

D′(v′) and m−
D(v) = m−

D′(v) = m+
D′(v′). Hence, as D is B-sparse, so is D′.

Observe finally that, for every vertex v ∈ V (D), d+D′(v) = d−D′(v′) = min(d+D(v) + 1,∆) and
d−D′(v) = d+D′(v′) = min(d−D(v)+1,∆). Hence, repeating this process at most ∆ times, we eventually
find the desired digraph H.

A partial (k, ℓ)-dicolouring α of a digraph D is a k-dicolouring of an induced subdigraph of D
such that, for every vertex v, either ℓ colours appear twice in N−(v) or ℓ colours appear twice in
N+(v). We formally have

∣

∣{c ∈ [k] | ∃u,w ∈ N−(v), u 6= w,α(u) = α(w) = c}
∣

∣ ≥ ℓ

or
∣

∣{c ∈ [k] | ∃u,w ∈ N+(v), u 6= w,α(u) = α(w) = c}
∣

∣ ≥ ℓ.

Lemma 3.4. Let D be a ∆-diregular digraph and k, ℓ be two integers such that k ≤ ∆+ 1 − ℓ. If
D admits a partial (k, ℓ)-dicolouring, then ~χ(D) ≤ ∆+ 1− ℓ.

Proof. Assume that D admits a partial (k, ℓ)-dicolouring. We let α be a partial (∆ + 1 − ℓ, ℓ)-
dicolouring of D for which the number of uncoloured vertices is minimum, the existence of which is
guaranteed as k ≤ ∆+1−ℓ. We claim that α is a dicolouring of D, hence implying ~χ(D) ≤ ∆+1−ℓ.
Assume this is not the case, and there is a vertex v which is not coloured by α. By definition of a
partial (∆+1− ℓ, ℓ)-dicolouring, we have |α(N−(v))| ≤ ∆− ℓ or |α(N+(v))| ≤ ∆− ℓ. Hence we can
choose for v a colour of [∆+1−ℓ] that is not appearing either in its in- or in its out-neighbourhood.
Colouring v with this specific colour extends α into a partial (∆ + 1 − ℓ, ℓ)-dicolouring of D with
fewer uncoloured vertices, a contradiction to the choice of α.

We are now ready to prove Theorem 1.7.

Proof of Theorem 1.7. We do not give the explicit value of ∆0, we simply assume in what follows
that it is arbitrarily large. We assume that D is ∆-diregular, for otherwise we may prove the result
for the B-sparse ∆-diregular digraphH obtained by Lemma 3.3, and conclude that ~χ(D) ≤ ~χ(H) ≤
(∆ + 1)− B

4e7∆
.

We use the probabilistic method. Let us fix k =
⌊

∆
2

⌋

. We randomly colour every vertex of
D with a colour of [k]. Then we simultaneously uncolour every vertex v having at least one in-
neighbour and at least one out-neighbour sharing its colour. Our goal is to show that with non-zero
probability, the obtained colouring α is a partial (k, ℓ)-dicolouring of D, where ℓ = B

4e7∆
. Observe

that we have k ≤ ∆ + 1 − ℓ as B ≤ ∆(∆ − 1). Hence, if α is indeed a partial (k, ℓ)-dicolouring
of D, the result follows from Lemma 3.4. Note that α is necessarily a dicolouring of an induced
subdigraph of D, for otherwise D, partially coloured with α, contains a monochromatic directed
cycle, the vertices of which should have been uncoloured in the process. It remains to show that, for
every vertex of D, ℓ colours are repeated either in its in-neighbourhood or in its out-neighbourhood.

For each vertex v, we let Nv be N+(v) if m+(v) ≤ m−(v) and N−(v) otherwise. We also let Bv

be the number of missing arcs in D[Nv], that is Bv = ∆(∆ − 1) −min(m−(v),m+(v)). Note that
Bv ≥ B > ∆ log3 ∆. Let Xv be the random variable corresponding to the number of colours that
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are assigned to at least two vertices in Nv and are retained by all these vertices. We also define Yv

as the number of colours assigned to at least two vertices in Nv that are not linked by a digon, but
not necessarily retained. Finally, we define Zv as the number of colours assigned to at least two
vertices in Nv that are not linked by a digon and one of these vertices does not retain its colour.
We thus have Xv = Yv − Zv.

We let Av be the event that Xv < ℓ. Our goal is to show that none of the events Av occurs
with non-zero probability. To do so, we will prove that, for each vertex v, the probability that Av

occurs is small enough and then conclude by the Lovász Local Lemma (Lemma 2.1).

Claim 3.5. For every vertex v, we have E(Xv) ≥ Bv

2e7∆

Proof of claim. For every pair of vertices u,w ∈ Nv and every colour c ∈ [k], we let Ac
u,w be the

event that u,w are exactly the vertices coloured c in Nv and they both retain their colour. We let
Xc

u,w be the binary random variable equals to 1 if Ac
u,w occurs and 0 otherwise. We clearly have

Xv ≥
∑

u,w,cX
c
u,w.

Assume u and w are not linked by a digon. If uw is a simple arc of D, then Ac
u,w occurs if and

only if both u and w are coloured c and no vertex in N = (Nv ∪N−(u)∪N+(w)) \ {u,w} receives
colour c. If the arc uw is missing, then Ac

u,w occurs in particular if both u and w are coloured c

and no vertex in N = (Nv ∪N+(u)∪N−(w)) \ {u,w} receives colour c. In both cases, as k =
⌊

∆
2

⌋

,
we have |N | ≤ 3∆ ≤ 7k, which implies

Pr(Ac
u,w) ≥

(

1

k

)2(

1− 1

k

)7k

.

By definition of Bv we have at least Bv

2 distinct pair of vertices that are not linked by a digon in
N+(v). We also have k choices for the colour c. By linearity of the expectation we thus obtain

E(Xv) ≥ k
Bv

2

(

1

k

)2(

1− 1

k

)7k

≥ Bv

∆

(

1− 1

k

)7k

≥ Bv

2e7∆
,

where in the last inequality we used that k =
⌊

∆
2

⌋

is large enough and lim
k→+∞

(

1− 1
k

)7k
= 1

e7
>

1
2e7

. ♦

Claim 3.6. For every vertex v, we have E(Xv) ≤ E(Yv) ≤ 3Bv

∆

Proof of claim. Since Xv = Yv − Zv it is clear that E(Xv) ≤ E(Yv). Given two vertices u,w ∈ Nv

that are not linked by a digon and a colour c ∈ [k], we let Y c
u,w be the binary random variable

equals to 1 if both u and w are coloured c and 0 otherwise. We have Yv ≤
∑

u,w,c Y
c
u,w and

Pr(Y c
u,w = 1) = 1

k2
. Since we have at most Bv choices for the pair u,w and exactly k for the colour

c, by linearity of the expectation we obtain

E(Xv) ≤ E(Yv) ≤ kBv

(

1

k

)2

≤ 3Bv

∆
,

where in the last inequality we used k =
⌊

∆
2

⌋

≥ ∆
3 . ♦

Claim 3.7. For every vertex v, Pr
(

|Xv −E(Xv)| > log∆
√

E(Xv)
)

< 1
∆5 .
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Proof of claim. Let us set t = 1
2 log ∆

√

E(Xv). Recall that Xv = Yv − Zv, so by linearity of the
expectation we have E(Xv) = E(Yv)−E(Zv), and |Xv −E(Xv)| ≤ |Yv −E(Yv)|+ |Zv −E(Zv)|. In
particular, this implies

Pr(|Xv −E(Xv)| > 2t) ≤ Pr(|Yv −E(Yv)| > t) +Pr(|Zv −E(Zv)| > t). (1)

We will use Talagrand’s inequality (Lemma 2.2) to bound both Pr(|Yv −E(Yv)| > t) and Pr(|Zv −
E(Zv)| > t). Observe that changing the colour of exactly one vertex affects Yv by at most 1. Also
if Yv ≥ s then there exists a set of 2s vertices whose colours certify Yv ≥ s: for each of the s colours
we may choose two vertices not linked by a digon sharing this colour. Combining Claims 3.5 and 3.6
we obtain E(Yv) ≤ 6e7E(Xv). Hence, ∆ being is sufficiently large, we have t > 96

√

2E(Yv) + 256,
which allows us to apply Talagrand’s inequality to Yv and obtain

Pr(|Yv −E(Yv)| > t) ≤ 4 exp

(

− t2

64E(Yv) + 16t

)

. (2)

We now consider Zv. Changing the colour of exactly one vertex affects Zv by at most 2. Also if
Zv ≥ s then there exists a set of 4s vertices whose colours certify Zv ≥ s: for each of the s colours
we may choose four vertices a, b, b−, b+ sharing this colour, a 6= b, such that a and b are not linked
by a digon in D, and b−b, bb+ ∈ A(D) (a, b−, b+ are not necessarily distinct). Observe that Zv ≤ Yv,
so in particular E(Zv) ≤ E(Yv) ≤ 6e7E(Xv) by Claims 3.5 and 3.6. Hence, ∆ being sufficiently
large, we have t > 192

√

4E(Zv) + 2048, which allows us to apply Talagrand’s inequality to Zv and
obtain

Pr(|Zv −E(Zv)| > t) ≤ 4 exp

(

− t2

512E(Zv) + 128t

)

. (3)

Combining (1), (2), and (3) together with E(Zv) ≤ E(Yv) ≤ 6e7E(Xv) we obtain

Pr(|Xv −E(Xv)| > 2t) ≤ 8 exp

(

− t2

3072e7E(Xv) + 128t

)

= 8exp



− log2∆

12288e7 + 256 log∆√
E(Xv)





≤ 8 exp



− log2 ∆

12288e7 + 256
√
2e7 1√

log∆



 ,

where in the last inequality we used E(X) ≥ Bv

2e7∆
and Bv ≥ ∆ log3∆. As ∆ is sufficiently large,

we obtain

Pr
(

|Xv −E(Xv)| > log ∆
√

E(Xv)
)

<
1

∆5
,

which concludes the proof of the claim. ♦

By Claim 3.5 together with the fact that Bv ≥ B ≥ ∆ log3∆, we have

E(Xv)− log∆
√

E(Xv) ≥
Bv

2e7∆



1− log ∆

√

2e7∆

Bv



 ≥ B

2e7∆

(

1−
√

2e7

log ∆

)

.

By choice of ℓ, we thus have E(Xv)− log ∆
√

E(Xv) ≥ 2ℓ
(

1−
√

2e7

log∆

)

, which is larger than ℓ for

∆ large enough. Hence we obtain

Pr(Av) = Pr (Xv < ℓ) ≤ Pr
(

Xv < E(X)− log∆
√

E(X)
)

≤ Pr
(

|Xv −E(X)| > log ∆
√

E(X)
)

.
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Therefore, by Claim 3.7, we have Pr(Av) <
1
∆5 . Observe finally that the value of Xv depends only

on the colour of vertices at distance at most 2 of v in UG(D). Hence, each event Av is mutually
independent of all other events Au except at most (2∆)4 = d of them. For every vertex v, we have

ePr(Av)(d+1) ≤ e16∆
4+1

∆5 , which is smaller than 1 if ∆ is large enough. Hence by the Lovász Local
Lemma (Lemma 2.1) none of the events Av occurs with non-zero probability, which concludes the
proof.

4 Hitting every maximum biclique with an acyclic set of vertices

Let G be a graph with maximum degree ∆(G) ≤ 3k − 1. Haxell [19] proved that, if the vertices of
G can be partitionned into r cliques C1, . . . , Cr of size ≥ 2k, then G contains an independent set S
of size r. In particular, S intersects each clique Ci.

Using this result, Rabern [29] proved that every graph G satisfying ω(G) ≥ 3
4(∆(G) + 1)

contains an independent set intersecting every maximum clique of G. This was later improved to
ω(G) > 2

3 (∆(G) + 1) by King [22], which is best possible. Christofides, Edwards, and King [10]
later characterised exactly the graphs G satisfying ω(G) = 2

3(∆(G) + 1) that do not admit an
independent set intersecting every maximum cliques. Combined with King’s earlier result, they
thus obtained the following. Given two graphs G and G′, we denote by G ◦ G′ the lexicographic
product of G by G′, which is the graph with vertex-set V (G)× V (G′) and edge-set {(u, u′)(v, v′) |
uv ∈ E(G) or u = v and u′v′ ∈ E(G′)}.
Theorem 4.1 (Christofides et al. [10]). Let G be a connected graph with ω(G) ≥ 2

3(∆(G) + 1).
Then G has an independent set I such that ω(G − I) = ω(G)− 1, unless G = Cn ◦Kp with n ≥ 5
odd and p = 1

2ω(G).

The goal of this section is to prove the following generalisation of Theorem 4.1. Note that, in
the proof of Theorem 1.6, we will only use Theorem 4.2 with

↔

ω(D) being larger than 2
3(∆+1). We

find the characterisation of the equality case of independent interest and we thus also include the
case

↔

ω(D) being equal to 2
3(∆ + 1).

Theorem 4.2. Let D be a connected digraph and ∆ be an integer with ∆max(D) ≤ ∆ and
↔

ω(D) ≥
2
3(∆+1). Then D has an acyclic set of vertices I such that

↔

ω(D−I) = ↔

ω(D)−1, unless D =
←−−−−→
Cn ◦Kp

with n ≥ 5 odd and p = 1
2

↔

ω(D) = 1
3(∆ + 1).

We first prove the following result, which generalises to digraphs a more precise version of
Haxell’s result obtained by King [22, Theorem 5].

Theorem 4.3. Let k be a positive integer and D be a digraph with vertices partitioned into bicliques
C1, . . . , Cr. If for every i ∈ [r] and every v ∈ Ci, v has at most k out-neighbours outside Ci and at
most |Ci| − k in-neighbours outside Ci, then D contains an acyclic set of size r.

Given a digraph D whose vertices are partitionned into independent sets V1, . . . , Vr, an acyclic
system of representative (with respect to V1, . . . , Vr), or ASR for conciseness, is an acyclic set of
vertices X such that, for every i ∈ [r], |Vi ∩X| = 1. If we relax this condition to |Vi ∩X| ≤ 1, then
X is a partial ASR. Theorem 4.3 can be restated in terms of ASR as follows.

Theorem 4.4. Let k be a positive integer and D be a digraph with vertices partitioned into inde-
pendent sets V1, . . . , Vr. If every vertex v ∈ Vi satisfies d+(v) ≤ k and d−(v) ≤ |Vi| − k, then D
admits an ASR.
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Following the analogue of Haxell’s idea [19], Theorem 4.4 has the following consequence about
list-dicolouring that we find of independent interest.

Corollary 4.5. Let D be a digraph, L be a list assignment of D, and k be an integer. If for every
vertex v ∈ V (D) and for every colour c ∈ L(v), we have

|N+(v) ∩ {u | c ∈ L(u)}| ≤ k and |N−(v) ∩ {u | c ∈ L(u)}| ≤ |L(v)| − k,

then D is L-dicolourable.

Proof. Let H be the auxiliary digraph where V (H) = {(v, c) | v ∈ V (D), c ∈ L(v)} which contains
an arc from (u, c1) to (v, c2) whenever c1 = c2 and v ∈ N+(u). Let us label with v1, . . . , vr the
vertices of D, and for every i ∈ [r] let Vi = {(vi, c) | c ∈ L(v)}. By definition, V1, . . . , Vr is a
partition of V (H) into independent sets. The conditions on L imply that every vertex v ∈ Vi has
out-degree at most k and in-degree at most |Vi| − k. Hence, by Theorem 4.4, H contains an ASR
X = {(v1, c1), . . . , (vr, cr)}. Let α be the colouring of D which associates to each vertex vi colour
ci. We claim that α is an L-dicolouring of D. We have ci ∈ L(vi) by definition. Assume for a
contradiction that D, coloured with α, contains a monochromatic directed cycle v1, . . . , vℓ. Let c
be the colour of this cycle, then (v1, c), . . . , (vℓ, c) is a a directed cycle in H[X], a contradiction.

Proof of Theorem 4.4. For any subset of indices I ⊆ [r] we denote by VI the set of vertices
⋃

i∈I Vi.
Given a set of vertices X ⊆ V (D), we denote by ι(X) the set of indices {i ∈ [r] | Vi ∩X 6= ∅}. For
a single vertex v, we denote by ι(v) the integer i such that v ∈ Vi.

We proceed by induction on r ≥ 1. The result being trivial when r = 1, we assume r ≥ 2. Let
us fix any vertex x1 ∈ Vr, we will show as a stronger result that there exists an ASR containing x1.
Assume for a contradiction that no such ASR exists.

Let I ⊆ [r − 1] and X,Y ⊆ (VI ∪ {x1}). We say that (I,X, Y ) is a good triplet if each of the
following properties holds:

1. X and Y are two disjoint acyclic sets with x1 ∈ X;

2. Y is an ASR of D[VI ] (with respect to (Vi)i∈I);

3. every vertex in Y has exactly one in-neighbour in X and every vertex in X has at least one
out-neighbour in Y , in particular |X| ≤ |Y | ; and

4. every vertex v ∈ VI ∪ {xi} has an in-neighbour in X or an out-neighbour in Y .

We first justify that there exists no good triplet in D.

Claim 4.6. D admits no good triplet (I,X, Y ).

Proof of claim. Assume for a contradiction that (I,X, Y ) is a good triplet of D. The assumption
on the degrees in D implies in particular d+(x) ≤ k for every vertex x ∈ X and d−(y) ≤ |Vι(y)| − k
for every vertex y ∈ Y . Observe that |X| ≤ |Y | = |I| by 3 and 2. We thus have

∑

x∈X
d+(x) +

∑

y∈Y
d−(y) ≤ k|I|+

∑

i∈I
(|Vi| − k) = |VI |.
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On the other hand, we know by 4 that (VI ∪ {x1}) ⊆ (N+(X) ∪N−(Y )). This implies

∑

x∈X
d+(x) +

∑

y∈Y
d−(y) ≥ |N+(X) ∪N−(Y )| ≥ |VI |+ 1,

yielding the contradiction. ♦

Our goal is now to show that D admits an infinite sequence (Yi)i≥1 of partial ASR, such that
each Yi is a proper subset of Yi+1. This will yield the contradiction since such a sequence has length
at most r.

Let R1 be an ASR of D[V[r−1]] (with respect to V1, . . . , Vr−1) for which the size of Y1 = Y ′
1 =

N+(x1) ∩ R1 is minimum. The existence of R1 is guaranteed by induction on r. Observe that
Y1 6= ∅ for otherwise R1 ∪ {x1} is an ASR of D containing x1. We let X1 be the singleton {x1}.
We will recursively build (Ri+1,Xi+1, Yi+1, Y

′
i+1) from (Ri,Xi, Yi, Y

′
i ) in such a way that, for every

i ≥ 1, each of the following properties holds.

1. Xi = {x1, . . . , xi} is acyclic. If i > 1 then xi ∈ Vι(Yi−1).

2. Ri is an ASR of D[V[r−1]] such that for every 1 ≤ j ≤ i − 1, Ri ∩ N+(xj) = Y ′
j . Subject to

this property, Y ′
i = N+(xi) ∩Ri has minimum size.

3. Yi =
⊔

1≤j≤i Y
′
j and Y ′

i 6= ∅.

Observe that (R1,X1, Y1, Y
′
1) satisfies 1, 2, and 3. Also, the existence of such an infinite se-

quence (Ri,Xi, Yi, Y
′
i )i≥1 implies the desired infinite sequence (Yi)i≥1 of partial ASR, yielding the

contradiction.
Hence we assume that for some i ≥ 1, there exists (Ri,Xi, Yi, Y

′
i )1≤j≤i such that, for each

j ∈ [i], 1, 2, and 3 hold. We construct (Ri+1,Xi+1, Yi+1, Y
′
i+1) as follows.

• We let xi+1 be a vertex in Vι(Yi) \ (Xi ∪ Yi) such that

N−(xi+1) ∩Xi = ∅ and N+(xi+1) ∩ Yi = ∅. (⋆)

If such a vertex xi+1 exists then Xi+1 = {x1, . . . , xi+1} is acyclic as xi+1 is a source in D[Xi+1]
and Xi = {x1, . . . , xi} is acyclic by recurrence, so 1 holds.

Let us justify the existence of xi+1. If no such vertex exists, then Xi and Yi are two disjoint
acyclic sets such that x1 ∈ Xi, with Yi being an ASR of Vι(Yi). Combining conditions 2 and 3
we obtain that (N+(x1), . . . , N

+(xi)) partitions Yi into non-empty parts, so in particular
every vertex in Yi has exactly one in-neighbour in Xi and every vertex in Xi has at least
one out-neighbour in Yi. Hence, if no vertex in Vι(Yi) \ (Xi ∪ Yi) satisfies (⋆), we deduce that
(ι(Yi),Xi, Yi) is a good triplet, a contradiction to Claim 4.6.

• We let Ri+1 be an ASR of D[V[r−1]] such that for every 1 ≤ j ≤ i, Ri+1 ∩N+(xj) = Y ′
j , and

subject to this property, Y ′
i+1 = N+(xi+1) ∩ Ri+1 has minimum size. The existence of Ri+1

is guaranteed as Ri is such an ASR. Hence 2 is maintained.

• It remains to show that 3 is maintained, that is Y ′
i+1 6= ∅ and Y ′

i+1 ∩ Yi = ∅. First we have
Y ′
i+1∩Yi = ∅ by (⋆). Now assume for a contradiction that Y ′

i+1 = ∅, which together with (⋆)
implies that xi+1 has no out-neighbour in Ri+1.
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By recurrence we know that (Y ′
1 , . . . , Y

′
i ) partitions Yi. As xi+1 belongs to Vι(Yi) \ (Xi ∪ Yi)

there exists a unique j ≤ i such that ι(xi+1) ∈ ι(Y ′
j ). As Y ′

j is a partial ASR, there exists a

unique yj ∈ Y ′
j ∩ Vι(xi+1). Consider the set R̃j defined as

R̃j = Ri+1 \ {yj} ∪ {xi+1}.

Observe that R̃j is necessarily acyclic as xi+1 has no out-neighbour in Ri+1 and Ri+1 is an
ASR of D[V[r−1]]. Also, since yj ∈ Vι(xi+1), we obtain that R̃j is an ASR of D[V[r−1]].

Since xi+1 has no in-neighbour in Xi by (⋆), for every 1 ≤ ℓ < j, we have R̃j ∩ N+(xℓ) =
Ri+1 ∩N+(xℓ) = Y ′

ℓ . We finally have R̃j ∩N+(xj) = (Ri+1 ∩N+(xj)) \ {yj} = Y ′
j \ {yj}, a

contradiction to the choice of Rj .

Hence 3 is maintained and the proof follows.

With Theorem 4.3 in hand, we are now going to prove Theorem 4.2. We need two additional
intermediate results. Let G be a (di)graph. We denote by C(G) the set of all maximum (bi)cliques
of G. Given a collection C ⊆ C(G) of maximum (bi)cliques of G, we denote by IG(C) the intersection
graph of C, i.e. the undirected graph with vertex-set C which contains an edge between C1 and C2

whenever C1 ∩ C2 6= ∅. We first need the following result due to Hajnal [16].

Lemma 4.7 (Hajnal [16]). Let G be a graph and C be a collection of maximum cliques of G, then

∣

∣

∣

⋂

C
∣

∣

∣
+
∣

∣

∣

⋃

C
∣

∣

∣
≥ 2ω(G).

The second intermediate result we need is an extension of a result of Kostochka [24] due to
Christofides, Edwards, and King [10]. The statement we use slightly differs from the original one
(see [31, Lemma 6.12] for a proof of the result in the following form).

Lemma 4.8 (Christofides et al. [10]). Let G be a graph with ω(G) ≥ 2
3(∆(G) + 1), let C ⊆ C(G)

such that IG(C) is connected, let X =
⋂

C and let Y =
⋃

C. If X = ∅ then ω(G) = 2
3(∆(G) + 1)

and Y has a partition {Qi | i ∈ [n]} into n ≥ 4 cliques of G each of cardinality 1
2ω(G) such that

C \ {Q1 ∪Qn} = {Qi ∪Qi+1 | i ∈ [n− 1]}.

We are now ready to prove Theorem 4.2, let us first restate it for convenience.

Theorem 4.2. Let D be a connected digraph and ∆ be an integer with ∆max(D) ≤ ∆ and
↔

ω(D) ≥
2
3(∆+1). Then D has an acyclic set of vertices I such that

↔

ω(D−I) = ↔

ω(D)−1, unless D =
←−−−−→
Cn ◦Kp

with n ≥ 5 odd and p = 1
2

↔

ω(D) = 1
3(∆ + 1).

Proof. Let D be a minimum counterexample, which means that for some integer ∆, ∆max(D) ≤ ∆,
↔

ω(D) ≥ 2
3(∆+1), D is distinct from the obstruction

←−−−−→
Cn ◦Kp and D does not contain any acyclic set

of vertices I intersecting every maximum biclique of D. We first show that every vertex v belongs
to a maximum biclique of D. Assume that this is not the case for some vertex v and let D′ be
D− v. Observe that

↔

ω(D′) =
↔

ω(D) ≥ 2
3(∆+1) ≥ ∆max(D

′). By minimality of D, either D′ has an

acyclic set I such that
↔

ω(D′− I) =
↔

ω(D′)− 1 or D′ has a connected component H =
←−−−−→
Cn ◦Kp with

n ≥ 5 and p = 1
2

↔

ω(D). In the former case, as v does not belong to a maximum clique of D, I is also

an acyclic set of D such that
↔

ω(D − I) =
↔

ω(D)− 1, a contradiction to D being a counterexample.
In the latter case, every vertex x ∈ V (H) satisfies d+H(x) = d−H(x) = ∆. By connectivity of D,

12



some vertex x ∈ V (H) is adjacent to v, implying that max(d+D(x), d
−
D(x)) > ∆, a contradiction to

∆max(D) ≤ ∆.
Let H be IG(C(G)). We denote by H1, . . . ,Hr the connected components of H.

Claim 4.9. There exists a connected component Hi of H such that
⋂

C∈V (Hi)
C = ∅.

Proof of claim. Assume for a contradiction that Xi =
⋂

C∈V (Hi)
C 6= ∅ holds for every i ∈ [r]. Let

D′ be the subdigraph of D induced by
⋃

i∈[r]Xi.

We claim that we can apply Theorem 4.3 toD′, the vertices ofD′ being partitioned into bicliques
X1, . . . ,Xr, with k =

⌊

1
3(∆ + 1)

⌋

. Let i be any index of [r] and vi be any vertex in Xi. Let us
justify that the out-degree of vi outside Xi in D′ is at most k, and that its in-degree outside Xi is
at most |Xi| − k.

Observe that vi has at least
↔

ω(D)− 1 out-neighbours in Yi =
⋃

C∈V (Hi)
C, so the out-degree of

vi outside Xi in D′ is at most ∆−↔

ω(D)+ 1 ≤ 1
3 (∆+1). Since it is an integer, the out-degree of vi

outside Xi in D′ is thus at most k. On the other hand, vi has at most ∆ − |Yi| + 1 in-neighbours
outside Xi in D′. By Lemma 4.7 applied to S(D) we have |Yi| ≥ 2

↔

ω(D)− |Xi| ≥ 4
3(∆ + 1)− |Xi|.

Hence vi has at most |Xi| − 1
3(∆ + 1) ≤ |Xi| − k in-neighbours outside Xi in D′.

Therefore, we can apply Theorem 4.3 to D′, and conclude that D′ admits an acyclic set I
such that

↔

ω(D′) =
↔

ω(D − I). By construction of D′, I is also an acyclic set of D such that
↔

ω(D) =
↔

ω(D − I), a contradiction. ♦

Henceforth, by Claim 4.9, we assume without loss of generality that
⋂

C∈V (Hr)
C = ∅. By

Lemma 4.8 applied to S(D) with C = V (Hr), we obtain
↔

ω(D) = ω(S(D)) = 2
3(∆ + 1) and

Y =
⋃

C∈C C admits a partition Q1, . . . , Qn into n ≥ 4 bicliques of D each of cardinality 1
2

↔

ω(D)
such that C \ {Q1 ∪Qn} = {Qi ∪Qi+1 | i ∈ [n− 1]}.

If Q1 ∪ Qn ∈ C, then D[Y ] is ∆-diregular, so necessarily Y = V (D) as D is connected, and

D is exactly
←−−−−→
Cn ◦Kp. If n is odd, this is a contradiction to D being a counterexample. If n is

even, one can arbitrarily pick one representative of each Qi with i ≥ 1 odd to obtain an acyclic set
intersecting every maximum biclique of D, a contradiction.

Hence C = {Qi∪Qi+1 | i ∈ [n−1]}. LetD′ be the digraph obtained fromD by removing
⋃n−1

i=2 Qi

and adding every possible arcs between Q1 and Qn. It is straightforward that ∆max(D) ≥ ∆max(D
′)

and that D′ is smaller than D.
Note that

↔

ω(D′) ≥ ↔

ω(D) as Q1 ∪Qn is a biclique of D′ of size
↔

ω(D). We claim that equality
holds, so assume for a contradiction thatD′ contains a biclique C ′ of size

↔

ω(D)+1. Let q1 = |C ′∩Q1|
and qn = |C ′ ∩ Qn|. Observe that q1 > 0 and qn > 0 as C ′ is not a biclique of D. Let us fix
v ∈ C ′ \ (Q1 ∪ Qn), which exists since |Q1 ∪ Qn| < |C ′|. Recall that v belongs to a maximum
biclique C of D, which is necessarily disjoint from Q1 ∪ Qn (otherwise C would belong to C). If
q1+qn > 1

3(∆+1), then d+D(v) ≥ q1+qn+
↔

ω(D)−1 > ∆, a contradiction. Hence q1+qn ≤ 1
3 (∆+1),

which implies |C ′ \ (Q1∪Qn)| =
↔

ω(D)+1− q1− qn ≥
↔

ω(D)+1− 1
3(∆+1). Let v1 be any vertex in

C ′∩Q1, then d+D(v1) ≥ |C ′\(Q1∪Qn)|+ |Q1∪Q2|−1 ≥ 2
↔

ω(D)− 1
3(∆+1) ≥ ∆+1, a contradiction.

This shows that
↔

ω(D′) =
↔

ω(D). Note also that D′ is connected as D is, and vertices in
⋃n−1

i=2 Qi

do not have neighbours outside Y . Since D is a minimum counterexample, either D′ =
←−−−→
Ck ◦Kp

or D′ has an acyclic set I such that
↔

ω(D′ − I) =
↔

ω(D′) − 1. In the former case, we obtain that

D =
←−−−−−−−→
Ck+n−2 ◦Kp, a contradiction to D being a counter example: either k + n − 2 is odd or we

can easily find an acyclic set intersecting every maximum biclique. Assume the latter case holds.
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As I intersects every maximum biclique of D′, in particular it intersects Q1 ∪ Qn. We assume by
symmetry that it intersects Q1. For every i ∈ [n], let vi be an arbitrary vertex of Qi. If 2 ≤ i ≤ n−1,
observe that N+(vi) = N−(vi) = (Qi−1 ∪Qi ∪Qi+1) \ {vi}.

If n is even, I ∪ {v2i+1 | i ∈
[

n−2
2

]

} is an acyclic set intersecting every maximum biclique of D.
If n is odd, then I \Q1 ∪ {v2i | i ∈

[

n−1
2

]

} is an acyclic set intersecting every maximum biclique of
D. Note that this holds as vertices in Q1 belong to exactly one biclique, namely Q1 ∪ Q2. Both
cases yield a contradiction.

5 Handling vertices with a dense neighbourhood

In the short proof of Theorem 1.2 due to King and Reed [23], Theorem 3.1 handles the case of graphs
in which every vertex has a sparse neighbourhood. The following result handles the remaining case,
that is graphs admitting a vertex with a dense neighbourhood.

Theorem 5.1 (King and Reed [23]). Let a and ε be constants satisfying 0 < ε < 1
6−2
√
a. Let G be

a graph with maximum degree ∆ satisfying ω(G) ≤ 2
3(∆+1) and let v be such that m(v) > (1−a)

(

n
2

)

.
Then

χ(G) ≤ max (χ(G− v), (1 − ε)(∆ + 1)) .

The goal of this section is to prove Theorem 1.9, which is the direct analogue of Theorem 5.1
for digraphs. We first recall it here for convenience.

Theorem 1.9. Let a and ε be constants satisfying 0 < ε ≤ 1
6 − 4

√
a. There exists ∆(a) ≥ 1 such

that the following holds. Let D be a digraph with maximum degree ∆max(D) = ∆ ≥ ∆(a) satisfying
↔

ω(D) ≤ 2
3(∆ + 1) and let v ∈ V (D) be such that max(m−(v),m+(v)) > (1− a)∆(∆− 1). Then

~χ(D) ≤ max (~χ(D − v), (1 − ε)(∆ + 1)) .

We will use the following classical result due to Erdős, Rubin, and Taylor [14].

Lemma 5.2 (Erdős et al. [14]). Let G be a graph obtained from Kn by removing a matching of
size p. Then G is (n− p)-choosable.

This directly gives the following.

Lemma 5.3. Let D be a digraph obtained from
←→
Kn by removing a matching of size p. Then D is

(n− p)-dichoosable.

Proof. Let L be any (n− p)-list assignment of D. By Lemma 5.2, there exists an L-colouring α of
S(D), because S(D) is obtained from Kn by removing a matching of size p. As D is obtained from←−→
S(D) by adding an acyclic set of arcs, α must be an L-dicolouring of D.

Proof of Theorem 1.9. We take ∆(a) = max
(

1−a√
a−a

, 1−a
a

)

. By directional duality we assume with-

out loss of generality that m+(v) ≥ (1− a)∆(∆− 1) and let N = N+(v)∪ {v} and N̄ = V (D) \N .
We assume that |N | = ∆+ 1 for otherwise we add new vertices dominated by v. We partition N
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into three parts as follows:

N1 =

{

u ∈ N | |N+(u) ∩ N̄ | ≥ ∆

2

}

,

N2 =

{

u ∈ (N \N1) | |N+(u) ∩ (N̄ ∪N1)| ≥ 2
√
a∆

}

, and

N3 = N \ (N1 ∪N2).

Observe first that
∆2 ≥

∑

u∈N\{v}
d+(u) = m+(v) + |A(N, N̄ )|.

Since m+(v) > (1− a)∆(∆ − 1), we obtain

|A(N, N̄ )| < ∆2 − (1− a)∆(∆− 1) = a∆2 + (1− a)∆.

By definition of N1, this implies

∆

2
|N1| < a∆2 + (1− a)∆.

Using the fact that ∆ ≥ ∆(a) ≥ 1−a√
a−a

, we thus have |N1| < 2
√
a∆. By definition, v /∈ N1 as

N+(v) ⊆ N . We also have v /∈ N2 as N+(v) ∩ (N̄ ∪ N1) = N1, and |N1| < 2
√
a∆. We will now

bound the size of N2. Recall that every vertex u ∈ N1 satisfies 2|N+(u) ∩ N̄ | ≥ ∆ ≥ d−(u). We
thus have the following.

|A(N2 ∪N3, N̄ ∪N1)| = |A(N, N̄ )|+ |A(N2 ∪N3, N1)| − |A(N1, N̄)|
≤ |A(N, N̄ )|+

∑

u∈N1

d−(u)−
∑

u∈N1

|N+(u) ∩ N̄ |

≤ |A(N, N̄ )|+
∑

u∈N1

|N+(u) ∩ N̄ |

= |A(N, N̄ )|+ |A(N1, N̄ )|
≤ 2|A(N, N̄ )|
< 2a∆2 + 2(1 − a)∆.

By definition of N2, this implies

2
√
a∆|N2| < 2a∆2 + 2(1− a)∆,

which together with ∆ ≥ ∆(a) ≥ 1−a
a

implies |N2| < 2
√
a∆.

Let k = max(~χ(D − v), ⌊(1− ε)(∆ + 1)⌋). Since v ∈ N3, D − N3 is k-dicolourable, as it is a
subdigraph of D − v. Let α be such a k-dicolouring and L be the list assignment of D[N3] defined
as follows

L(u) = [k] \ α(N+(u) \N3).

We are now going to prove thatD[N3] is L-dicolourable, implying that D has dichromatic number at
most k (it is straightforward to check that any L-dicolouring of D[N3] extends α into a dicolouring
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of D). First note that, by construction, every vertex u ∈ N3 satisfies |N+(u)\N3| < 2
√
a∆+ |N2| <

4
√
a∆. Hence every vertex u ∈ N3 satisfies

|L(u)| > k − 4
√
a(∆ + 1) ≥ (1− ε)(∆ + 1)− 1− 4

√
a(∆ + 1) ≥ 5

6
(∆ + 1)− 1.

As |L(u)| is an integer, we thus have |L(u)| ≥
⌊

5
6(∆ + 1)

⌋

. Let M be a maximum matching in
D̄[N3] (the complementary of D[N3]). Let X be the vertices of N3 that are not covered M . By
definition, X is a biclique of D so |X| ≤ 2

3(∆+1). Note that |N3| = 2|M |+ |X|. If |M | ≤ 1
6(∆+1)

then |M |+ |X| ≤ 5
6(∆ + 1). If |M | ≥ 1

6(∆ + 1) then |M |+ |X| = |N3| − |M | ≤ 5
6(∆ + 1).

In both cases, we obtain |M | + |X| ≤ 5
6(∆ + 1). Since D[N3] is a subdigraph of a digraph

obtained from
←−→
K|N3| by removing a matching of size |M |, D[N3] is (|M | + |X|)-dichoosable by

Lemma 5.3. Therefore D[N3] must be
⌊

5
6(∆ + 1)

⌋

-dichoosable, so in particular it is L-dicolourable,
implying the result.

6 Proof of the main result

This section is devoted to the proof of our main result, namely Theorem 1.6. We need the following
intermediate result proved by the second author [28]. Recall that an oriented graph is a digraph
without any digon.

Theorem 6.1 (Picasarri-Arrieta [28]). Let D be an oriented graph, then ~χ(D) ≤ max(2,∆min(D)).

We are now going to prove Theorem 1.6. Let us first restate it.

Theorem 1.6. There exists ε > 0 such that every digraph D satisfies

~χ(D) ≤ ⌈(1 − ε)(∆̃(D) + 1) + ε
↔

ω(D)⌉.

Proof. Let ∆1 be as in Corollary 3.2 and, for a real number a > 0, let ∆(a) be as in Theorem 1.9.
We define a, ε0, ∆2, ε, and γε as follows:

• a = 1
600 ,

• ε0 =
1
6 − 4

√
a > 0,

• ∆2 = min
{

∆ ∈ N | a > log3 ∆
∆−1

}

,

• ε = min
(

1
∆1

, 1
∆2

, 1
∆(a) ,

1
3ε0,

a
16e7

)

, and

• γε =
ε

1−ε
≤ 2ε.

We claim that the statement holds for this specific value of ε. Assume this is not the case, and let
D be a counterexample with minimum order. For the sake of conciseness let us denote ∆̃(D) by
∆̃, ∆max(D) by ∆max,

↔

ω(D) by
↔

ω , and let k = ⌈(1− ε)(∆̃ + 1) + ε
↔

ω⌉. As D is a minimum counter
example, it satisfies ~χ(D) > k and for every vertex v ∈ V we have ~χ(D − v) ≤ k. This directly
implies that every vertex v of D satisfies min(d−(v), d+(v)) ≥ k, for otherwise a k-dicolouring of D
can be obtained from any k-dicolouring of D − v by choosing for v a colour that is not appearing
either in its in-neighbourhood or in its out-neighbourhood. In particular, this implies that ∆̃ must
be close to ∆max, as we justify in the following claim.
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Claim 6.2. ∆max ≤ (1 + γε)∆̃.

Proof of claim. Assume this is not the case, so there exists a vertex v such that max(d+(v), d−(v)) >
(1 + γε)∆̃. By directional duality, we assume without loss of generality that d+(v) ≥ d−(v).
Therefore, we have ∆̃2 ≥ d+(v) · d−(v) > (1 + γε)∆̃ · d−(v), which implies d−(v) < 1

1+γε
∆̃ =

(1− ε)∆̃ ≤ k, a contradiction. ♦

With Theorem 4.2 in hands, we can also justify that there exists a significant gap between
↔

ω
and ∆max.

Claim 6.3.
↔

ω ≤ 2
3 (∆max + 1).

Proof of claim. Assume for a contradiction that
↔

ω > 2
3(∆max + 1). By Theorem 4.2, there exists

an acyclic set of vertices I ⊆ V (D) which intersects every maximum biclique of D. Among all such
sets I, we choose one with maximum size. In particular, this implies that every vertex in V (D) \ I
has at least one in-neighbour and one out-neighbour in I. Let D′ be D − I. As I is acyclic and
intersects every maximum clique of D, we have

↔

ω(D′) =
↔

ω − 1. The following shows that we also
have ∆̃(D′) ≤ ∆̃− 1.

∆̃(D′) = max

{

√

d+D′(v) · d−D′(v) | v ∈ V (D′)

}

≤ max

{

√

(d+D(v) − 1)(d−D(v)− 1) | v ∈ V (D′)

}

≤ max

{

√

d+D(v)d
−
D(v) − 1 | v ∈ V (D′)

}

≤ ∆̃− 1,

where in the first inequality we used the maximality of I and in the second inequality we used that
√

(p− 1)(q − 1) ≤ √pq − 1 holds for every pair of real numbers p, q ≥ 1. We briefly justify it here
for completeness.

0 ≤ (
√
p−√q)2

⇒ −p− q ≤ −2√pq
⇒ pq − p− q + 1 ≤ pq − 2

√
pq + 1

⇒ (p− 1)(q − 1) ≤ (
√
pq − 1)2

⇒
√

(p− 1)(q − 1) ≤ √pq − 1

Since I is acyclic, we have ~χ(D) ≤ ~χ(D′) + 1, as any dicolouring of D′ can be extended to D by
colouring I with an additional colour. Together with the minimality of D we obtain

~χ(D) ≤
⌈

(1− ε)(∆̃(D′) + 1) + ε
↔

ω(D′)
⌉

+ 1

≤
⌈

(1− ε)∆̃ + ε(
↔

ω − 1)
⌉

+ 1

=
⌈

(1− ε)(∆̃ + 1)− (1− ε) + ε
↔

ω − ε+ 1
⌉

= k,

a contradiction. ♦

Our last claim guarantees that ∆̃ is large enough.
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Claim 6.4. ∆max ≥ ∆̃ ≥ max(∆1,∆2,∆(a)).

Proof of claim. It is clear from the definitions that ∆max ≥ ∆̃. Assume for a contradiction that

∆̃ < max(∆1,∆2,∆(a)). Since ε ≤ min
(

1
∆1

, 1
∆2

, 1
∆(a)

)

we have ε < 1
∆̃
, which implies:

k =
⌈

∆̃ + 1 + ε(
↔

ω − ∆̃− 1)
⌉

≥
⌈

∆̃ +
1

∆̃
(
↔

ω − 1)

⌉

.

Using the facts that ~χ(D) > k and that ~χ(D) ≤
⌊

∆̃ + 1
⌋

, we deduce

⌊

∆̃ + 1
⌋

>

⌈

∆̃ +
1

∆̃
(
↔

ω − 1)

⌉

.

This is a contradiction unless
↔

ω = 1 and ∆̃ is an integer. Henceforth we assume that
↔

ω = 1, i.e.
D is an oriented graph, and ∆̃ ∈ N. In particular, we have k ≥ ∆̃. As D is an oriented graph, by
Theorem 6.1 we must have ∆min(D) ≤ 1, for otherwise ~χ(D) ≤ ∆min(D) ≤ ∆̃ ≤ k, a contradiction.
If ∆̃ = 1 then k = ⌈2 − ε⌉ = 2. If ∆̃ = 0 then k = 1. Both cases yield a contradiction, which
concludes the proof of the claim. ♦

We now distinguish two cases, depending on the sparseness of D.

Case 1 There exists a vertex v such that max(m−(v),m+(v)) ≥ (1− a)∆(∆− 1).

By Claim 6.3 we have
↔

ω ≤ 2
3(∆max + 1). As ε0 =

1
6 − 4

√
a, by Theorem 1.9 we have

~χ(D) ≤ max(~χ(D − v), (1 − ε0)(∆max + 1)).

Recall that ~χ(D − v) ≤ k as D is a minimum counterexample. Since ~χ(D) > k, we thus
necessarily have

~χ(D) ≤ (1− ε0)(∆max + 1) ≤ (1− ε0)(1 + γε)(∆̃ + 1) ≤ (1− ε)(∆̃ + 1),

where in the second inequality we used Claim 6.2, and in the last inequality we used ε ≤ ε0−γε,
which holds because γε ≤ 2ε and ε ≤ 1

3ε0. This yields the contradiction as (1−ε)(∆̃+1) ≤ k.

Case 2 For every vertex v ∈ V (D) we have max(m−(v),m+(v)) ≤ (1− a)∆(∆− 1).

A fortiori every vertex satisfies min(m−(v),m+(v)) ≤ (1 − a)∆(∆ − 1). By Claim 6.4 we

know that ∆max ≥ max(∆1,∆2). Hence, by definition of ∆2, we have a > log3 ∆
∆−1 . We can

thus apply Corollary 3.2, which together with Claim 6.2 gives

~χ(D) ≤
(

1− a

5e7

)

(∆max + 1) ≤
(

1− a

5e7

)

(1 + γε)(∆̃ + 1) ≤ (1− ε) (∆̃ + 1).

where in the last inequality we used ε ≤ a
5e7
− γε, which holds because γε ≤ 2ε and ε ≤ a

15e7
.

This contradicts ~χ(D) > k and concludes the proof.
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7 Further research: analogues for ∆min

In this work we proved an analogue of Reed’s result for digraphs by taking the maximum degree
of a digraph to be ∆̃. A natural question then arises: can we strengthen this result by replacing ∆̃
with ∆min? The answer to this question turns out to be negative. Moreover, for every fixed real
numbers ε, ε′ with 0 < ε′ < 2ε, there exists a digraph D with

~χ(D) > ⌈(1 − ε)(∆min(D) + 1) + ε′∆min(D)⌉.

This is because the k-Dicolourability problem is NP-complete for every fixed k ≥ 2, even when
restricted to digraphs D satisfying ∆min(D) = k and

↔

ω(D) =
⌈

k+1
2

⌉

, as shown in [28]. In particular,
the reduction shows that there exist such digraphs satisfying ~χ(D) = k + 1. Hence, if we choose k
to be at least 2−2ε+2ε′

2ε−ε′
, we deduce the existence of digraphs D with ∆min(D) = k and ~χ(D) = k+1,

while ⌈(1 − ε)(k + 1) + ε′k⌉ ≤ k.
However, we believe that an analogue of our result holds with ∆min instead of ∆̃ if we also adapt

the notion of clique number. Given a digraph D, a directed clique of D is a set of vertices X that
can be partitioned into (X1,X2) such that both D[X1] and D[X2] are complete digraphs, and D
contains every possible arc uv with u ∈ X1 and v ∈ X2. The directed clique number of D, denoted
by ~ω(D), is the size of the largest directed clique of D. We propose the following conjecture.

Conjecture 7.1. There exists ε > 0 such that every digraph D satisfies

~χ(D) ≤ ⌈(1 − ε)∆min(D) + ε~ω(D)⌉.

In particular, the conjecture above implies the following slightly weaker one, which if true shows
that the condition ε′ < 2ε mentioned above is indeed necessary.

Conjecture 7.2. There exists ε > 0 such that every digraph D satisfies

~χ(D) ≤ ⌈(1 − ε)∆min(D) + 2ε
↔

ω(D)⌉.

We are inclined to believe that these two conjectures are true even for ε = 1
2 . One direction

for proving Conjecture 7.1 would be to prove an analogue of Theorem 1.6 using the maximum
out-degree ∆+ instead of ∆̃, that is to prove the existence of ε > 0 such that every digraph D
satisfies

~χ(D) ≤ ⌈(1− ε)(∆+(D) + 1) + ε
↔

ω(D)⌉,
where ∆+(D) = maxv∈V (D)(d

+(v)). If such a result holds, then the following proposition, the proof
of which uses a trick introduced in [28], implies Conjecture 7.1.

Proposition 7.3. For every digraph D, there exists a digraph H such that ~χ(D) ≤ ~χ(H), ∆+(H) ≤
∆min(D) and

↔

ω(H) ≤ ~ω(D).

Proof. Let us fix a digraph D, and let (X,Y ) be the partition of V (D) where X = {x ∈ V (D) |
d+D(v) ≤ ∆min(D)} and Y = V (D)\X. In particular, every vertex y ∈ Y satisfies d−(y) ≤ ∆min(D).

Let D′ be the digraph obtained from D by removing every arc from Y to X and replacing every
arc from X to Y by a digon. Let H be the digraph obtained from D′ by reversing every arc of
D′[Y ]. It is straightforward to check that, by construction, ∆+(H) ≤ ∆min(D

′) and
↔

ω(H) ≤ ~ω(D).
We now justify that ~χ(H) ≥ ~χ(D). Assume that this is not the case, and let φ be a (~χ(D)− 1)-

dicolouring of H. By definition, D coloured with φ must contain a monochromatic directed cycle
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C = v1, . . . , vℓ, v1. Observe that V (C) * X, otherwise C is a directed cycle of H. In a similar way,
V (C) * Y , for otherwise v1, vℓ, . . . , v2, v1 is a directed cycle of H. Hence C contains an arc xy from
X to Y , but {xy, yx} is a digon of H, a contradiction.

It is of interest that already the case of oriented graphs is open.

Problem 7.4. Show the existence of ε > 0 such that every oriented graph D with sufficiently large
maximum out-degree ∆+(D) satisfies ~χ(D) ≤ (1− ε)∆+(D).

The hardness of this problem mainly comes from the fact that the maximum in-degree of a
digraph can be arbitrarily larger than its maximum out-degree. Hence, the proof of Theorem 1.7
cannot be directly adapted as we cannot bound the degree of dependence of bad events in order to
apply the Lovász Local Lemma.
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