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Abstract. The optimality of the Kalman filter for state-estimation de-
pends on the knowledge of the process and measurement noise covariance.
In applications, these covariances are often treated as tuning parameters,
often adjusted in a heuristic manner based on user-defined performance
criteria. While several methods to identify them from data exist, some
require the use of optimization algorithms, or inversion of large matrices,
which is numerically inefficient. In this paper we review a simple data-
driven subspace identification approach to estimate the process and mea-
surement noise covariance, and apply it in the context of virtual sensing.
The estimates of the noise covariances are obtained from the residuals of
a regression of the banks of shifted Kalman filter states obtained from
data and the model matrices of the monitored system. The performance
of the approach is illustrated on a numerical example of a chain system
by comparing the system states in unmeasured locations to the Kalman
filter-based predictions.

1 Introduction

In state estimation the dynamic state of the system is obtained from process data
and a system model. The process data constitutes input and output measure-
ments at locations observed through sensors, which are a low-resolution subset
of the full set of dynamic inputs and responses. The unmeasured inputs and
the inherent errors associated with measurements give birth to the process and
measurement noise that perturb the state and output equations, affecting state
estimation. The Kalman filter is a well-suited tool for state estimation under
the premise that the covariances of process and measurement noise are known.
In applications, however, the noise covariance are generally unknown and their
values are oftentimes tuned to optimize user-defined criteria that characterize
filtering performance. While filter tuning is usually associated with heuristic op-
timization approaches, at its core lies a noise covariance identification problem.

Identification of the noise covariances has been addressed in numerous pa-
pers, and typically is divided into four categories of methods: Bayesian [5, 14],
maximum likelihood [3, 15], covariance matching [8, 11] and correlation-based
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approaches. The correlation-based methods yield efficient estimates of the noise
covariances and thus has found great interest in the engineering community.
Autocovariance least-squares (ALS) [9, 1] is a promising correlation-based tech-
nique whose core is to estimate the covariance of the process and measurement
noise from a covariance matrix of an innovation sequence. The estimation is for-
mulated as a linear least-squares problem with additional constraints to ensure
positive semidefiniteness of the estimated covariance matrices [9]. This optimiza-
tion problem is convex and can be solved using e.g., Newton’s method [9], or
interior-point algorithms [1].

To circumvent using costly numerical optimization algorithms, the noise co-
variances can also be estimated from the residuals of state sequences identi-
fied with subspace-based identification methods [10]. The main drawback of the
subspace-based approach is that the covariances are identified up to a similarity
transform, thus cannot be directly used for a model-based Kalman filter for state
estimation. To address this, the estimation basis is changed to the model basis
with a linear regression in [7]. The resultant process and measurement covariance
matrices are positive semi-definite and can readily be used for state estimation.

The purpose of this paper is to compare the subspace-based approach with
the ALS method in a virtual sensing application. The paper is organized as
follows. The system modelling is defined in Section 2, the subspace-based ap-
proach to estimate noise covariance is recalled in Section 3 and the numerical
application is presented in Section 4.

2 Modelling

Consider the state-space system

xk`1 “ Axk ` Buk ` wk (1)

yk “ Cxk ` Duk ` vk, (2)

where xk P Rn are the states, yk P Rr are the outputs, uk P Ru are the inputs, and
A P Rnˆn, C P Rrˆn, B P Rnˆu, D P Rrˆu are the state transition, observation,
input and feedthrough matrices, respectively. The process noise wk P Rn and
the measurement noise vk P Rr are modelled as zero-mean, Gaussian and white
processes, of covariance and cross-covariance matrices

„

Q S
ST R

ȷ

“ E

ˆ„

wk

vk

ȷ

“

wT
k vTk

‰

˙

. (3)

The recursive Kalman predictor to obtain the one step-ahead state estimates
x̂k`1|k writes

x̂k`1|k “ Ax̂k|k´1 ` Buk ` Lk

`

yk ´ Cx̂k|k´1 ´ Duk

˘

(4)

Pk`1|k “ APk|k´1A
T ` Q ´ Lk

`

APk|k´1C
T ` S

˘T
, (5)

Lk “
`

APk|k´1C
T ` S

˘ `

CPk|k´1C
T ` R

˘´1
, (6)
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where Lk is the predictor gain, and Pk`1|k “ E
`

px̂k`1|k ´ xk`1qpx̂k`1|k ´ xk`1qT
˘

is the prediction error covariance.
The goal of this paper is to obtain estimates of the triplet of the noise covari-

ance matrices pQ,R, Sq from data-model residuals obtained through subspace
identification.

3 Subspace-based noise covariance estimation

Usually, subspace-based system identification methods are used for the estima-
tion of the system matrices pA,B,C,Dq from input/output measurements [12,
13]. Here, their properties will be used to obtain estimates Q̂, R̂, Ŝ from the mea-
surements, where pA,B,C,Dq are already known from a model. This has been
proposed in [7] based on the input/output N4SID subspace method [10].

Definition 1 (Data matrix). Let ak P Rb be a discrete signal at time step k.
The parameter p defines the ‘past’ and ‘future’ data horizons. For 0 ď i ď j ď

2p ´ 1 the data matrix Ai|j writes

Ai|j “
1

?
N

»

—

—

—

–

ai ai`1 . . . ai`N´1

ai`1 ai`2 . . . ai`N

...
...

...
...

aj aj`1 . . . aj`N´1

fi

ffi

ffi

ffi

fl

P Rpj´i`1qbˆN . (7)

From the input and output data, define the data matrices Y´ P RprˆN ,
Y` P RprˆN , U´ P RpuˆN , U` P RpuˆN and W´ P Rppu`rqˆN

Y´ “ Y0|p´1, Y` “ Yp|2p´1, U´ “ U0|p´1, U` “ Up|2p´1, W´ “

”

U´T Y´T
ıT

.

(8)

Furthermore, denote respectively the future and past block-row matrices for
the Kalman filter states as X̂´ “ X̂0|0, X̂` “ X̂p|p. The observability matrix
Γ P Rprˆn

Γ “

»

—

—

—

—

—

–

C
CA
CA2

...
CAp´1

fi

ffi

ffi

ffi

ffi

ffi

fl

(9)

and banks of non steady-state Kalman filter state sequence X̂ can be obtained
from a subspace of a projection of data matrices Y´, Y`, U´, U` after [10].

The N4SID algorithm [10] is based on the projection of the input and output
measurement matrices

H “ Y`{U`W´ “ pY`{U`K
qpW´{U`K

q:W´ (10)
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where the data matrices are defined in (8), p¨q: denotes the pseudoinverse, and
the orthogonal projection of a data matrix A onto the orthogonal complement
of B is defined by A{BK “ A ´ A{B “ A ´ ABT pBBT q´1B. Matrix H factors
into observability matrix and the Kalman state sequence

H « Γ X̂` (11)

where the estimates can be retrieved from SVD

H “
“

U1 U2

‰

„

Σ1 0
0 Σ2

ȷ „

V T
1

V T
2

ȷ

, Γ̂ “ U1Σ
1{2
1 , X̂` “ Σ

1{2
1 V T

1 . (12)

Furthermore, the Kalman state sequence shifted by one sample X̂`
s “ X̂p`1|p`1

can be obtained based on the shifted input and output measurement matri-
ces Y´

s “ Y0|p´2, Y`
s “ Yp´1|2p´1, U´

s “ U0|p´2 , U`
s “ Up´1|2p´1 , W´

s “
”

U´
s

T Y´
s

T
ıT

from the projection of the shifted matrices Hs “ Y`
s {U`

s
W´

s by

X̂`
s “ Γ̂ :

sHs, (13)

where Γ̂s is the observability matrix Γ̂ without the last block row.
The estimated Kalman state sequence X̂` and its shifted version X̂`

s are
now used to infer about the noise covariances (3) corresponding to system (1)–
(2) that is defined with the model-based system matrices pA,B,C,Dq. However,
in decomposition (12) the estimated state sequences correspond in general to
a different state-space basis than the one defined by pA,B,C,Dq. This can be
easily fixed by estimating the change of basis matrix T̂ that relates the estimated
observability matrix Γ̂ to the observability matrix Γ defined from the model
matrices A and C (see (9)) by Γ T̂ “ Γ̂ , namely

T̂ “ Γ :Γ̂ . (14)

Then, the residuals for the noise covariance estimation can be obtained based
on the shifted state sequences and the model matrices from

„

ρw
ρv

ȷ

“

„

T̂ X̂`
s

Yp|p

ȷ

´

„

A B
C D

ȷ „

T̂ X̂`

Up|p

ȷ

. (15)

Finally, the noise covariance estimates are obtained from
„

Q̂ Ŝ

ŜT R̂

ȷ

“

„

ρw
ρv

ȷ

“

ρTw ρTv
‰

, (16)

and can be used in the Kalman filter for state estimation in (4)–(5). It should
be noted that the identification of pQ,R, Sq from data is not unique, since dif-
ferent noise covariance matrices can yield the same Kalman predictor gain and
thus state estimates [2]. In particular, the obtained estimates pQ̂, R̂, Ŝq here are
consistent estimates of the noise covariances corresponding to the system in inno-
vation form and not directly of pQ,R, Sq; however, they yield the same Kalman
predictor gain and state estimates. The detailed proof of the latter is omitted
here for brevity, and can be found in [4].
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4 Numerical validation

In this section the subspace-based approach for noise covariance estimation out-
lined in Section 3 is compared with the ALS method [1]. In what follows, the es-
timate of the noise covariance triplet obtained with the ALS approach is denoted
pQ̂ALS, R̂ALS, ŜALSq. Both noise covariance estimation methods are validated
on an example of a 6 DOF mechanical chain-like system. For any consistent set
of units, the system is modeled with spring stiffness k1 “ k3 “ k5 “ 100 and
k2 “ k4 “ k6 “ 200, mass mi “ 1{20 and a proportional damping matrix such
that all modes have a damping ratio of 2%. The chain is illustrated in Figure 1.
The system is excited by a white noise signal acting at all DOFs. An additional
white noise with 1% of the standard deviation of the measured input is added to
the input to emulate the process noise. The acceleration outputs are simulated at
DOFs 1, 3 and 5 at a sampling frequency of 50 Hz, and white measurement noise
with 5% of the standard deviation of the output is added to each response mea-
surement. The corresponding ‘true’ noise covariance of the system are denoted
by pQ,R, Sq.

m1 m2 m3 m4 m5 m6

k1 k2 k3 k4 k5 k6

sensor 1 sensor 2 sensor 3

Fig. 1. 6 DOF chain system sketch.

A data set tyku at the output DOFs 1, 3 and 5 is simulated, where the true
states txku corresponding to the displacements at DOFs 2, 4 and 6 will be used
as reference for state estimation. The data set tyku is used together with the
inputs tuku from DOFs 3 and 4 to obtain estimates pQ̂, R̂, Ŝq with the method
above.

The state prediction errors for the j-th state (normalized RMSE)

d

ÿ

k

px̂j
k|k´1 ´ xj

kq2{

d

ÿ

k

pxj
kq2 (17)

are evaluated for the displacements at DOFs 2, 4 and 6 and averaged. The state
prediction is based on the dataset tyku and the inputs tuku from above, the
model matrices pA,B,C,Dq and the noise covariances

– true pQ,R, Sq

– estimated with the subspace approach pQ̂, R̂, Ŝq

– estimated with ALS pQ̂ALS, R̂ALS, ŜALSq

– a set of sampled pQi, Ri, Siq with a latin hypercube (LHC) [6]
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Fig. 2. Comparison between the true and estimated states.

Fig. 3. LHS centered at true pQ,R, Sq (left) and estimates pQ̂, R̂, Ŝq (right). Large latin
hypercube range.

For the LHC sampling, i “ 1, . . . ,10,000 samples are generated and centered ei-
ther on the true pQ,R, Sq or the subspace estimates pQ̂, R̂, Ŝq. To ensure positive
semidefiniteness of the sampled covariance, only a lower triangular matrix L is
generated so that LLT corresponds to the block matrix containing Q,R, S.

Figure 2 illustrates a comparison between the true states of the system, the
states corresponding to the Kalman predictor obtained with the estimated noise
covariance and the states corresponding to the Kalman predictor obtained with
the LHC samples yielding the best and the worst RMSE. Both the left and the
right parts of the figure show that the difference between the true states and
the states related to the estimates of the noise covariance is small. Figure 3
illustrates the normalized RMSE from one data set for the estimated and true
noise covariance, as well as RMSE histograms where the LHS is centered on
the true noise covariance and on the subspace estimates. It can be seen that
the theoretical noise covariance yields the smallest RMSE, which is in the range
of several LHC samples. The subspace estimates of the noise covariance yield
a smaller RMSE than the covariance obtained with the ALS approach and are
within the 5% quantile of the distribution of RMSE of LHC samples.
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Fig. 4. Monte Carlo histograms of RMSE based on true, subspace-based and ALS noise
covariance.

The consistency of the subspace and ALS estimates is verified in a Monte
Carlo experiment with 1000 samples. For each sample a new set of input/output
data is generated, and a new set of tQ,R, Su triplet is estimated with the sub-
space and the ALS approaches. The resulting histograms of RMSE are compared
with the histogram of RMSE stemming from the state predictions with the true
noise covariance, which is illustrated in Figure 4.

It can be viewed that the subspace-based method on average yields a smaller
RMSE than the ALS approach and, as expected, both yield errors that are
significantly larger than RMSE resulting from using the true noise covariance.

5 Conclusions

In this work we reviewed a subspace-based approach for estimation of the noise
covariance for Kalman filters and compared it to the state of art ALS approach in
the virtual sensing context. Results show that the subspace-based method yields
pQ,R, Sq triplets which on average lead to more accurate state estimates than
the ALS method. Further details and applications can be found in [4]. Future
work will comprise statistical analysis of both approaches and an application of
both to virtual sensing of a large-scale mechanical system.
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