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Abstract

Multi-view data clustering is essential for discovering patterns and exploiting information from different sources. In
this context, we propose DeConFCluster, an unsupervised multi-view clustering fusion framework based on Deep
Convolutional Transform Learning (CTL). Our approach has the advantage that it does not require an additional de-
coder network during the training phase. This makes our model less prone to overfitting in data-constrained scenarios,
as opposed to several recent studies based on the encoder-decoder framework. Furthermore, our method incorporates
a loss function inspired by K-Means, which enables it to learn more effective representations for the clustering task.
Finally, we evaluate our framework on five standard multi-view clustering datasets, and show that it outperforms the
state-of-the-art multi-view deep clustering techniques.

Keywords: Multiview Clustering, Convolutional Transform Learning, K-Means Clustering, Information Fusion

1. Introduction

Multiview data represents the data gathered from a singular data source but from varying viewpoints or perspec-
tives. For instance, identical news stories may be disseminated or presented across different media platforms with
diverse content; identical statements may be categorized with differing tags by distinct individuals; and identical im-
ages may be captured utilizing various features. Multiview data is denser and more enlightening, yet concurrently
more intricate compared to single-view data. Within multiview data, each viewpoint contains data pertaining to dis-
tinct contexts along with supplementary information. Previously, numerous studies have proposed techniques based
on multiview learning, which involve utilizing multiview data for classification tasks [1–3]. However, clustering
is emerging as another significant application area for multiview data analysis [4–7]. Thus, we delve deeper into
discussing techniques related to multiview clustering (MVC) that have been developed for this purpose.

One of the emerging trends in multiview data analysis is graph-based multiview clustering (MVC). The study
[8] proposes a Graph-based Multi-view Clustering (GMC), which fuses the data graph matrices of multiple views
into a unified graph matrix by generating the similarity induced graph matrices for all the available views. The rank
constraint is then applied to the graph Laplacian matrix, and the number of connected components from the unified
graph results in the final number of clusters. Another work [9] constructs a joint graph Laplacian containing individual
views’ denoised cluster information. In [10], the model explores a common joint graph across multiple views.

In recent years, deep unsupervised learning has gained the attention of researchers, as neural network based clus-
tering algorithms usually perform better than standard clustering algorithms. The study [11] presents a comprehensive
survey of multiview data clustering approaches relying on the representation learning framework. Summarily, in this
survey, the authors have highlighted that deep-representation based learning tools which utilize deep learning models
are more successful for MVC. The reason is their inherent ability to learn more complex non-linear functions com-
pared to shallow architectures. In deep clustering, the clustering layer is applied to the representations learned from
the deep neural networks. In [4], Deep Clustering Network (DCN) is proposed in which the K-Means clustering is
embedded in deep neural networks in a piecemeal manner. First, the representations are learned using deep neural net-
works, and then the K-Means clustering is applied to the learned representations. Several deep clustering approaches
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are based on an autoencoder framework. The clustering layer is embedded into the latent space representation after
the encoder layer and trained in a piecemeal fashion. In [12], the authors address the problem of piecemeal training
approach of autoencoder framework and clustering module and propose Deep K-Means (DKM). The latter embeds
the K-Means clustering module in the latent space after the encoder layer and trains the autoencoder and K-Means
in a joint end-to-end fashion instead. The DKM joint formulation outperforms piecemeal versions. Later on, several
other deep clustering approaches have been proposed, which embed the clustering module in convolutional [13] or
variational [14] autoencoders.

In general, multiview data clustering algorithms target both the complimentary as well as the consensus informa-
tion contained in multiple views. The work in [15] proposed Deep Embedded Multiview Clustering with collaborative
training (DEMVC), by employing deep autoencoders to use the multiple views’ complimentary and consensus infor-
mation and collaboratively learn the deep latent feature representations and clustering assignments. Further, there
are recent works that utilize deep learning and graph based MVC together. In [16], multiple autoencoders are em-
ployed for multiview data to generate multiple latent representations and apply heterogeneous graph learning to fuse
the generated latent representations. The K-Means network is used on the fused multiview latent representations
to obtain the final clusters. Though convolutional filters have shown a lot of promises in supervised deep learning,
CNNs require labelled data in abundance for training. The workaround is convolutional autoencoders [13]. The
problem with autoencoders is that the autoencoders need to learn twice the number of parameters, i.e., both encoder
and decoder parameters. Also, CNNs do not guarantee distinctive feature learning. This may lead to redundant
representations/features and then may reduce the performance on the task to be performed.

In this proposed work, we present a novel framework -DeConFCluster2 [18, 19] based on CTL to solve the multi-
view clustering problem that overcomes all the challenges discussed above. It is an end-to-end multiview framework
having multiple channels with one channel per view that learns the view’s contribution through channel-wise di-
verse and interpretable representations. Further, we fuse each view’s learned representations via transform learning
to learn the cross-channel information as a common representation. Finally, this common representation is passed
to the K-Means clustering, and we get the clusters as the end output. The proposed framework is based joint and
global optimization, thus, leveraging the advantage of learning representations/features not only from a diversity and
interpretability perspective but also from a clustering perspective. The code for the proposed architecture is available
on Github platform, in Python language using Pytorch framework3. The performance of the proposed framework has
been compared with five state-of-the-arts on multiple MVC datasets, namely 100leaves, ALOI, Mfeat, WebKB and
Caltech-5V. The contributions of this work are summarized as follows:

• We propose a novel multiview clustering fusion framework DeConFCluster that leverages DCTL based DeCon-
Fuse architecture and K-Means clustering. The proposed framework is less prone to overfitting since it does not
require the learning of additional deconvolution/decoder layers.

• The proposed framework jointly trains DeConFuse framework and K-Means clustering in an end-to-end fashion
and thus, achieves better results than a piecemeal training strategy, as shown in Table 6 of Section 5.

• The performance of DeConFCluster is evaluated on five MVC datasets, namely 100leaves, ALOI, Mfeat,
WebKB and Caltech-5V. The proposed framework shows higher clustering performance, especially in data-
constrained scenarios where data comprises less number of samples but high number of clusters.

In the following paper, we first discuss the existing literature presented in Section 2. Thereafter, we explain the
proposed model and datasets in Section 3. Then we carry on the experiments that includes an ablation study in
Section 4 succeeded by the results and analysis in Section 5. Finally, we present concluding discussion about our
work in Section 6.

2A limited version of this work has been published in the proceedings of a conference [17]. It involved single view clustering without any
fusion.

3https://github.com/pooja290992/DeConFCluster.git
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2. Related Work

Multiview clustering clusters subjects into subgroups using multiview data and has gained significant attention
rapidly as it caters in solving real-world problems that fall under big data analytics. Recently many solutions have
been proposed to perform the same. These are broadly classified into two categories generative and discriminative
approaches. Generative methodologies aim to comprehend the inherent distribution of data by employing generative
models, where each model embodies a distinct perspective and subsequently identifies a clustering solution. Con-
versely, discriminative approaches strive to enhance an objective function by considering pairwise similarities, aiming
to minimize the average similarity within each cluster while maximizing it between different clusters. The former
typically involves techniques such as expectation maximization and mixture models, while the latter, more diverse in
nature, encompasses various sub-categories like multiview spectral clustering, multiview non-negative matrix factor-
ization clustering, multi-kernel clustering, Canonical Correlation Analysis (CCA), among others [20].

In generative methodologies, the study by [21] works under the assumption of independent views and applies
a multinomial distribution to tackle the document clustering issue. Similarly, various iterations of the multiview
Expectation-Maximization (EM) algorithm for finite mixture models are introduced in [22], each tailored to specific
assumptions and criteria. Additionally, by leveraging Convex Mixture Models (CMMs) for single-view clustering, the
multiview adaptation outlined in [23] successfully identifies the global optimum while circumventing the initialization
and local optima challenges inherent in standard mixture models, which necessitate multiple executions of EM algo-
rithms. The major issue with EM-based algorithms is their sometimes slow convergence, and convergence to local
optima. Another limitation in EM-based algorithms is that in some scenarios, the E-step and M-step could be unman-
ageable analytically since it requires both forward and backward probabilities versus the numerical optimization that
requires only forward probability.

Next, in discriminative approaches, we first discuss multiview spectral clustering method [24–28]. This technique
achieves a unified clustering outcome by presuming that an identical or similar eigenvector matrix is shared across
all perspectives. There are two characteristic methods namely co-training spectral clustering [15, 24–26] and co-
regularized spectral clustering [27, 28]. The former is applicable when both labeled and unlabelled data are available
while the latter is a semi-supervised learning technique that minimizes the difference between the predictor functions
of the two views.

Some methods for multiview data processing are based on subspace clustering [29–33]. Subspace clustering finds
the underlying low dimensional common subspace from each view which is, in general, obtained by making each of
the view’s coefficient matrix as similar as possible. A unified multiview clustering framework is proposed in [32]
which simultaneously learns a graph for each view, a partition for each view and a consensus partition. Another study
[33] proposes framework for adaptive multi-view subspace clustering. In this, firstly, a low-order representations
using self-representation subspace learning are extracted. Next, these are combined with adaptive weights to capture
high-order representations in a rotated tensor, effectively handling noise. Lastly, the low-rank tensor using invertible
linear transforms based tensor nuclear norm is approximated.

Matrix Factorization (MF) is also used extensively in solving multiview clustering problems. In [34], the geo-
metrical structure of the data is extracted via graph regularization of each view. Next, the virtual label is used to
guide matrix factorization. Lastly, the joint framework combining the clustering process and the consensus latent
representation learning of data is implemented. Under MF, specifically, several studies propose Non-Negative Matrix
Factorization (NMF) [35–39], which aims to decompose matrices into two non-negative factors known as basis and
indicator matrices. In the context of MVC, some works suggest learning a shared indicator matrix across multiple
views [35, 36] for NMF. Additionally, certain works advocate for utilizing multiview K-Means clustering to manage
extensive datasets, leveraging the computational efficiency of K-Means over eigen-decomposition methods. For in-
stance, in [40], the authors propose a multiview K-Means clustering approach that employs a common indicator matrix
across different views. Another variant [37] of the previous work introduced a projection matrix for each view’s data
and then administered MVC by enforcing the common indicator matrix. A novel approach for clustering multi-view
data is proposed in [41] by integrating centric graph regularization with log-norm sparsity into NMF. This method
enhances clustering performance by preserving local geometric structures and ensuring sparse representations of data
across multiple views. A MF-based one-step multi-view clustering with diverse representation (OMVCDR) method
is introduced in [42]. OMVCDR projects data matrices into diverse latent spaces and directly utilizes comprehensive
knowledge to get clustering results. In addition to NMF, the researchers in [38] introduced a categorical utility func-
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tion to assess the similarity between the indicator matrix of each view and the common indicator matrix, presenting a
consensus-oriented approach to MVC.

There are set of methods in which direct view combination via a kernel is used as a common approach to perform
MVC. Usually, each view is defined by a kernel and then these kernels are combined in a convex combination [7, 43,
44]. Another method, CCA, integrates multiple views following projection [5, 45]. While the previously mentioned
techniques have demonstrated satisfactory performance for clustering tasks, handling high-dimensional feature data
with nonlinear properties might pose a challenge for these methods. This is because they predominantly rely on
shallow and linear embedding functions to unveil the intrinsic structure of multiview data.

Lately, graph-based MVC has emerged as a notable trend [8, 46, 47]. In [8], the authors introduced an approach
where the graph matrices from multiple views are combined into a unified graph matrix by generating Similarity In-
duced Graph (SIG) matrices for each available view. Then the number of clusters obtained is same as the number of
connected components produced from the unified graph with the rank constraint. Another work [46] uses geometric
mean of the network Laplacian matrices to aggregate different layers of network information into a graph represen-
tation. It then employs a neural net to learn a feature embedding and finally obtain clusters. In [48], a framework
was proposed that combines the CCA with an autoencoder built upon Graph Convolutional Neural Network layers.
Though this study does not perform clustering task but handles multiview datasets and worked with missing views
which is believed to be extendible to the clustering task as well. [49] combines multiple perspectives through a multi-
view ensemble clustering method, leveraging a joint affinity matrix for enhanced clustering accuracy and robustness
by integrating diverse data views into a unified framework. The work [50] proposed a low-rank tensor regularized
graph fuzzy learning (LRTGFL) method for multi-view data processing. LRTGFL replaced Euclidean distance with
Jensen-Shannon divergence for obtaining more completely nonlinear structures. LRTGFL adopted fuzzy learning to
make graph clustering be a soft clustering method.

Deep learning has emerged as a widely employed approach to address various real-world challenges, including
MVC. In [16], multiple autoencoders are employed to process multiview data, generating diverse latent representa-
tions, which are then fused using heterogeneous graph learning. Subsequently, the K-Means algorithm is applied to
obtain the final clusters. Moreover, in [15], a method called Deep Embedded Multi-View Clustering with collab-
orative training (DEMVC) is proposed, leveraging autoencoders. DEMVC utilizes complementary and consensus
information from multiple views, facilitating collaborative learning of deep latent feature representations and cluster-
ing assignments.

[51] introduced an approach that integrates deep learning with fuzzy c-means clustering to improve the accuracy
and robustness of classification tasks. A collaborative feature-weighted multiview fuzzy c-means clustering approach
was introduced in [52] that incorporates multiple views of data and assigns varying weights to features to improve the
overall clustering accuracy and robustness. Recently, Federated Multiview Fuzzy C-Means clustering (FedMVFCM)
was proposed in [53] that integrates multiple views of data in a federated learning framework and realize the federated
optimization procedure. A cluster-based optimization approach that utilizes a parallel bi-objective real-coded genetic
algorithm was proposed in [54] for enhancing the efficiency and safety of evacuation processes.

Graph-based learning based methods are also gaining momentum. A Graph Neural Network (GNN) is integrated
into deep representation-based MVC to fully exploit the features embedded within the attributed multiview graph data
[55]. Furthermore, in [56], Graph Convolutional Network (GCN) serves as an encoder, taking the most reliable view
as input. In a separate study, multiple GCN decoders capture the view-consistent low-dimensional feature representa-
tion across different views [57]. However, a concern arises regarding the additional weight training introduced by the
decoder network, which may lead to overfitting in data-constrained scenarios [17]. Additionally, existing solutions
face a limitation with CNNs, potentially resulting in a trivial solution without output. Incorporating Deconvolutional
layers is the only approach to mitigate this issue, albeit with the possibility of encountering overfitting even with this
solution. Further, CNNs do not guarantee the diversity among learnt filters. This may lead to redundant representa-
tions/features which may reduce the performance of the task at hand.

Lately established frameworks - Convolutional Transform Learning (CTL) [58] and Deep CTL (DCTL) [59] can
learn convolutional filters in an unsupervised fashion and ensure non-trivial solution. Further, these are extended to a
multi-channel fusion framework DeConFuse [60]. Recently, the works [61] and [17] embedded K-Means clustering
in Transform Learning and DCTL frameworks respectively. In this work, we propose a multiview multi-channel
clustering fusion model named as DeConFCluster that extends DCTL based DeConFuse architecture by embedding K-
Means clustering in a joint end-to-end fashion. The proposed framework overcomes the aforementioned shortcomings.
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Figure 1: General view of the DeConFuse architecture. C represents number of DCTL network based channels, L is the number of DCTL layers,
Mc
ℓ

is the filter size and Fc
ℓ

is the number of filters of the respective layer ℓ and channel c.

3. Methodology and Preliminaries

Now, we discuss our proposed framework in this section. We propose an unsupervised multi-channel fusion
framework that we call DeConFCluster to perform MVC. It combines our previously established works Deep CTL
based K-Means clustering framework [17] utilized for single-view clustering and DeConFuse [60] framework and
extends it for MVC. We briefly discuss the prior methods mentioned and then explain our proposed formulation in
subsequent sections.

3.1. Preliminaries
3.1.1. DeConFuse

We first introduce Deep CTL (DCTL) based architecture for representation learning. Many convolutional layers
are stacked to produce features, as shown in Fig. 1. The input S is convoluted with a series of filters T1, . . . ,TL. The
output X is the learned representation/feature corresponding to the convoluted output. The quadratic loss is introduced
to measure the discrepancy of the learnt features:

F̂conv(T1, . . . ,TL, X | S ) =
1
2
∥TL ∗ ϕL−1(TL−1 ∗ . . . ϕ1(T1 ∗ S )) − X∥2F (1)

where ϕ is an element wise activation function (e.g., SELU and optionally maxpool operation), and L is the number
of CTL layers (typically, L = 3).

This objective is however not sufficient alone for learning rich and diverse features, as it is trivially minimized by
setting all variables to zero. Therefore, we introduce regularization terms that discourage trivial solutions:

Fconv(T1, . . . ,TL, X | S ) =
1
2
∥TL ∗ ϕL−1(TL−1 ∗ . . . ϕ1(T1 ∗ S )) − X∥2F+ι+(X) +

L∑
ℓ=1

(µ||Tℓ ||2F−λ log det(Tℓ)) (2)
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Figure 2: DCKM architecture. L represents number of DCTL layers, Mc
l - filter size and Fc

l - #filters of the respective layer l and channel c.

The term ι+(X) is an indicator function of a non-negativity constraint on X that is 0 for negative values of X and +∞
otherwise. The penalization term “µ ∥·∥2F −λ log det” promotes diversity and non degeneracy of the learned filters. The
learnable variables are optimized in an end-to-end manner.

DCTL can then be extended into a fusion network where separate DCTL networks/channels represent each view
in a multiview dataset to give features X = (X(c))1≤c≤C and then fused to give the common representation Z. The
representation Z is learned via linear transforms without convolution as learned in the Transform Learning (TL)
technique [62] originally. The learning in this first part of the framework facilitates reduction of the fusion loss.
Therefore, the objective function becomes :

Ffusion(T̃ ,Z, X) =
1
2

∥∥∥Z − C∑
c=1

flat(X(c))T̃c

∥∥∥2
F + ι+(Z) +

C∑
c=1

(
µ∥T̃c∥

2
F−λ log det(T̃c)

)
, (3)

Here, “flat” is an operator transforming X(c) into a matrix with every row containing the “flattened” features of the
sample. In summary, the DeConFuse architecture is a two-segment framework with first having DCTL based multiple
channels and second segment involving fusion. Its training amounts to solving the joint optimization problem:

minimize
T,X,T̃ ,Z

Ffusion(T̃ ,Z, X) +
C∑

c=1

Fconv(T (c)
1 , . . . ,T

(c)
L , X

(c) | S (c)) (4)

DeConFuse architecture is given in Fig. 1. It has noteworthy advantages with the first one enabling to use auto-
matic differentiation [63] and Stochastic Gradient Descent (SGD) techniques to solve (4). Secondly, in (2), advanced
activation functions like SELU [64] can be used.

3.1.2. Deep CTL Based K-Means Clustering Framework
The methodology outlined in Section 3.1.1, known as DCTL, has the potential for extension by integrating joint

training and optimization with K-Means to conduct single-view clustering as described in [17]. The loss formulation
following embedding with K-Means clustering loss is as follows [65]:

minimize
T1,...,TL,X,H

Fconv(T1, . . . ,TL, X | S )︸                       ︷︷                       ︸
DCTL loss

+ β ∥X − XH⊤(HH⊤)−1H∥2F︸                         ︷︷                         ︸
K−Means loss

.
(5)

Here, X represents the learned representation, S denotes the input, β > 0 stands for the regularization weight linked
with the K-Means clustering loss, and H represents the matrix of binary indicator variables. In this matrix, an entry
hi j = 1 indicates that x j belongs to cluster i, and 0 otherwise. The architecture is illustrated in Fig. 2.

3.2. Proposed Formulation
We are now ready to propose our new unsupervised fusion framework that we call DeConFCluster. Previously,

the DCKM framework [17] integrated DCTL [59] with K-Means for Single View Clustering (SVC). In contrast,
our focus here is on a multiview clustering task. Therefore, DeConFCluster represents a multi-channel clustering
framework that extends DeConFuse Network [60] based on DCTL by incorporating the K-Means clustering loss.
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Figure 3: Overview of the proposed DeConFCluster architecture. C represents the number of DeepCTL networks/channels, L is the number of
DCTL layers, Mc

ℓ
is the filter size and Fc

ℓ
is the number of filters of the respective layer ℓ and channel c.

Unlike DCKM, fusion occurs here, where DeConFuse Network and the K-Means module are jointly trained and
globally optimized. Number of channels corresponds to the number of views in any of the considered datasets,
i.e., C = V . The DCTL network processes each channel individually, resulting in unique transforms (Tc)1≤c≤C and,
consequently, diverse and interpretable representations (Xc)1≤c≤C for each channel input (S c)1≤c≤C . These channel-
wise representations are subsequently fused using Transfer Learning (TL) [62] to learn a common representation Z
and transform T̃ , completing the first module of the architecture. The learned representations are then inputted into
the second part of the framework, the K-Means clustering module, which produces the clustering results. Thus, the
learned representations are also influenced by the K-Means loss. The learning problem is formulated as follows:

minimize
T,X,T̃ ,Z,H

Ffusion(T̃ ,Z, X) +
C∑

c=1

Fconv(T (c)
1 , . . . ,T

(c)
L , X

(c) | S (c)) + β∥Z − ZH⊤(HH⊤)−1H∥2F (6)

The complete architecture of the DeConFCluster is summarized in the Fig. 3.

3.3. Optimization
All variables are trained and optimized in an end-to-end manner. Specifically, we employ alternating minimization

in our approach, where at each iteration the network is updated under the assumption that the clustering loss is fixed,
and the clustering is updated assuming the network remains constant. The paper [66] demonstrates the convergence
of such an alternating minimization procedure for nested non-convex problems like ours. Stochastic Gradient Descent
(SGD) is utilized to optimize all variables except H. This particular variable can be directly updated through K-Means
clustering [65] at each iteration, utilizing the current estimate of Z as input. We leveraged automatic differentiation
provided by the PyTorch framework for all stochastic gradient updates.

4. Experimental Setup

In this section, we illustrate the performance of our approach on various multiview clustering datasets listed below:
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• 100leaves: It contains one hundred plant species each of which have 16 samples per specie. Thus, there are 100
clusters and 1600 total samples. Out of these species, few species have leaves with very similar appearances
while others show significant variation within the same specie. Hence, it is a challenging dataset to pick due to
this added complexity within the same classes. Here, for each sample, shape descriptor, fine scale margin and
texture histogram are given [8].

• Amsterdam Library of Object Images (ALOI). ALOI dataset consists of 11025 images of 100 small objects. In
this dataset, many images have controlled backgrounds, some variations include more complex backgrounds,
which introduce noise that makes the identification and prediction tasks challenging and difficult. Further, every
image is represented with multiple features namely Color similarity, HSV, RGB, and Haralick features [67] i.e.,
constituting four views per image.

• Mfeat: Mfeat dataset is from the UCI repository that contains 2000 samples of handwritten digits (0-9). Each
image of this dataset is represented using six different features [8]. Since there are six different views/features,
it is a high dimensional dataset where relationships between the different types of features and the digit classes
can be highly non-linear.

• WebKB: It consists of 203 web pages with four classes collected from computer science departments of various
universities. Each web page is attributed by the page’s content, hyperlink’s anchor text of the hyperlink and its
title text [8]. Since the data belongs to different sources/universities, it becomes difficult to generalize across
such diversity for any model. Thus, there could be content variability that might lead to difficulty in prediction
and, therefore, makes it a challenging dataset to handle.

• Caltech-5V: It consists of 1400 RGB images with five views namely - WM, CENTRIST, LBP, GIST, and
HOG [68, 69]. Here, the images, from which views that have been extracted, have complex and cluttered
backgrounds and there are variations in the scales of the objects, lighting and occlusion conditions. Though
a balanced dataset, but the aforesaid conditions and the limited data per class makes it a difficult dataset for
application.

The complete statistics of all the above mentioned datasets can be referred from Table 1.

Table 1: Statistics of the considered MVC datasets

Datasets #Samples #Classes #Views
100leaves 1600 100 3
WebKB 203 4 3
Mfeat 2000 10 6
ALOI 11025 100 4

Caltech-5V 1400 7 5

4.1. Processing Details

The network’s architecture comprises multiple channels, with each channel dedicated to one of the views in
the multiview dataset. Initially, each channel’s data is normalized using maximum value present in the respective
channel’s/view’s data. Then, representations are learned from the networks associated with these channels, capturing
the individual contributions of each view. Subsequently, these representations are flattened and concatenated before
passing through a fully connected layer, which is trained via Transform Learning (TL). This step facilitates learning
a shared representation across all channels, capturing cross-channel information or shared features from each view.
Finally, clusters are obtained by inputting the resulting representation into the K-Means module. The schematic of
this flow pipeline is depicted in Fig. 4 and is explained step wise in algorithm 1.

For optimization, Stochastic Gradient Descent (SGD) is employed as the optimizer with λ = 0.01, µ = 0.0001, and
a weight decay of 0.001 for all datasets. Additionally, a hyperparameter named feature ratio is defined, indicating the
percentage of features retained in the final representation Z. The values of all other hyperparameters are determined

8



Figure 4: Overview of the proposed DeConFCluster flow diagram. C represents the number of DeepCTL networks/channels and c ∈ 1, . . . ,C, Vc
is the individual view data, V′c is the corresponding normalized view data, Xc is the representation learned channel-wise (view-wise) based on CTL
pipelines and Z is the fused representation across all the views’ representations learned via TL.

Algorithm 1 DeConFCluster Method
Input : MVD - Array of views belonging to one Multiview Dataset
K - #Samples
C - #Views
Output : OutClusters - clusters for input Z corresponding to input MVD

1: for k = 0, . . . ,K − 1 do
2: for i = 0, . . . ,C − 1 do
3: Views[i] = Normalize(MVD[i]) // Normalizing each view using Max Scaling and storing each view in array

Views
4: X[i] = ExtractCTLFeatures(Views[i]) // extract CTL based features for each view
5: end for
6: Xk = FlattenConcatenate(X) // flatten and concatenate X for each sample
7: Zk = TLFusion(Xk) // obtain common representations Z for kth sample
8: Z = Z.append(Zk) // append each kth sample fused features to Z
9: end for

10: OutClusters = KMeansClustering(Z) // fused features of all K samples input to K-means algorithm and returns
clusters

11: return OutClusters

Table 2: DeConFCluster hyperparameters for MVC Datasets

Parameter 100leaves WebKB Mfeat ALOI Caltech-5V
Batch size 1600 203 128 11025 1400

Epochs 25 25 40 25 25
Learning Rate 5e-6 1e-4 1e-4 5e-6 1e-4
Kernel Sizes1 (3,3,3) (3,3,3) (5,3,3) (3,3,3) (3,3,3)

#Filters2 (4,8,16) (4,8,16) (2,4,8) (4,8,16) (2,4,8)
feature ratio 0.15 0.15 0.25 0.25 0.10
λ, µ 10−2, 10−4 10−2, 10−4 10−2, 10−4 10−2, 10−4 10−2, 10−4

β3 1.0 0.5 0.8 0.5 1.0
1 Kernel sizes for DCTL layers 1,2,3
2 #Filters for DCTL layers 1,2,3
3 K-Means loss regularizer

via grid search, with the optimal values selected as the final ones. These final hyperparameter values are summarized
in Table 2.

We have compared our results with five state-of-art works. We briefly describe them here that are as follows:

• MCGL: This method is based on graph learning. Initial graphs are constructed from the data points of different
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views, which are then optimized by imposing a rank constraint on the Laplacian matrix. Subsequently, these
refined graphs are merged into a unified global graph. This global graph is learned while adhering to the same
rank constraint on its Laplacian matrix. Cluster indicators are directly derived from the global graph without
resorting to any graph cut techniques or employing K-Means clustering. [70].

• GMC: In this method, each view is assigned a weight, and both the SIG matrices and the unified graph matrix
are simultaneously learned [8]. The unified graph matrix is derived by fusing the graph matrices from each
individual view.

• DEMVC: This approach introduces a framework centered around autoencoders. It leverages complementary
and consensus information from various views, facilitating collaborative learning of deep latent feature repre-
sentations and clustering assignments [15].

• RRA-MVC: This approach introduces a basic baseline model called SiMVC, which aims to align the distribu-
tions of different views. Additionally, it incorporates a contrastive module and selective views alignment by
prioritizing certain views, enhancing the performance of the baseline model. This improved version is referred
to as the CoMVC framework [71]. Therefore, we only conducted experiments using the CoMVC framework,
as it yielded the most favorable results.

• MFLVC: It is a framework for multi-level feature learning that facilitates contrastive multi-view clustering [69].
This framework encompasses the learning of features at both low and high levels, as well as semantic labels or
features, without the need for fusion. This approach aids in attaining reconstruction and consistency objectives
across various feature spaces.

4.2. Software and Hardware Implementation Details

Our entire architecture is programmed in Python 3.6 language with the help of Sklearn, NumPy packages and
Pandas libraries. It also builds upon the Pytorch Framework for achieving convolution and optimization related
operations. The hardware machine utilized for conducting the experiments is a Dell T30, Xeon E3-1225V5 3.3GHz
with GeForce GT 730, and Intel(R) Core(TM) i7-6700 CPU @ 3.40GHz 16GB RAM, 200GB HDD, equipped with
Nvidia 1080 8GB and Ubuntu OS.

5. Results and Analysis

We have used three metrics, namely Accuracy, Normalized Mutual Information (NMI) and Adjusted Rand Index
(ARI) to evaluate our framework’s performance. The results of our model and benchmark algorithms on all five
datasets are presented in Table 3. It is evident from the table that across all datasets, our proposed model exhibits
better performance compared to state-of-the-art methods, particularly notable in the cases of the 100leaves, WebKB,
and Caltech-5V datasets. Specifically, our model demonstrates substantial improvements of 10.62%, 5.81%, and
10.17% in accuracy over the second best performing benchmark for the 100leaves, WebKB, and Caltech-5V datasets,
respectively. On the Mfeat dataset, our model surpasses all benchmarks in terms of accuracy and ARI metrics,
although its NMI value slightly lags behind that of benchmark models such as MCGL [70] and GMC [8]. For the
ALOI dataset, our model outperforms all state-of-the-art methods in terms of accuracy, while it ranks second in terms
of NMI and ARI metrics following the RRA-MVC benchmark [71]. This discrepancy may be attributed to the limited
variability of features across classes in the Mfeat and ALOI datasets. Notably, our model performs admirably on
the challenging 100leaves and WebKB datasets, both of which have a scarcity of samples per class. For instance,
the 100leaves dataset only contains 16 images per class, posing a significant challenge for feature representation
learning with limited samples. Despite lagging marginally in performance on certain datasets, our proposed method
demonstrates overall strong performance across all datasets.

We have additionally generated convergence plots for several datasets, which can be found in Fig. 5. By employing
Stochastic Gradient Descent (SGD) as an optimizer, it is evident that our method converges to a stable point. The
specific SGD parameters, including mini-batch size and learning rate, are listed in Table 2 for all datasets under
consideration.
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Table 3: Clustering Results

Dataset Metric MCGL GMC DEMVC RRA-MVC MFLVC Proposed

100leaves
Acc 81.06 82.38 6.69 73.25 11.38 91.13
NMI 91.30 92.92 24.53 92.56 56.89 96.59
ARI 51.50 49.74 0.60 71.58 10.61 88.01

WebKB
Acc 54.19 76.35 49.75 40.89 45.32 80.79
NMI 8.60 41.64 10.05 13.43 12.41 54.98
ARI 4.01 42.80 8.43 9.22 11.70 52.02

Mfeat
Acc 85.30 88.20 46.45 81.20 85.95 95.00
NMI 90.55 90.50 37.53 83.19 86.40 89.22
ARI 83.13 85.02 24.59 74.36 80.71 89.89

ALOI
Acc 46.25 57.05 13.52 55.22 24.33 58.95
NMI 66.57 73.50 41.30 80.79 56.54 79.75
ARI 4.41 43.05 8.45 49.35 16.87 46.84

Caltech-5V
Acc 32.93 34.07 39.14 74.00 80.4 88.14
NMI 46.89 48.40 26.50 68.34 70.3 78.76
ARI 21.33 22.21 18.80 62.14 70.27 75.01

Figure 5: Loss Plots

5.1. Ablation studies

In this section, we have shown the results corresponding to the three ablation studies performed for all the datasets.
Firstly, we conducted experiments by varying the values of the regularizers λ and µ, which are associated with the
penalty terms log-det and Frobenius norms in both the CTL and TL equations (Equations 2 and 3 respectively).
The combinations of values tested for both penalty regularizers included {(10−2, 10−4), (10−2, 10−3), (10−3, 10−4),
(10−3, 10−5), (10−4, 10−5)}. This set of values are taken from the past experience. The results of these experiments are
provided in Table 4, and they are visually represented for all three metrics (Accuracy, NMI, and ARI) in Fig. 6. The
analysis of the impact of regularization weights on performance across various datasets reveals that the importance of
these regularizers varies by dataset. For four datasets, performance remains consistent despite changes in regulariza-
tion weights, indicating that these weights have minimal impact. This robustness is likely due to the high inter-class
variability in these datasets, which prevents trivial solutions and reduces reliance on regularizers.

In contrast, the Mfeat dataset shows a significant deterioration in performance with lower regularization weights.
This underscores the critical role of regularizers in learning better representations for Mfeat. The Mfeat dataset’s lower
inter-class variability makes it more susceptible to overfitting or trivial solutions without adequate regularization.
Therefore, penalization terms are essential in this context to maintain performance by promoting better generalization
and representation learning.

In summary, while the role of regularizers may seem less crucialsignificant for datasets with high inter-class
variability, they are neededcrucial for datasets like Mfeat that need additional regularization to achieve optimal perfor-
mance. This highlights the importance of considering dataset characteristics when tuning regularization parameters
in deep learning models.
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Table 4: Ablation Studies Results on λ, µ

Dataset Metric (10−2, 10−4) (10−2, 10−3) (10−3, 10−4) (10−3, 10−5) (10−4, 10−5)

100leaves
Acc 91.13 91.13 91.13 91.13 91.13
NMI 96.59 96.59 96.59 96.59 96.59
ARI 88.01 88.01 88.01 88.01 88.01

WebKB
Acc 80.79 80.79 80.79 80.79 80.79
NMI 54.98 54.98 54.98 54.98 54.98
ARI 52.02 52.02 52.02 52.02 52.02

Mfeat
Acc 95.00 95.00 94.70 94.70 91.80
NMI 89.22 89.22 89.49 89.49 86.24
ARI 89.89 89.89 88.66 88.66 83.74

ALOI
Acc 58.95 58.95 58.95 58.95 58.95
NMI 79.75 79.75 79.75 79.75 79.75
ARI 46.84 46.84 46.84 46.84 46.84

Caltech-5V
Acc 88.14 88.14 88.14 88.14 88.14
NMI 78.76 78.76 78.76 78.76 78.76
ARI 75.01 75.01 75.01 75.01 75.01

Figure 6: Ablation Studies Result Plots on λ, µ

Next, we conducted experiments involving the regularizer β associated with the K-Means clustering loss in Equa-
tion 6. The values for β ranged from 0 to 1, specifically {0.0, 0.1, 0.3, 0.5, 0.8, 1.0}. We present the results both
numerically and graphically, which can be found in Table 5 and Fig. 7, respectively. For most datasets examined, the
implementation with K-means regularizer β ≥ 0.5 demonstrated superior performance. This underscores the impor-
tance of the K-Means loss term in the final loss function. It plays a crucial role in facilitating the learning of robust
representations, thereby contributing to enhanced clustering performance.

The inference drawn from the second experiment is further confirmed by the third experiment, where we conduct
a piecemeal version of our model. Specifically, we first learn representations from the DeConFuse network sepa-
rately and then pass these learned representations through the K-Means clustering module to obtain the final clusters,
implying β = 0. The results of this experiment are provided in Table 6. It is evident from these results that the joint op-
timization of the DeConFuse and K-Means clustering modules yields better performance compared to the piecemeal
approach.

6. Conclusion

In this work, we have proposed a novel unsupervised multi-channel fusion clustering model based on Deep Convo-
lutional Transform Learning named DeConFCluster. The proposed framework jointly trains the DCTL based DeCon-
Fuse and K-Means clustering modules in an end-to-end fashion. It does not have the additional overhead of learning
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Table 5: Ablation Studies Results on K-Means Regularizer

Dataset Metric β = 0.0 β = 0.1 β = 0.3 β = 0.5 β = 0.8 β = 1.0

100leaves
Acc 89.56 89.69 87.75 88.69 86.56 91.13
NMI 96.17 96.62 96.05 95.91 95.76 96.59
ARI 86.50 87.26 84.96 85.30 84.24 88.01

WebKB
Acc 77.83 77.83 77.83 80.79 80.79 80.79
NMI 44.47 44.47 44.47 54.98 52.05 51.32
ARI 52.57 52.57 52.57 52.02 52.81 53.24

Mfeat
Acc 91.10 94.65 94.45 91.35 95.00 81.60
NMI 85.37 89.39 89.18 85.57 89.22 85.62
ARI 82.15 88.51 88.08 82.79 89.89 78.46

ALOI
Acc 55.27 54.15 53.72 58.95 54.20 55.31
NMI 78.34 78.41 77.87 79.75 78.61 79.40
ARI 41.16 41.49 38.65 46.84 40.80 42.89

Caltech-5V
Acc 84.64 84.57 88.00 87.93 87.50 88.14
NMI 75.71 75.50 78.97 78.08 77.49 78.76
ARI 69.45 69.43 74.90 74.77 73.92 75.01

Figure 7: Ablation Studies Result Plots on K-Means Regularizer

the weights of decoder or deconvolutional layers, which is the case in existing multi-view clustering approaches. The
proposed framework avoids overfitting in data-constrained scenarios where the number of data instances is low and
the number of classes is high. The proposed framework encourages diversity among filters, thereby facilitating the
learning of more interpretable filters, which are then guided by the K-Means loss. Therefore, due to these advantages,
the proposed framework DeConFCluster, evaluated on the five standard multi-view datasets, demonstrated higher
clustering scores as compared to the current state-of-the-art MVC frameworks. Currently, the proposed framework is
applied to the multi-view clustering datasets that has views that are similar in nature. As a future work, it could be
further extended to multi-modal datasets that have different type of views including images, text, audio, etc.
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