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Abstract

In this paper, we consider a stochastic nonlinear formulation of classical coastal waves models under

location uncertainty (LU). In the formal setting investigated here, stochastic versions of the Serre-Green-

Nagdi, Boussinesq and classical shallow water wave models are obtained through an asymptotic expansion,

which is similar to the one operated in the deterministic setting. However, modified advection terms emerge,

together with advection noise terms. These terms are well-known features arising from the LU formalism,

based on momentum conservation principle.
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1 Introduction

The ocean surface waves constitute an essential component of ocean dynamics, as they are directly related

to a strong energy exchange with the underlying current. However, the mean current and the waves follow

different dynamics, operating at different times and spatial scales. Moreover, they are based on significantly

different physical assumptions: surface waves rely on potential – or irrotational – flow, whereas the turbulent

dynamics of the current is expressed through a non-zero vorticity. As a result, the wave-current coupling is very

complex to model numerically. For this purpose, designing simplified stochastic models of surface waves would

be advantageous to account for both dynamics. This can be achieved by adding as a specific noise term in the

stochastic representation of ocean circulation [1, 2].

To derive such stochastic wave models, ways to adapt the classical deterministic derivation to the stochastic

setting have been widely investigated. It was shown for example that deep-ocean stochastic long waves can

arise from a linearised stochastic shallow water system [3] or from a stochastic Hamiltonian formulation [4].

Water waves travelling from deep water areas to shallower regions – where the water depth is much less than

their wavelength – undergo significant alterations. Swift variations in height, velocity, and direction lead to

substantial modifications of the free water surface profiles. Initially resembling almost perfect sine waves, these

profiles evolve into an asymmetric shape. Mathematically, coastal waves are described by different dynamical

models corresponding to various approximations of the irrotational Euler equations – which are averaged along

the water column ultimately.

More specifically, we use the location uncertainty principle developed in [5], which is based on the addition

of a noise term on the Lagrangian formulation of the displacement. In fact, this approach is a critical aspect

in ocean stochastic modelling and has been widely discussed: an SDE based stochastic generalisation of the

deterministic Lagrangian expression of the flow was proposed in [6, 7] for instance, from which the authors

derive an Eulerian expression. Such idea also exists in turbulence modelling: for example McWilliam and

Berloff proposed stochastic parametrization built upon Langevin models of turbulence in [8], devised in the

wake of Kraichnan’s seminal work [9].

In this paper, we aim to derive a location uncertainty interpretation of nonlinear coastal waves models, based

on the modelling principle introduced in [5]. These models are naturally accompanied by some nonlinear

variabilities associated with numerical or modelling uncertainties. More fundamentally, this stochastic formalism

provides a way to incorporate the effect of the non-resolved vertical turbulent component. In this work, we

focus on the family of models associated with the Serre-Green-Naghdi equations [10, 11], which allow capturing

the non-hydrostatic phenomena related to vertical acceleration. In particular, we aim to assess the behavior of

the associated numerical simulations. Our main findings are that the LU interpretations of the Saint-Venant,

Boussinesq and Serre-Green-Naghdi wave models allow to break the symmetry of the wave and introduce

variability compared to their deterministic counterparts. Nevertheless, they do enjoy the same conservation

principles with slight conditions on the noise structure. Hence, the LU setting would allow to explore the

influence of a “conservative randomness” on the classical wave model dynamics. Plus, we provide some graphical

observations of this influence using numerical simulations.

The article is organised as follows: after a brief summary on the location uncertainty principle (LU), we derive

a stochastic representation of the Serre-Green-Nagdhi shallow water waves model following the same physical

approximations used in the deterministic setting [12]. Then, we show how simpler models can be obtained from

further approximations, and discuss the conservation of usual quantities such as mass, momentum and energy.

The last section describes and assesses some numerical results associated with different models.

2



2 Stochastic flow and transport

Let D ⊂ Rd (with d = 2 or 3) denote a bounded spatial domain. The LU principle relies on a stochastic

formulation of the Lagrangian trajectory (Xt) of the form

dXt(x) = v(Xt(x), t)dt+ (σtdBt)(x), X0(x) = x ∈ D . (2.1)

This stochastic differential equation (SDE) decomposes the flow in terms of a smooth- in-time velocity compo-

nent v that is both spatially and temporally correlated, and a fast unresolved flow component σdBt (called noise

term in the following). This latter component must be understood in the Itō sense, and is uncorrelated in time

yet correlated in space. Importantly, since the Itō integral is of null expectation (as a martingale), the relation

(2.1) decomposes the flow unequivocally as a large-scale displacement component and a null mean fluctuation,

the mean displacement corresponding to the large-scale component expectation.

Let us now provide a precise definition of this random fluctuation component. The noise term takes values

in the Hilbert space H := (L2(D))d and is defined from the Wiener process (also called cylindrical Brownian

motion) [13] on a stochastic basis (Ω,Ft, (Ft)t∈[0,T ],P). By definition, this stochastic basis is composed of a

probability space (Ω,P) with filtration (Ft)t∈[0,T ] – i.e. a non decreasing family of sigma algebras evolving in

time. The noise term involves independent Wiener process components (Bi
t)i=1,...,d defined on an orthogonal

basis (en)n∈N of H as

(Bi
t)(x) =

∑
n∈N

βn
t e

i
n(x), (2.2)

where (βi
t)i∈N is a sequence of independent one dimensional standard Brownian motions. The spatial structure

of the unresolved flow component is modelled by the correlation operator, σt, defined as an integral operator

on H. Let a matrix kernel σ̆ = (σ̆ij)i,j=1,...,d that is bounded in space and time, then define

σt f(x) =

ˆ
D

σ̆(x,y, t)f(y) dy, f ∈ H, x ∈ D . (2.3)

Here, we have assumed that this operator is deterministic. However, it is important to note that, if required,

it could be defined as a random operator. An example of such a random correlation operator can be found in

[14] where it is defined from the dynamic mode decomposition technique (DMD) [15] and a Girsanov transform.

Girsanov transform enables in particular to introduce a drift term associated to a non-centred noise, through

a change of probability measure. This procedure has proven particularly useful for noise calibration in data

assimilation [16]. The composition of σt[•] and its adjoint operator σ∗
t [•] defines a compact self-adjoint positive

operator, of which eigenfunctions and eigenvalues are denoted ξn(·, t) and λn(t) respectively. These eigenvalues

fulfil
∑

n∈N λn(t) < +∞ and decrease toward zero at infinity, and the eigenfunctions form an orthonormal basis

of H. As such, the noise can be equivalently defined on this basis as the following spectral expression,

σt dBt(x) =
∑
n∈N

λ1/2
n (t)ξn(x, t) dβ

n
t . (2.4)

Consequently, the noise component is a H-valued Gaussian process of null mean and with bounded variance

– that is EP[
´ t
0
σs dBs] = 0,∀t > 0 and EP

[
∥
´ t
0
σs dBs∥2H

]
< +∞,∀t > 0 – under the probability measure P.

Moreover, the auto-covariance at point x ∈ D of the unresolved flow component at each instant t ∈ [0, T ] is

given by the matrix kernel of the composite operator σσ∗, and denoted by a(x, t), namely

a(x, t) :=

ˆ
D

σ̆(x,y, t)σ̆T (y,x, t) dy =
∑
n∈N

λn(t)
(
ξnξ

T

n

)
(x, t). (2.5)

The process
´ t
0
a(x, s) ds corresponds to the quadratic variation of

´ t
0
σs dBs(x) [17].

The stochastic integral defining the noise could have been defined in terms of a Stratonovich integral instead
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of an Itō integral [17]. For a deterministic correlation operator, a boils down to the local variance of the noise,

due to the Itō isometry [13]. Hence, we referred to a as the variance tensor, although for a random correlation

operator this denomination is misleading since it is a random process. Physically, the symmetric non-negative

tensor a represents the friction coefficients of the unresolved fluid motions, and is physically homogeneous to a

viscosity with unit m2/s.

Consider an extensive random tracer Θ (e.g. temperature, salinity or buoyancy) transported by the stochastic

flow, fulfilling the following conservation property along the trajectories: Θ(Xt+δt, t+δt) = Θ(Xt, t) with δt an

infinitesimal time variation. Thus, the evolution law of Θ is given by the following stochastic partial differential

equation (SPDE),

DtΘ = dtΘ+ (v∗ dt+ σdBt) ·∇Θ− 1

2
∇ · (a∇Θ)dt = 0, (2.6)

where Dt is introduced as a stochastic transport operator and dtΘ(x) := Θ(x, t + δt) − Θ(x, t) stands for

the forward time-increment of Θ at a fixed point x ∈ D . This operator Dt was derived in [5] using the

generalized Itō formula (also called Itō-Wentzell formula in the literature) [18] and plays the role of a transport

operator in a stochastic setting. Remarkably, it encompasses physically meaningful terms [17, 19]: the two first

terms correspond to the classical terms of the material derivative, while the third term describes the tracer

advection by the unresolved flow component. As shown in [17, 19], the resulting (non Gaussian) multiplicative

noise σdBt ·∇ Θ continuously backscatters random energy to the system through the quadratic variation

1/2 (∇Θ) · (a∇Θ) of the random tracer. The last term in (2.6) represents the tracer diffusion due to the mixing

of the unresolved scales. The energy loss by the diffusion term is exactly balanced with the energy brought by

the noise. This pathwise balance (i.e for any realisation) leads to tracer energy conservation and highlights the

parallel between the classical material derivative and the stochastic transport operator. This will be precised

below.

Under specific noise and/or variance tensor definitions, the resulting diffusion [20, 5] can be connected to the

additional eddy viscosity term introduced in many large-scale circulation models [21, 22]. As an additional

feature of interest, this evolution law introduces an effective advection velocity v∗ in (2.6) defined for an

incompressible noise term as

v∗ = v − 1

2
∇ · a. (2.7)

This statistical eddy-induced velocity drift captures the action of inhomogeneity of the random field on the

transported tracer and the possible divergence of the unresolved flow component. It is shown in [17] that the

turbophoresis term, vs = 1/2∇·a, can be interpreted as a generalization of the Stokes drift associated to surface

wave current and that it plays a key role in the triggering of secondary circulations such as the Langmuir

circulation [23, 24]. Consequently, this velocity is termed Itō-Stokes drift (ISD) in [17]. Notice that, in the

modified advection (2.7), the ISD cancels out for homogeneous random fields (since then the variance tensor is

constant over space).

Many useful properties of the stochastic transport operator Dt have been explored by [19, 25]. In particular, if

a random tracer is transported by the incompressible stochastic flow under suitable boundary conditions, then

the pathwise p-th moment (p ≥ 1) of the tracer is materially and integrally invariant, namely

Dt

(
1

p
Θp

)
= 0, dt

(ˆ
D

1

p
Θp dx

)
= 0. (2.8)

It is worth noting that the transport equation (2.6) can be written in terms of Stratonovich integral [17], as

DtΘ = dtΘ+ (v∗ dt+ σ ◦ dBt) ·∇Θ = 0. (2.9)

The Stratonovich integral has the advantage of fulfilling a “standard” chain rule, so that the notation Dt for

the transport operator similar to the material derivative. Itō calculus introduces second order terms – such as
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the diffusion term – which becomes implicit in the Stratonovich integral. Because of this, Stratonovich noise

is not anymore a martingale and is not of null expectation. Moreover, it is possible to move safely from one

integral to the other under some regularity assumptions. In the following we will use the Stratonovich notation.

3 Non linear Shallow Water equations under location uncertainty

In this section, we derive a stochastic representation of ocean waves in the near-shore zone, focusing on the

derivation of models going from the Shallow water model to the Serre-Green-Nagdi model. Our stochastic

derivation is similar to the scaling procedure described in [26]. Our derivation starts from the general 3D Euler

equations in the LU setting, which read

dtv + (v − 1

2
∇· a) · ∇vdt+ (σ◦dBt · ∇)v = −1

ρ
∇(Pdt+ dhσ

t )− gzdt, (3.1)

∇ · (v − 1

2
∇· a) = 0, (3.2)

denoting v = (u, w) the three-dimensional velocity decomposed in terms of horizontal, u, and vertical, w,

components. The pressure is denoted P , while ρ and g stand for the density and the gravitational vector

directed along the vertical direction, respectively.

Shallow water conditions are characterised by a water depth h being much smaller than the wave length scale

L ∼ 1/|k| , where k denotes the wave number. This condition is often expressed through the quantity β =

kh0 ≪ 1, which informs about the predominance of dispersion. In linear theory, the amplitude A of the wave is

small and tends to zero when the characteristic scale tends to infinity. Another quantity is usually introduced

to measure the non-linear effects: ϵ = A/h0. Shoaling processes start for β ≤ 1 (i.e. when wavelength and depth

have the same order) and ends when the waves break at ϵ ≥ 1 (an illustration is provided in figure 1, which

was borrowed from [27]). Thus, shoaling requires asymptotic models with short wavelength and high wave

amplitude. These adimensional numbers are used to build approximated solutions of the shallow water waves

system, ranging from weakly nonlinear Boussinesq models (small amplitude regime, β2 << 1 and ϵ = O(β2)) to

the nonlinear Serre-Green-Naghdi system (large amplitude regime). As it will be shown in section 3.1, within

the modeling under uncertainty setting the Serre-Green-Naghdi model reads

D
H

t η = −h
(
∇H · (u− 1

2
Υϵus)dt+Υ∇H · σ◦dBH

t

)
, (3.3a)

D
H

t u+∇Hηdt−
1

h
ϵβ2∇H

(h3

3
(dG)

)
= O(β4, ϵβ4), (3.3b)

with

dG(x, t) = D
H

t (∇H · u)− ϵ∇H ·
(
(u− 1

2
Υϵus)dt+Υ

1/2σ◦dBH

t

)
∇H · u. (3.4)

The notation DH
t f stands for the Stratonovich transport operator with respect to vertically averaged stochastic

flow components,

D
H

t f = dtf + ϵ∇Hf · u∗ dt+Υ
1/2ϵ∇Hf · σ◦dBH

t , (3.5)

with the depth averaged horizontal velocity

u(x, t) =
1

h

ˆ h(x,t)

0

u(z)dz. (3.6)

The last left-hand side term of (3.3b) can be understood as a pressure term associated to the vertical velocity

component acceleration corrected by compressibility effects. This term is quite intuitively a function of the

average horizontal velocity divergence. Overall, the system constitutes a stochastic version of the Serre-Green-

Naghdi equations [28, 29]: compared to the original deterministic model, it includes an additional transport noise
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Figure 1: Illustration of shoaling processes, borrowed from [27]. As the waves approach the coasts, both the
typical wavelength and the water depth decrease, the former much faster than the latter. Hence, β decreases
and ϵ increases as the waves approach the coast. Thus, shoaling processes are characterised by moderately large
values of the parameters ϵ and β – that is, away enough from the coast to avoid breaking waves, yet near enough
for the bottom topography to influence the wave dynamics.

term and the contribution of the Itō-Stokes drift induced by the inhomogeneity of the small-scale fluctuations.

A graphical illustration of the bottom topography, water depth and surface deformation is provided on figure 2.

Figure 2: Illustration of the bottom topography ηb, water depth h and surface deformation η.

3.1 Deriving the stochastic Serre-Green-Naghdi system

In this section, we derive a stochastic representation of the Serre-Green-Naghdi model.

3.1.1 Evolution equations

Scaling relations First, we proceed to the following adimentionalisation to define the asymptoptic models.

Consider x = Lx̃, z = h0z̃, v = ϵC0ṽ with C0 =
√
gh0 the characteristic long wave velocity. Also, time is

scaled as T ∼ L/C0. The notation •̃ stands for adimensioned variables. We will further assume the following

incompressible assumption for the noise and the ISD,

∇· σ◦ dBt = 0 and ∇· vs = 0. (3.7)

These assumptions on the noise lead to the global energy conservation – expressed as the sum of the potential

and kinetic energies – of the shallow water system [30], as well as the energy conservation of transported scalar
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[19, 31]. The incompressibility condition on the flow boils down to the classical divergence-free condition

∇· v = 0. (3.8)

This incompressibility condition leads to the scaling w = ϵβC0w̃ for the vertical velocity. In addition, we scale

the noise term and the variance tensor a by Υ
1/2 and Υ, respectively. The incompressibility condition on the

noise term writes

σdBh
t = Υ

1/2Lσ̃dBh
t , (3.9)

with a similar scaling on the horizontal noise displacement. This provides a scaling on the vertical noise

component as

σ◦dBz
t = Υ

1/2ϵβL σ̃◦dBz
t . (3.10)

The variance tensor has the dimension of a viscosity in m2/s. For a deterministic correlation tensor, σ, it is

related to the variance of the flow fluctuation, v′ = (u′, w′)
T

through

a = E(v′v′T )τ, (3.11)

where τ is a decorrelation time. Now denote aHH , aHz and azz the horizontal (2D) matrix variance tensor,

the horizontal-vertical cross vector, and the vertical variance, respectively. Thus, we get the following scaling

relations,

aHH = Υϵ2C0L ãHH (3.12a)

aHz = Υϵ2βC0L ãHz (3.12b)

azz = Υϵ2β2C0L ãzz. (3.12c)

Note that these relations could have been inferred directly from the noise scalings and relation

adt = E(σdBt(σdBt)
T ). (3.13)

Additionally, the ISD component scales as

1/2 ∇· a = (us, ws) = Υϵ2C0

(
∇H̃ · ãHH + ∂z̃ã

Hz, β∇H̃ · ãHz + β∂z̃ã
zz
)
, (3.14)

where ∇H refers to the gradient with respect to the horizontal coordinates. As in the classical setting, we will

assume that the large-scale component of the flow is irrotational and thus

∂ỹũ = ∂x̃ṽ and ∂z̃ũ = β2∇H̃ · w̃, (3.15)

while the adimensional continuity equation is

∇H̃ ũ = −∂z̃w̃. (3.16)

In the long wave assumption, the pressure is scaled by the static pressure as follows

P ∼ ρgh0 and thus P = ρgh0P̃ . (3.17)

The same scaling is assumed for the turbulent pressure, with the additional noise variance scaling Υ
1/2,

dhσ

t = Υ
1/2ρgh0

˜dhσ
t . (3.18)

For simplicity, from now on we will drop the tilde accentuation for the adimensional variables in the following.
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Incompressibility condition Integrating over the z axis, the incompressibility condition (3.2) gives

ˆ h(x,t)

0

∇H · (u− 1

2
Υϵus)dz = −

(
w
(
h(x)

)
− 1

2
Υϵws

(
h(x)

))
. (3.19)

Using Leibniz formula and introducing the depth averaged horizontal effective velocity u∗,

u∗(x, t) =
1

h

ˆ h(x,t)

0

u∗(z)dz, (3.20)

we have

∇H ·
ˆ h(x,t)

0

u∗dz − u∗(h) · ∇Hh = ∇H · (u∗ h)− u∗(h) · ∇Hh = −w∗(h). (3.21)

In the same way, we have for the noise term

∇H · (hσdBH

t )−∇H ·
(
hσdBH

t (h)
)
= −σdBz

t (h). (3.22)

Adimensionned momentum equations Gathering the previous scaled relations, we obtain the following

equations for the horizontal and vertical velocity,

ϵdtu+ ϵ2∇H ·
(
(u− 1

2
Υϵus)u

)
dt+ ϵ2∂z

(
(w − 1

2
Υϵws)u

)
dt+Υ

1/2ϵ2 ∇·
(
σ◦dBH

t u
)
+Υ

1/2ϵ2∂z
(
σ◦dBz

t u
)

= −∇HPdt−Υ
1/2∂xdh

σ

t , (3.23)

and

ϵβ2dtw+ϵ2β2
(
(u−1

2
Υϵus)·∇Hw

)
+ϵ2β2

(
(w−1

2
Υϵws)∂zw

)
dt+ϵ2β2Υ

1/2(σ◦dBH

t ·∇Hw)+ϵ2β2Υ
1/2(σ◦dBz

t∂zw)

= −(∂zP + 1)dt−Υ
1/2∂zdh

σ

t . (3.24)

The vertical momentum equation can be written in a more compact form, that is

ϵβ2Dtw = −∂zdP − 1dt, (3.25)

where P represents the total pressure, sum of the finite variation and martingale pressures. In this formula, 1

stands for the rescaled gravity term.

3.1.2 Boundary conditions

Bottom boundary conditions For the boundary conditions we will assume that w(x, z, t) = σ◦dBz
t = 0

on the bottom z = 0. Due to this last condition we have also aHz = azz = 0 on the bottom. The constraint of

the vertical ISD from (3.14) implies that ∂za
zz(x, 0, t) = 0 on the bottom. As a consequence,

∇· a(x, 0, t) = Υϵ2C0

(
∇H · aHH(x, 0, t) + ∂za

Hz(x, 0, t), 0
)
.

The divergence-free constraint of the ISD leads to following condition on the bottom,

∇H · ∇H · aHH(x, 0, t) = 0. (3.26)

We will also consider that the noise and the ISD have the same characteristics as the large scale velocity near

the bottom: due to the large-scale component being irrotational, the following hold in the vicinity of the bottom

∂y σ◦ dBH

t = ∂x σ◦ dBH

t , β2∇H σ◦ dBz
t = ∂z σ◦ dBH

t at z = δz, (3.27)
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and

∂xvs = ∂yus, β2∇Hws = ∂zus at z = δz. (3.28)

Free surface boundary conditions At the free surface z = h(x, t), we denote by η the surface elevation

variation and consider the scaling

z = h(x, t) = h0

(
1 + ϵη(x, t)

)
,

which leads to

z̃ =
1

h0
h(x, t) =

(
1 + ϵη(x, t)

)
. (3.29)

The evolution of the dimensional surface elevation is given by

(w − ws)dt+ σ◦dBz
t = Dtη, (3.30)

where an effective vertical velocity driving the dynamics of η appears on the left-hand side. This velocity is

composed of the vertical components of the velocity, the ISD, and an additive noise variable linked with rapid

vertical oscillations. As usual in long wave approximations, we assume that the whole pressure is constant at

the interface, and for sake of simplicity we consider that this constant is null, that is

dPt(x, h(x, t), t) = 0. (3.31)

The adimensional form of the free surface evolution (dropping the tilde accentuation) reads,

(
w(h)− 1

2
Υϵws(h)

)
dt+Υ

1/2 σ◦ dBz
t (h) = dtη+ ϵ∇Hη · (u(h)−

1

2
Υϵus(h)) dt+Υ

1/2ϵ∇Hη ·σ◦dBH

t (h). (3.32)

Considering the averaged continuity equations (3.21) we obtain

dtη + ϵ∇Hη · (u− 1

2
Υϵus) dt+Υ

1/2ϵ∇Hη · σ◦dBH

t = − h
(
∇H · (u− 1

2
Υϵus)dt+Υ

1/2∇H · σ◦dBh
t

)
, (3.33)

which can be written more compactly as

D
H

t η = −h
(
∇H · (u− 1

2
Υϵus)dt+Υ

1/2∇H · σ◦dBH

t

)
. (3.34)

Notice that we have introduced an operator D
H

t , that involves only depth average velocity components. More-

over, remark that for homogeneous noise (i.e. with no statistical dependence on space location), the variance

tensor is constant over space and the ISD cancels out. In such a case, the surface elevation dynamics simplifies

in the more intuitive form,

dtη + ϵ∇Hη · u dt+Υ
1/2ϵ∇Hη · σ◦dBH

t = − h
(
∇H · udt+Υ

1/2∇H · σ◦dBH

t

)
. (3.35)

Additionally, in the general case, the integrated ISD can be written in terms of horizontal quantities,

hus =
(ˆ h(x,t)

0

∇H · aHH + aHz(h)
)
= ∇H · (haH)− aHH(h)∇Hh+ aHz(h)

= ∇H · (haH)− aHH(h)∇Hh+ ⟨σ◦dBz
t (h),σ◦dB

H

t (h)⟩

= ∇H · (haH)− aHH(h)∇Hh− 1

2
h∇H · aHH(h). (3.36)
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3.1.3 The wave model

Depth averaged horizontal momentum equation By taking the average of the horizontal momentum

equation, and using Leibniz rules in time and space for stochastic processes (see appendix A), the continuity

relation and the elevation evolution together with the velocity boundary conditions, we obtain

ϵhdtu+ ϵ2h
(
u− 1

2
Υϵus) · ∇H

)
udt+Υ

1/2ϵ2h (σ◦dBH

t · ∇H)u

−hϵ2∇H ·
ˆ h(x,t)

0

(
(u−1

2
Υϵus)udt+Υ

1/2(σ◦dBH

t u)−(u−1

2
Υϵus)udt+Υ

1/2(σ◦dBH

t u)

)
dz = −

ˆ h

0

∇HdPdz.

(3.37)

Now we express below the depth-averaged pressure term involved in the right-hand side of this equation.

Dynamic pressure contribution Decomposing dP = pdt+ dhσ
t , we obtain from Leibniz formula

ˆ h(x,t)

0

∇H(dP )dz = ∇H(hdP )− dP (h)∇Hh = ∇H(hdP ). (3.38)

Moreover, remind that dP is given by integrating the vertical momentum equation (3.25), i.e

−∂z dP = dt+ ϵβ2Dtw. (3.39)

Thus, integrating (3.38) vertically from depth z up to the surface, one has

−p(x, z, t)dt− dhσ

t (x, z, t) = (z − h)dt− ϵβ2

ˆ h

z

Dtw(x, z
′, t)dz′, (3.40)

which implies

−h(pdt+dhσ
t ) = −1

2
h2dt− ϵβ2

ˆ h

0

(ˆ h

z

Dtw(x, z
′, t)dz′

)
dz. (3.41)

In the previous relation, the second right-hand side term can be simplified through integration by part as follows

−ϵβ2

ˆ h

0

(ˆ h

z

Dtwdz
′
)
dz = −ϵβ2

ˆ h

0

z ∂z

(ˆ z

0

Dtwdz
′ −
ˆ h

0

Dtwdz
′
)
dz +

[
z

(ˆ z

0

Dtwdz
′ −
ˆ h

0

Dtwdz
′
)]h

0

= −ϵβ2

ˆ h

0

zDtwdz. (3.42)

Then, the horizontal momentum equation reads

dtu+ ϵ
(
(u− 1

2
Υϵus) · ∇H

)
udt+Υ

1/2ϵ(σ◦dBH

t · ∇H)bu+∇Hηdt+
1

h
ϵβ2 ∇H

ˆ h

0

zDtwdz

= − ϵ

h
∇H ·

ˆ h

0

[
(u− 1

2
Υϵus)u− (u− 1

2
Υϵus)u

]
dz − ϵ

h
Υ

1/2∇H ·
ˆ h

0

[
(σ◦dBH

t u)− (σ◦dBH

t u)

]
dz. (3.43)

So far, no approximation has been introduced in the derivation of this equation. In order to compute the

different terms of this averaged equation and build simplified systems, we introduce now some asymptotic

approximations. In particular, the integral terms on the right-hand side of (3.43) involve both u and its vertical

average value u. This means the system is not closed since one cannot deduce u from u solely. Therefore, one

needs to investigate reliable approximations of these integral terms, as well as of the vertical acceleration term

on the left-hand side of (3.43).
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Expansion of the velocities at the bottom Since the velocity potential is harmonic and irrotational,

expanding the velocity component through a Taylor expansion at z = 0 gives

u(x, z, t) = u(x, 0, t) + ∂zu(x, 0, t)z +
1

2
∂2
zzu(x, 0, t)z

2 +
1

6
∂3
zzzu(x, 0, t)z

3 + O(β4z4)

= u(x, 0, t) + β∇Hw(x, 0, t)︸ ︷︷ ︸
=0

z +
1

2
β∂z∇Hw(x, 0, t)z

2 +
1

6
β∂2

zz∇Hw(x, 0, t)z
3 + O(β4z4)

= u(x, 0, t)− 1

2
β2∇H∇H · u(x, 0, t)z2 − 1

6
β3 ∆H∇Hw(x, 0, t)︸ ︷︷ ︸

=0

z3 + O(β4z4). (3.44)

Notice that, due to both harmonicity and irrotationality conditions, the expansion involves only even orders

terms. Hence, since z at most of the order of h0, we obtain

u(x, z, t) = u(x, 0, t)− 1

2
β2∇H∇H · u(x, 0, t)z2 + O(β4). (3.45)

Averaging this equation, the bottom horizontal velocity ub(x, t) = u(x, 0, t) is expressed as

ub(x, t) = u(x, t) +
1

6
β2h2∇H∇H · ub(x, t) + O(β4). (3.46)

Using the following expansion for ub in (3.46),

ub = u(x, t) + ϵx′ · ∇Hu, (3.47)

we obtain

u(x, z, t) = u(x, t) +
1

6
h2β2 ∇H∇H · u(x, t)− 1

2
β2 ∇H∇H · u(x, t)z2 + O(β4, ϵβ4). (3.48)

Remark that this expansion brings an additional error term of order O(ϵβ4).

For the ISD, proceeding in the exact same way, and assuming it is irrotational at the bottom, we obtain as well

us(x, z, t) = us(x, 0, t) + ∂zus(x, 0, t)z +
1

2
∂2
z2us(x, 0, t)z

2 +
1

6
∂3
z3us(x, 0, t)z

3 + O(β4z4)

= us(x, 0, t)−
1

2
β2∇H∇H · us(x, 0, t)z

2 + O(β4), (3.49)

where we used irrotationality at the bottom and incompressibility of the ISD. Averaging along depth, and

replacing in the above expression the bottom ISD, we get

us(x, z, t) = us(x, t) + O(β2, ϵβ2). (3.50)

Furthermore, for the vertical velocity component w we have

w(x, y, t) = ∂zw(x, 0, t)z +
1

2
∂2
z2w(x, 0, t)z2 +

1

6
∂3
z3w(x, 0, t)z3 + O(β4z4),

= −∇H · u(x, 0, t)z − β2 1

2
∆Hw(x, 0, t)︸ ︷︷ ︸

=0

z2 + β2 1

6
∆H∇H · u(x, 0, t)z3 + O(β4z4),

= −∇H · u(x, 0, t)z + β2 1

6
∆H∇H · u(x, 0, t)z3 + O(β4z4). (3.51)

Making use of the expression of the bottom velocity, we get

w(x, y, t) = −∇H · u(x, t)z + O(β2). (3.52)
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Similarly, for the vertical component of the ISD, one has

ws(x, y, t) = ∂zws(x, 0, t)z +
1

2
∂2
z2ws(x, 0, t)z

2 +
1

6
∂3
z3ws(x, 0, t)z

3 + O(β4z4),

= −∇H · us(x, 0, t)z + β2 1

6
∆H∇H · us(x, 0, t)z

3 + O(β4z4), (3.53)

then

ws(x, y, t) = −∇H · us(x, t)z + O(β2). (3.54)

For the noise term, following the same procedure, the horizontal component is expressed as

σ◦dBH

t (x, z, t) = σ◦dBH

t (x, t)+
1

6
β2h2∇H∇H ·σ◦dBH

t (x, t)−
1

2
β2∇H∇H ·σ◦dBH

t (x, t)z
2+O(β4, ϵβ4). (3.55)

and the vertical one as

σ◦dBz
t (x, y, t) = −∇H · σ◦dBH

t (x, t)z + O(β2). (3.56)

From these formulae, we can approximate the variance tensor components aH , aHz and azz:

aHdt = E(σdBH

t ⊗ σdBH

t ) = E(σdBH

t ⊗ σdBH

t ) + O(β2, ϵβ2)

= aH + O(β2, ϵβ2), (3.57a)

aHzdt = E(σdBH

t σdBz
t ) = −βE(σdBH

t ∇H · σdBH

t ) z + O(β2, ϵβ2)

= −1

2
z∇H · aH + O(β2, ϵβ2), (3.57b)

azzdt = E(σdBz
t σdB

z
t ) = E(∇H · σdBH

t ∇H · σ◦dBH

t ) z
2 + O(β4, ϵβ4)

= z2 adiv + O(β4), (3.57c)

With the above approximations, we observe that all the quadratic integrals scale as

ˆ h

0

[
(u− 1

2
Υϵus)u− (u− 1

2
Υϵus)u

]
dz ∼ O(β4, ϵβ4), (3.58)

ˆ h

0

[
(σ◦dBH

t u)− (σ◦dBH

t u)

]
dz ∼ O(β4, ϵβ4) (3.59)

Besides, the ISD (3.36) reads now

us =
1

h

(
∇H · (haH)− aHH(h)∇Hh− 1

2
h∇H · aHH(h)

)
=

1

2
(∇H · aH) + O(β2, ϵβ2), (3.60)

ws = ∇H · aHz + ∂za
zz

= −z(
1

2
∇H · ∇H · aH − 2adiv) + O(β2, ϵβ2). (3.61)
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Using the approximation of the vertical velocity (3.52), the vertical acceleration relation (3.25) reads

Dtw = −z

(
dt∇H · u+ ϵ

(
(u− 1

2
Υϵus) · ∇H

)
∇H · udt− ϵ

(
∇H · (u− 1

2
Υϵus)∇H · u

)
dt+

ϵΥ
1/2(σ◦dBH

t · ∇H)∇H · u− ϵΥ
1/2(∇H · σ◦dBH

t ∇H · u)
)
+ O(β2, ϵβ2). (3.62)

Eventually, we find the evolution equations for the surface elevation and the depth averaged velocity,

D
H

t η = −h
(
∇H · (u− 1

2
Υϵus)dt+Υ∇H · σ◦dBH

t

)
, (3.63a)

dtu+ ϵ
(
(u− 1

2
Υϵus) · ∇H

)
udt+Υ

1/2ϵ(σ◦dBH

t · ∇H)u+∇Hηdt−
1

h
ϵβ2∇H

(h3

3
(dG)

)
= O(β4, ϵβ4) (3.63b)

with

dG(x, t) =

(
dt∇H · u+ ϵ

(
(u− 1

2
Υϵus) · ∇H

)
∇H · udt− ϵ

(
∇H · (u− 1

2
Υϵus)∇H · u

)
dt

+ ϵΥ
1/2(σ◦dBH

t · ∇H)∇H · udt− ϵΥ
1/2(∇H · σ◦dBH

t ∇H · u
))

,

(3.64)

which can be more compactly written as

dG(x, t) = D
H

t (∇H · u)− ϵ∇H ·
(
(u− 1

2
Υϵus)dt+Υ

1/2σ◦dBH

t

)
∇H · u. (3.65)

This last expression can readily be understood as the acceleration of the average horizontal velocity divergence

corrected by compressibility effects. This system constitutes a stochastic version of the Serre-Green-Naghdi

equations [28, 29]. Compared to the original deterministic model, additional noise terms are involved. Those

terms correspond to small scale advection and are accompanied with a corresponding ISD correction term in

the large scale advection.

Let us now exhibit some simplified models that arise by neglecting higher order terms.

3.2 Shallow water waves approximated models

In this section we present two stochastic representations of classical approximations of the Serre-Green-Naghdi

equations, namely the Shallow Water and the Boussinesq wave models. In addition, we briefly mention a

stochastic version of the Kordeveg-De Vries equation. Through the section, we will make use of the Stokes

number (also called Ursel number), defined as S = ϵ/β2.

Shallow water (or Saint-Venant) long waves approximation For long waves regimes such as tidal

waves, we have β ≪ ϵ = A/h ≪ 1, which corresponds to a Stokes number S ≫ 1. Neglecting in system (3.63)

the terms of order higher than ϵ gives

D
H

t η = −h
(
∇H · (u− 1

2
Υϵus)dt+Υ

1/2∇H · σ◦dBH

t

)
, (3.66a)

dtu+ ϵ
(
(u− 1

2
Υϵus) · ∇H

)
udt+Υ

1/2ϵ(σ◦dBH

t · ∇H)u+∇Hηdt = 0. (3.66b)

This system corresponds to a stochastic version of the 2D Shallow water model [30]. We note that the noise

term is kept assuming Υ is of order 1 or higher. The diffusion term is in balance with the energy brought by the

noise and must be kept to ensure energy conservation. For lower noise amplitude, the system boils down to the

classical deterministic system. Notice that this system results from neglecting the vertical acceleration, which

corresponds to the usual hydrostatic assumption. However, differently from the deterministic (linear) shallow

13



water system, this corresponding linear stochastic system admits dispersive waves as solutions due to the noise

term [3].

Boussinesq approximation Assuming that S ≈ 1 and β ≪ 1, we retain only the terms of order ϵ and β2 in

the system (3.63). Thus, we obtain a stochastic interpretation of Boussinesq wave equation. This system reads

DH

t η = −h
(
∇H · (u− 1

2
Υϵus)dt+Υ

1/2∇H · σ◦dBH

t

)
, (3.67a)

dtu+ ϵ
(
(u− 1

2
Υϵus) · ∇H

)
udt+Υ

1/2ϵ(σ◦dBH

t · ∇H)u+∇Hηdt− ϵβ2
(h2

3
∇H∇H · dtu

)
= O(β4, ϵβ4) (3.67b)

Remark that an additional dispersive term appears compared to the previous system. From the LU Boussinesq

system, one can also derive a stochastic version of the Kordeveg-De Vries (KdV) equation, as developed in

appendix C.

3.3 Discussion on conserved quantities

In this section, we discuss the conservation of the following quantities: mass, momentum and (mechanical)

energy. We consider a bounded horizontal domain SH and assume that the noise term σ◦dBH
t is zero on the

boundary ∂SH . In particular, σ◦dBH
t is periodic.

Mass: We regard mass conservation first. Notice that the total mass m fulfils m =
´
SH

´ h
0
ρ dz dSH , where

SH is the horizontal domain – which can be 1D or 2D depending on the considered problem – and h = (1+ ϵη).

Assuming that ρ = ρ0 is constant, we get m = ρ0h(|SH |+ ϵ
´
SH

η dSH). Hence, dtm ∝ dt

( ´
SH

η dSH

)
.

Moreover, in the three models studied in this paper, the evolution equation of the surface elevation η remains

unchanged and reads

dtη + ϵ (u∗ · ∇H)η dt+Υ
1/2ϵ (σ◦dBH

t · ∇H)η = −h
(
∇H · u∗dt+Υ

1/2∇H · σ◦dBH

t

)
, (3.68)

that is to say, in conservative form,

dtη +∇H · (u∗h)dt+Υ
1/2∇H · (σ◦dBH

t h) = 0. (3.69)

Thus, integrating over the horizontal domain SH and using the divergence theorem, equation (3.69) yields

dt

(ˆ
SH

η dSH

)
+

ˆ
∂SH

(
u∗h dt+Υ

1/2σ◦dBH

t h
)
· dnSH

= 0 (3.70)

Therefore, under suitable boundary conditions – which are periodic with a 1D domain SH in our study – the

horizontal integral of the surface elevation
´
SH

η dSH is conserved, and consequently so is the total mass.

Momentum: To investigate momentum conservation, we define the total momentum p =
´
SH

´ h
0
ρudzdSH =

ρ0
´
SH

hu dSH . Then, we derive its evolution equation: starting from the LU Serre-Green-Naghdi model, we

14



get

dt(hu) =hdtu+ udth = hdtu+ ϵudtη

=− ϵ
(
hu∗ · ∇H

)
udt−Υ

1/2ϵ(hσ◦dBH

t · ∇H)u− h∇Hηdt+ ϵβ2∇H

(h3

3
(dG)

)
− ϵu

(
∇H · (u∗h)dt+Υ

1/2∇H · (σ◦dBH

t h)
)

=− ϵ∇H · (hu⊗ u∗)dt− ϵΥ
1/2∇H · (hu⊗ σ◦dBH

t )−
1

2ϵ
∇Hh

2︸ ︷︷ ︸
=∇H

(
η+ ϵη2

2

)dt+ ϵβ2∇H

(h3

3
(dG)

)
. (3.71)

Similarly as for the mass, for i ∈ {x, y} in 2D, and for i = x in 1D, equation (3.71) yields

dt

( ˆ
SH

hui dSH

)
+ ϵ

ˆ
∂SH

(
huiu

∗ dt+Υ
1/2huiσ◦dBH

t

)
· dnSH

+

ˆ
∂SH

(
(η+

ϵη2

2
)dt− ϵβ2h3

3
dG

)
d(nSH

)i = 0,

(3.72)

using the gradient and the divergence theorems. Remind that dG is defined as

dG(x, t) = D
H

t (∇H · u)− ϵ∇H ·
(
u∗dt+Υ

1/2σ◦dBH

t

)
∇H · u. (3.73)

Again, under suitable boundary conditions – i.e periodic in our work – it is immediate that

ϵ

ˆ
∂SH

(
huiu

∗ dt+Υ
1/2huiσ◦dBH

t

)
· dnSH

+

ˆ
∂SH

(η +
ϵη2

2
)dt d(nSH

)i = 0. (3.74)

Consequently, one has

dt

(ˆ
SH

hui dSH

)
=

ϵβ2

3

ˆ
∂SH

h3dG d(nSH
)i. (3.75)

The water height h being periodic by assumption, it is enough to show that dG is periodic. In the LU Saint-

Venant model, the RHS of equation (3.75) is completely neglected, which is equivalent to assuming dG = 0. In

such case, momentum conservation is immediate. In the LU Boussinesq model, dG is approximated as

dG = dt(∇H · u) =: dGB .

Since u is periodic, ∇H ·u also is, as long as the 1st order space derivatives of u are well defined. Then dt(∇H ·u)
is periodic as well – as long as this term is well-defined – which proves momentum conservation. Regarding the

LU Serre-Green-Naghdi model, we use the “full” equation (3.73) on dG, namely

dG = dGSGN : = D
H

t (∇H · u)− ϵ∇H ·
(
u∗dt+Υ

1/2σ◦dBH

t

)
∇H · u

= dGB + ϵ (u∗ · ∇H)(∇H · u) dt+Υ
1/2ϵ (σ◦dBH

t · ∇H)(∇H · u)

− ϵ∇H ·
(
u∗dt+Υ

1/2σ◦dBH

t

)
∇H · u.

By similar arguments, the new terms on the RHS are periodic since the 2nd order space derivatives of u are,

as long as they are well-defined. Hence, dGSGN is periodic as well, that is momentum is conserved.

Energy: For shallow water models – in particular, the LU Saint-Venant model – the total energy ESW is

defined as follows (using dimensioned velocities u and water height h),

ESW =

ˆ
SH

ˆ h

0

1

2
ρ0∥u∥2 dz dSH +

ˆ
SH

ˆ h

0

ρ0gz dz dSh

=
ρ0
2

ˆ
SH

h∥u∥2dSH +
ρ0g

2

ˆ
SH

h2dSH , (3.76)
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where the two terms on the RHS respectively correspond to the kinetic and potential energies. Scaling u and

h as before, we find the equation on the following rescaled energy equation [32, 33]

ESW =
ϵ2

2

ˆ
SH

h∥u∥2dSH +
1

2

ˆ
SH

h2dSH =
ϵ2

2
(hu,u)L2(SH ,R2) +

1

2
∥h∥2L2(SH ,R) := Ec + Ep, (3.77)

denoting Ec and Ep the scaled total kinetic and potential energies. We also denote ec =
ϵ2

2 h∥u∥
2 and ep = 1

2h
2.

Now, we derive the evolution equation of this energy in the LU Saint-Venant model, using Einstein’s notation

on i,

dtec =
ϵ2

2
u · dt(hu) +

ϵ2

2
hu · dtu

=− ϵ3

2

∑
j∈J

ui∂j(huiu
∗
j )dt−

ϵ3Υ
1/2

2

∑
j∈J

ui∂j(hui(σ◦dBH

t )j)−
ϵ

2
hui∂ih dt

)
− ϵ3

2

∑
j∈J

huiu
∗
j∂juidt−

ϵ3Υ
1/2

2

∑
j∈J

hui(σ◦dBH

t )j∂jui −
ϵ

2
hui∂ih dt

)
=− ϵ3

2
∇H · (hu2

iu
∗)dt− ϵ3

2
Υ

1/2∇H · (hu2
i (σ◦dB

H

t )j)− ϵhui∂ih dt
)
,

and

dtep = h · dth = −ϵh∂i(hu
∗
i )dt− ϵΥ

1/2h∂i(h(σ◦dBH

t )i),

where J = {x} is the problem is 1D and J = {x, y} if it is 2D. Thus, the quantity e = ec + ep fulfils

∇· te =− ϵ3

2
∇H · (h∥u∥2u∗)dt− ϵ3

2
Υ

1/2∇H · (h∥u∥2σ◦dBH

t )− ϵ∇H · (h2u)dt (3.78)

+
ϵΥ

4
h∇H · (hus) dt− ϵΥ

1/2h∇H · (hσ◦dBH

t ).

Integrating over the domain SH , using the divergence theorem and periodic boundary conditions, we get by

integration by parts the evolution equation of the total Saint-Venant energy ESV ,

dtESV =

ˆ
SH

[
− ϵΥ

8
us · ∇Hh

2 dt+
ϵ

2
Υ

1/2σ◦dBH

t · ∇Hh
2
]
dSH (3.79)

=

ˆ
SH

[ϵΥ
8
h2∇H · us dt−

ϵ

2
Υ

1/2h2∇H · σ◦dBH

t

]
dSH .

Consequently, for the LU Saint-Venant model – that is assuming dG = 0 – energy conservation is enforced

by choosing the noise term σ◦dBt such that ∇H · σ◦dBH

t = ∇H · us = 0. We denote this assumption (DF-

BHNISD), standing for “divergence free barotropic horizontal noise and Itō-Stokes drift”. However, in 1D

problems, this condition does not make much physical sense since it is equivalent to considering a constant hor-

izontal noise over space. For this reason, energy conservation is not ensured in our numerical simulations, since

they were performed with more general noises which do not fulfil this assumption. Nevertheless, we anticipate

that performing 2D test simulations of this stochastic Saint-Venant equation with non trivial divergence free

noise would lead to numerical energy conservation results.

For the LU Serre-Green-Naghdi model, the energy is rather defined as [32, 34]

ESGN =
ϵ2

2
(hu,u)L2(SH ,R2) +

1

2
∥h∥2L2(SH ,R) +

ϵ3β2

6
(h3∇H · u,∇H · u)L2(SH ,R). (3.80)

Using the same notations ec and ep as before, and defining epv = 1
6h

3(∇H · u)2 and e = ec + ep + epv, one has

16



similarly

dtESGN =

ˆ
SH

[
− ϵ3β2

3
h3(∇H · u)dG+

ϵ3β2

2
h2dth(∇H · u)2 + ϵ3β2

3
h3(∇H · u)dt(∇H · u)

]
dSH , (3.81)

using that ∇H · σ◦dBH

t = ∇H · us = 0. Now, computing the first term in the integrand yields

−ϵ3β2

3
h3(∇H · u)dG =− ϵ3β2

3
h3(∇H · u)dt(∇H · u)− ϵ4β2

3
h3(∇H · u)(u∗dt+Υ

1/2σ◦dBH

t ) · ∇H(∇H · u)

+
ϵ4β2

3
h3(∇H · u)2∇H · (u∗ dt+Υ

1/2σ◦dBH

t ), (3.82)

that is

−ϵ3β2

3
h3(∇H · u)dG+

ϵ3β2

3
h3(∇H · u)dt(∇H · u) =− ϵ4β2

6
h3(u∗dt+Υ

1/2σ◦dBH

t ) · ∇H(∇H · u)2 (3.83)

+
ϵ4β2

3
h3(∇H · u)2∇H · (u∗ dt+Υ

1/2σ◦dBH

t ).

In addition, the second term in the integrand is

ϵ3β2

2
h2dth(∇H · u)2 = −ϵ4β2

2
h2(∇H · u)2∇H · (hu∗dt+Υ

1/2hσ◦dBH

t ) (3.84)

= −ϵ4β2

2
h3(∇H · u)2∇H · (u∗dt+Υ

1/2σ◦dBH

t )−
ϵ4β2

6
(∇H · u)2(u∗dt+Υ

1/2σ◦dBH

t ) · ∇Hh
3.

Consequently,

dtESGN =
ϵ4β2

6

ˆ
SH

[
h3(u∗dt+Υ

1/2σ◦dBH

t ) · ∇H(∇H · u)2
]
dSH

+
ϵ4β2

6

ˆ
SH

[
h3(∇H · u)2∇H · (u∗ dt+Υ

1/2σ◦dBH

t )
]
dSH

+
ϵ4β2

6

ˆ
SH

[
(∇H · u)2(u∗dt+Υ

1/2σ◦dBH

t ) · ∇Hh
3
]
dSH

=
ϵ4β2

6

ˆ
SH

∇H ·
[
h3(∇H · u)2(u∗dt+Υ

1/2σ◦dBH

t )
]
dSH = 0, (3.85)

using the divergence theorem and the periodic boundary conditions again. Notice that no assumptions where

made in addition to the one for the Saint-Venant model, that is (DF-BHNISD). As before, this assumption

leads to a space constant noise in the 1D case, therefore it is anticipated that the energy is not conserved in our

simulations. Moreover, the previous calculations show that (DF-BHNISD) is not enough to enforce energy

conservation in the LU Boussinesq model for both the energies ESW and ESGN , which is coherent with the

deterministic Boussinesq model.

4 Numerical simulations

In this section, we present some numerical simulations we made to test the three models derived. The Julia

code that we produced is based on the work of Vincent Duchêne and Pierre Navarro, who proposed a variety

of wave models implementations in the deterministic setting – see the documentation in the following link:

http://waterwavesmodels.github.io/WaterWaves1D.jl/dev/ [35]. These models are essentially based on pseudo-

spectral resolution methods, which justifies the use of periodic boundary conditions. We adapted their numerical

framework to the stochastic case, introducing implementations of the noise terms and the ISDs for this purpose.

Regarding the purely stochastic aspects, we consider noises with wave spatial structure. This is justified by the

shape of solutions found in [3]: considering a constant noise a first, the authors showed that the system admits
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progressive wave solutions. Then, they extend the analysis to systems where the noise is itself a progressive

wave. In the end, the 1D noise we consider is the following,

σ(x)dWt = A cos(kx)dβ1
t +A sin(kx)dβ2

t , (4.1)

where A denotes the amplitude of the noise and dβ1
t , dβ

2
t denote Brownian motions. Using a Box-Muller

argument, this shape is equivalent to

σ(x)dWt = A cos(kx+ ϕt)dβt, (4.2)

where ϕt is a uniformly distributed random phase on (−π, π), such that for all t ̸= s, ϕt and ϕs are independent.

Additionally, dβt is a Brownian motion. In our simulations, the noise wave number is set to k = 2π/100 ,

and the noise amplitude may take the following values: A = 0.001, A = 0.005 or A = 0.01. Notice that the

dimensioned noise scales like Aϵ
√
gh0 as a consequence. The value of wave number k is chosen to be at least

one order of magnitude smaller than the typical wave number of the deterministic wave. This is because our

simulations showed that noise terms with too small space scale oscillations lead to numerical instability, and

enables us to further discuss the presence of an additive noise term in the water elevation dynamics. The

values of amplitude where chosen to be much smaller than the typical height of the wave. Numerically, we have

observed that A = 0.001 yields slight perturbations of the deterministic waves – that is typical realisations of

each LU model is similar to its deterministic counterpart – while A = 0.01 induces a more “noisy” dynamics

– that is typical realisations are essentially noise driven. In addition, we chose A = 0.005 as an enlightening

intermediate case.

Our tests are based on computing the evolution of the deformation surface η, with a “heap of water” type initial

condition. Namely, the initial surface deformation is set to be η(x, t = 0) = exp(−x4), while the initial velocity

is set to u(x, t = 0) = 0. All of our tests were performed on a numerical 1D tank [−L,L] with L = 50, which

is discretised with N = 211 spatial points. The timestep is chosen to be dt = 0.005s, and we assume periodic

boundary conditions. To enforce these conditions on the noise terms as well, we multiply them the function

sα(x) = exp
(

1
α2

(
1 − 1

1−(x/L)2

))
, with α = 10, in order to make them vanish on the boundary. The initial

condition on η and the profile of sα are given on figure 3.

Figure 3: Initial surface deformation (left) and boundary conditions enforcement function sα (right, α = 10).

Moreover, we propose two sets of parameters for testing our models

• β = 0.01 and ϵ = 0.1 (P1), so that the scaling conditions associated with the Shallow Water model hold

(and in particular, they hold for the Boussinesq model as well). Therefore, the three models should give

qualitatively similar results.

• β = 0.1 and ϵ = 0.1 (P2), so that the scaling conditions of the Shallow Water and the Boussinesq models

do not hold. Thus, these models should give qualitatively distinct – yet not dramatically different – results.
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Additionally, we will compare our stochastic models to the deterministic one dimensional Water Waves model.

Furthermore, two options are available for simulating our models, depending on whether we consider a “true”

Stratonovitch noise or if we rewrite it in Itō form. In the former case, we may adopt a stochastic Euler-Heun

approach as developed in [36], where the computation of the stochastic diffusion becomes implicit. In the latter

case however, one needs to give an analytical expression for the stochastic diffusion. Even though one can

compute them in the LU Saint-Venant and the LU Boussinesq systems, this correction term becomes extremely

complex in the LU Serre-Green-Naghdi model due to the term dG. Therefore, we rather adopted the first

approach using the stochastic Euler-Heun method.

Moreover, for numerical stability reasons, we used a stochastic version of the order 4 Runge-Kutta algorithm

(RK4), rather than the (simpler) Euler-Maruyama algorithm. For instance, the (deterministic) Saint-Venant

equations are known to be dramatically more stable when solved with the order 4 Runge-Kutta rather than the

Euler method. In summary, the solving algorithm we used is essentially the following: we treat the bounded

variation term as in the classical RK4 method, and the martingale term as in the stochastic Euler-Heun method.

Such approach has been studied in more details in [37, 38, 39].

Furthermore, since water elevation equations on η are the same in the three models we study – regarding for

example equation (3.68) – one may notice the presence of the term

Υ
1/2h∇H · (σ◦dBH

t ) = Υ
1/2∇H · (σ◦dBH

t ) + ϵΥ
1/2η∇H · (σ◦dBH

t ).

This shows the existence of an additive noise term Υ
1/2∇H · (σ◦dBH

t ) in the water elevation dynamics. Its effect

is illustrated by Figure 4: due to this term, the surface elevation is not flat “away from the wave”, which is a

strong difference compared to the deterministic setting. To facilitate the comparison between our models and

their deterministic counterparts, we chose to disregard this additive noise term in our simulations. This can be

interpreted as a filtering of the lower wave numbers – i.e. large scale dynamics.

Figure 4: Realisations of the LU Saint-Venant model, with additive noise (left) and without (right). We only
plot the solution over the domain [−20, 20], at t = 5s. Parameter set: (P1) – Wave number: k = 2π/100 –
Amplitude: 0.001.

4.1 Qualitative analysis on the effect of the noise

In this subsection, we give some qualitative insights about the effect of the noise on the dynamics of the system.

For this purpose, we compare each deterministic solution to a solution of the associated LU interpretation,

disregarding the effect of the additive noise term previously mentioned.
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4.1.1 Parameters (P1)

Considering the parameters (P1), we compared the deterministic Saint-Venant, Boussinesq and Serre-Green-

Naghdi models (blue curves) to realisations of their associated LU models (orange curves), using the 1D Water

Waves as a reference (green curves). The noise we chose has the shape of a stationary wave, with wave number

k = 2π/10 . Figure 5 show realisations of these models at t = 5s, for different noise amplitudes.

Figure 5: Comparison between the surface deformation of the deterministic Saint-Venant (1st row), Boussinesq
(2nd row) and Serre-Green-Naghdi (3rd row) models and realisations of their LU interpretations. Parameter
set: (P1) – Wave number: k = 2π/100 – Amplitude, from left to right: 0.001, 0.005 and 0.01.

We observe that deterministic solutions are close to the Water Waves solution. This is expected regarding

the scaling of β = 0.01 ≪ 1. Moreover, the LU systems seem to converge to their respectively associated

deterministic solution for a vanishing noise, thus giving consistency to the LU interpretation of the wave

equations. In both cases, the noise tends to break the spatial symmetry of the wave. This stems from the

shape of the noise, which is a sum of a symmetric function – A cos(kx)dβ1
t – and an antisymmetric function –

A sin(kx)dβ2
t .

4.1.2 Parameters (P2)

The symmetry breaking mentioned in the previous subsection is also observed in 6, where we use parameters

(P2). However, in this case, the parameter β = 0.1 does not match the validity conditions of the Saint-Venant

equations since β ∼ ϵ. Therefore, the Water Waves solution is expected to differ from the Saint-Venant ones,

in both deterministic and LU forms. This is observed in figure 6, indeed. In addition, the LU Boussinesq and

LU Serre-Green-Naghdi appear to give an interesting variability to their deterministic versions. However, the

LU Serre-Green-Naghdi model yields numerical instabilities when choosing larger values of β – e.g. β = 1.

This is due to a periodicity default caused by the symmetry breaking of the wave, which does not exist in the

deterministic setting. To tackle this issue, we think of investigating numerical models in conservative form –

that is computing the water elevation/momentum variables (η, hu) rather than the water elevation/momentum

variables (η, u). For similar reasons, our implementation does not enjoy conservation of physical quantities
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discussed earlier. Although it is relatively simple to translate our LU Saint-Venant algorithm into conservative

form – which then conserves mass, momentum and energy up to machine accuracy – our LU Boussinesq and

LU Serre-Green-Naghdi algorithms are more challenging to adapt due to the presence of the term dG. We

expect such numerical method to be more stable than the currently used one, and to allow investigating how

multi-scale location uncertainty affects the waves dynamics. This is subject to further work.

Figure 6: Comparison between the surface deformation of the deterministic Saint-Venant (1st row), Boussinesq
(2nd row) and Serre-Green-Naghdi (3rd row) models and their LU interpretations. Parameter set: (P2) – Wave
number: k = 2π/100 – Amplitude, from left to right: 0.001, 0.005 and 0.01. The bottom right figure illustrates
that the LU Serre-Green-Naghdi model is unstable for large enough noise amplitudes.

4.2 Numerical estimation of the noise-induced spreading

In this section, we analyse the first and second order statistics of each LU wave model in the setting described

above, at time t = 5s. Again, we will study these models in the sets of parameters (P1) for the LU Saint-Venant

model, and (P2) for the LU Boussinesq and Serre-Green-Naghdi models. The LU models statistics we analyse

are computed with 130 realisations of each stochastic model.

A spreading arises from LU Saint-Venant model, which appears to grow linearly with the amplitude of the

noise – see Fig 7 . Also, is concentrated in the “upstream” of the wave, which is expected since it would be

physically irrelevant for the wave to affect a region where it has not passed. In addition, the means and the

standard deviations appear to be space symmetric – up to statistical error – which suggests the distribution is

also space symmetric. Moreover, there exists a significant spreading at the peak of the wave for strong enough

noise amplitudes.

Regarding the LU Boussinesq and Serre-Green-Naghdi models, the same remarks on the peak spreading and

the symmetry of the means and standard deviations apply – see Fig 8. Again, the spreading is concentrated

in the “upstream” of the wave, specifically at its peaks and troughs. In particular, the maximum height value

of the LU models varies depending on the stochastic realisation. Such observation gives lines of approach for

building stochastic models by selecting the noise σ to data, using for instance calibration or data assimilation
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Figure 7: First and second order statistics of the LU Saint-Venant model at t = 5s, compared to the associated
deterministic model and the water waves one. In addition, an evaluation of the spreading – defined here as 3
times the empirical standard deviation – is given for different values of noise amplitude (orange area). We only
plot the solution over the domain [−20, 20]. Parameter set: (P1) – Wave number: k = 2π/100 – Amplitude,
from left to right: 0.001, 0.005 and 0.01.

Figure 8: First and second order statistics of the LU Boussinesq (1st row) and LU Serre-Green-Naghdi (2nd
row) models at t = 5s, compared to the associated deterministic models and the water waves one. In addition,
an evaluation of the spreading – defined here as 3 times the empirical standard deviation – is given for different
values of noise amplitude (orange area). We only plot the solution over the domain [−20, 20]. Parameter set:
(P2) – Wave number: k = 2π/100 – Amplitude, from left to right: 0.001, 0.005 and 0.01.

techniques.

Although the Serre-Green-Naghdi and the Boussinesq models give similar results for the parameters (P2), we

expect that much more differences would be observed between the two models with β = 1 and ϵ = 0.1. As

mentioned before, wave models written in conservative form should be more stable and allow to perform such

tests in this configuration.

5 Conclusion and discussion

In this work, we investigated the stochastic representation of several shallow water coastal wave models within

the LU framework. These stochastic models maintain the same conservation properties formally and thus exhibit

physical consistency with their deterministic counterparts. We demonstrated numerically that they induce a

pathwise symmetry breaking, accompanied by a restoration of this symmetry in law, which is a property that

should be expected in representing turbulent effects. For low noise amplitudes, the studied models have shown

to converge toward the deterministic solutions. For large amplitudes, we need to transition to a numerical

scheme in conservation form. This will be the subject of a future study.
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A Appendix 1: Leibniz formula

We give in the following the expression of the Leibniz integral rule for a stochastic process. We want to evaluate

the derivative of an integral of the form ˆ b(x,t)

a(x,t)

f(x, z, t)dz,

with respect to the space, x, and time, t, and where a(x, z, t), b(x, z, t) and f(x, z, t) are continuous C2-

semimartingale. For the space variable, no time derivative is at play and the usual formula stands:

∂

∂x

ˆ b(x,t)

a(x,t)

f(x, z, t)dz =

ˆ b(x,t)

a(x,t)

∂xf(x, z, t)dz + ∂xb f(x, b(x, t), t)− ∂xa f(x, a(x, t), t).

Differentiation with respect to time, involves now a stochastic integration. Understanding the stochastic integral

in the Stratonovich setting, we have,

dt

ˆ b(x,t)

a(x,t)

f(x, z, t)dz =

ˆ b(x,t)

a(x,t)

dtf(x, z, t)dz + dtb f(x, b(x, t), t)− dta f(x, b(x, t), t).

The key argument of proof consists in defining the functions F (x, y, t) =
´ y
z1
f(x, z, t)dz and G(x, a, b, t) =´ b(x,t)

a(x,t)
f(x, z, t)dz, then link them with a functional relation, that is

G(x, a, b, t) =

ˆ b(x,t)

0

f(x, z, t)dz −
ˆ a(x,t)

0

f(x, z, t)dz

= F
(
x, b(x, t), t

)
− F

(
x, a(x, t), t

)
.

Now we introduce the following chain rule for Stratonovich calculus,

Theorem A.1 (Generalized Itō’s formula – Stratonovich form). Let θ(x, t),x ∈ Ω be a continuous C3-process

and a continuous C2-semimartingale, let Xt be a continuous semimartingale with values in Ω. Then, the

following formula is satisfied :

dθ(Xt, t) = dtθ(Xt, t) +
∂θ

∂xi
(Xt, t) ◦ dXi

t . (A.1)

Upon applying this on G(x, a, b, t), we obtain

dtG = dtF (x, b(x, t), t) + ∂bF (x, b(x, t), t)dtb− dtF (x, a(x, t), t)− ∂bF (x, b(x, t), t)dta

=

ˆ b(x,t)

a(x,t)

dtf(x, z, t)dz + dtb f(x, b(x, t), t)− dta f(x, b(x, t), t),

To interpret the stochastic integral in the Itō setting, we would need to adapt the previous chain rule as follows,

Theorem A.2 (Generalized Itō’s formula – Itō form). Let θ(x, t),x ∈ Ω be a continuous C2-process and a

continuous C1-semimartingale, let Xt be a continuous semimartingale with values in Ω. Then, θ(Xt, t) is a

continuous semimartingale satisfying

dθ(Xt, t) = dtθ(Xt, t) +
∂θ

∂xi
(Xt, t)dX

i
t +

1

2

∂2θ

∂xi∂xj
(Xt, t)d

〈
Xi, Xj

〉
t
+ d

〈 ∂θ

∂xi
(X, ·), Xi

〉
t
. (A.2)
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Applying it to the process G(x, a, b, t), we obtain

dtG =

ˆ b(x,t)

a(x,t)

dtf(x, z, t)dz + dtb f(x, b(x, t), t)− dta f(x, b(x, t), t)+

d⟨f(x, b(x, t), t), b⟩tdt− d⟨f(x, a(x, t), t), a⟩tdt+
1

2
d⟨b, b⟩t∂2

b2F (x, b(x, t), t)− 1

2
d⟨a, a⟩t∂2

a2F (x, a(x, t), t)dt. (A.3)

This latter includes several additional quadratic variation terms, and is more cumbersome to use in formal

developments. However, this expression is necessary to access to the mathematical expectation.

B Appendix 2: Quadratic covariation

In stochastic calculus, the quadratic covariation (or cross-variance) of two processes X and Y is defined as

⟨X,Y ⟩t = lim
n→0

pn∑
i=1

(Xn
i −Xn

i−1)(Y
n
i − Y n

i−1), (B.1)

where 0 = tn0 < tn1 < · · · < tnpn
= t is a partition of the interval [0, t]. The previous limit, if it exists, is defined

in the sense of convergence in probability.

Let X and Y two continuous semimartingales, defined as Xt = X0 + At +Mt, Yt = Y0 + Bt +Nt, M,N being

martingales and A,B finite variation processes. In this context, their quadratic covariation (B.1) exists, and is

given by

⟨X,Y ⟩t = ⟨M,N⟩t. (B.2)

In particular, the quadratic variation of a standard Brownian motion B (as a martingale) is ⟨B⟩t := ⟨B,B⟩t = t,

by definition.

Quadratic covariations play an important role in stochastic calculus, as they arise in Itō’s lemma, which can

be interpreted as a stochastic chain rule. In particular, these terms are involved in the Itō integration by parts

formula,

dt(XY ) = XdtY + Y dtX + d⟨X,Y ⟩t, (B.3)

and in Itō’s isometry, expressing the covariance of two Itō integrals: let f and g two predictable processes such

that
´ t
0
f2d⟨M,M⟩s and

´ t
0
g2d⟨N,N⟩s are finite, then

E
[( ˆ t

0

fdMs

)( ˆ t

0

gdNs

)]
= E

[ ˆ t

0

fgd⟨M,N⟩s
]
. (B.4)

C Appendix 3: LU Kordeveg - De Vries equation

To derive the LU interpretation of the Kordeveg - De Vries equation (KdV), we will adapt a standard procedure

to the stochastic case [40]. For simplification purpose, we will assume homogeneity in the transverse direction

and consider in the following a 1D version of the Boussinesq model. Assuming that the bottom is flat, the 1D

Boussinesq model reads

DH

t η = −h
(
∂x(u− 1

2
Υϵus)dt+Υ

1/2∂xσ◦dBx
t

)
, (C.1a)

dtu+ ϵ
(
u− 1

2
Υϵus

)
∂xudt+Υ

1/2ϵσ◦dBx
t ∂xu+ ∂xηdt− ϵβ2

(h2

3
∂2
xxdtu

)
= O(β4, ϵβ4) (C.1b)
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The solutions we consider for the above Boussinesq system are assumed to be waves, and we apply the following

change of variable: ξ = x − t + φt, where φt = f(Bt) is a random phase that does not depends on x. The

wave shape is also assumed to change on a large temporal scale τ = ϵt. The depth averaged horizontal velocity

u(ξ, τ, φ) and the surface elevation η(ξ, τ, φ) are assumed to be smooth functions. The noise σ◦dBx
t (ξ, τ) is

assumed to be homogeneous, and thus is associated to a constant variance tensor and a zero ISD. In this new

formalism the surface elevation equation reads

−∂ξη dt+ ϵ∂τη dt+ ∂φηf
′(Bt)dBt + ϵu∂ξη dt+Υ

1/2ϵ σ◦ dBx
t ∂ξη + h

(
∂ξudt+Υ

1/2∂ξ σ◦ dBx
t

)
= 0. (C.2)

After converting this equation in Itō form, terms of finite variations (ie “dt” terms) and martingale terms (i.e.

“dBt” terms) can be rigorously separated by the Biechteller-Delacherie theorem. For the martingale terms we

have

∂φη f
′(Bt)dBt = −Υ

1/2∂ξ(hσdB
x
t ), (C.3)

and for the finite variation terms

−∂ξη + ϵ∂τη + ϵu∂ξη − 1

2
Υϵ2aH∂ξξη + h∂ξu = 0. (C.4)

Moreover,for the velocity equation we have

− ∂ξudt+ ϵ∂τudt+ ∂φuf
′(Bt)dBt + ϵu∂ξudt+Υ

1/2ϵ σ◦ dBx
t ∂ξu

− 1

2
Υϵ2āhh∂2

ξξudt+ ∂ξη dt−
1

h
ϵβ2

(h3

3
∂2
ξξ(−∂ξu+ ϵ∂τu)

)
dt = O(β4, ϵβ4).

(C.5)

Then, the martingale terms yield

∂φuf
′(Bt)dBt = −Υ

1/2ϵ σ◦ dBx
t ∂ξu (C.6)

and for the finite variation terms

−∂ξu+ ϵ∂τu+ ϵu∂ξu− 1

2
Υϵ2aH∂ξξu+ ∂ξη +

1

h
ϵβ2

(h3

3
(∂3

ξξξu− ϵ∂3
ξξτu

)
= 0. (C.7)

Expanding u and η in terms of the small parameter ϵ as q = q0 + ϵq1 + · · · , and identifying the equations term

by term of corresponding order, we get for the zero order terms,

∂ξη0 = ∂ξu0 and hence η0 = u0.

At order ϵ, for a noise of magnitude up to Υ ∼ O(1), we obtain the system

− ∂ξu1 + ∂τη0 + η0∂ξη0 + ∂ξη1 +
1

3
∂3
ξξξη0 = 0,

− ∂ξη1 + ∂τη0 + 2η0∂ξη0 + ∂ξu1 = 0,

from which one gets immediately the classical KdV equation with random phase

∂τη0 +
3

2
η0∂ξη0 +

1

6
∂3
ξξξη0 = 0. (C.8)

This equation has the structure of a Burger equation with an additional dispersive term. A modified KdV

equation is obtained by considering a stronger noise of amplitude Υ ∼ 1/ϵ. In that case the second order

terms must be kept in the Taylor development of terms at ϵ order. Eventually, one obtains the dissipative KdV

25



equation (with random phase)

∂τη0 +
3

2
η0∂ξη0 −

1

2
aH∂ξξη0 +

1

6
∂3
ξξξη0 = 0. (C.9)

The random phase of both KdV equation is determined by (C.3) and (C.6). From the latter, we notice

immediately that f ′(B) and ϵ must share the same order for the solution not to be trivial. At order ϵ from

(C.6), one has

∂φη0 f
′(Bt)dBt = −Υ

1/2∂ξη0σdB
0,x
t .

A simple way to choose f is to impose f(Bt) = −kΥ
1/2ϵkσBt and σ = kσ, where kσ is associated to the waves

form

η0 = h0e
i(kx−ωt−ϵΥ1/2kkσBt). (C.10)

This solution corresponds to stochastic linear waves solutions as derived in [4]. Note that the derivations above

have been done using the strong hypothesis of u and η being smooth functions of time – more precisely of finite

variation. Looking now for more general stochastic solutions, one considers the following variables

u(ξ, τ), σ◦dBH

t (ξ, τ), η(ξ, τ), (C.11)

which are not differentiable with respect to τ (i.e. they are semi-martingale stochastic processes). Making the

same assumptions and deriving the equations in Stratonovich form in the same way as previously, we obtain

two coupled SPDE’s,

−∂ξηdt+ ϵdτη + ϵu∂ξη dt+Υ
1/2ϵ σ◦ dBt∂ξη + h

(
∂ξudt+Υ

1/2∂ξ σ◦ dBx
t

)
= 0, (C.12)

and

− ∂ξudt+ ϵdτu+ ϵu∂ξudt+Υ
1/2ϵ σ◦ dBx

t ∂ξu

+ ∂ξη dt−
1

h
ϵβ2

(h3

3
∂2
ξξ(−∂ξu+ ϵ∂τu)

)
dt = O(β4, ϵβ4).

(C.13)

At zeroth order the system reads

∂ξη0 = ∂ξu0, hence η0 = u0 together with ∂ξ σ◦ dB0,x
t = 0.

At order ϵ, one has

− ∂ξu1dt+ dτη0 + η0∂ξη0dt+Υ
1/2 σ◦ dB0,x

t ∂ξη0 + ∂ξη1dt+
1

3
∂3
ξξξη0dt = 0,

− ∂ξη1dt+ dτη0 +Υ
1/2 σ◦ dB0,x

t ∂ξη0 + 2η0∂ξη0dt+ ∂ξu1dt +Υ
1/2∂ξ σ◦ dB1,x

t = 0.

Assuming that the noise terms σ◦dB1,x
t does not depend on space, yet making no assumption on σ◦dB0,x

t ,

one obtains a stochastic KdV equation with transport noise,

dτη0 +
3

2
η0∂ξη0dt+Υ

1/2 σ◦ dB0,x
t ∂ξη0 +

1

6
∂3
ξξξη0dt = 0. (C.14)

Relaxing the spatially constant noise assumption on σ◦dB1,x
t would add an additive stochastic forcing 1

2Υ
1/2∂ξσ◦

dB1,x
t . In such a case, we would get a stochastic KdV equation forced by an additive white noise of the form

studied in [41], and for which existence and unicity of solution have been shown in the Sobolev space H1(R).

Without this additive forcing term, we face a simpler system that boils down to the deterministic one. As a
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matter of fact, proceeding to the change of variable suggested by Wadati [42], one has

X = ξ − 2

3
Υ

1/2

ˆ t

0

σ◦dBs
0,x, (C.15)

with σ being constant over time and space. Now reparametrising η(ξ, τ) as η′(X, t), we obtain the unperturbed

KdV equation

dtη
′
0 +

3

2
η′0∂Xη′0dt+

1

6
∂3
XXXη′0dt = 0, (C.16)

using the chain rules ∂ξη = ∂Xη′∂ξX = ∂Xη′ and dτη = ∂Xη′dtX + dtη
′. Such an equation admits a solitary

travelling wave solution given by

η′0(X, t) = A sech2
(√3

4
A(X − (1 +

1

2
A)t

)
. (C.17)

Note that considering a solution with a random phase would lead to the presence of a new additive noise term

∂φη0 ϵf
′(Bt)dBt. Plus, the noise σ◦dB0,x

t may not be constant in space anymore.
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