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Abstract

In this paper, we study kinetically-controlled precipitation-dissolution geochemi-
cal reactions. Ordinary differential equations are very often used to model aqueous
reactions. However, non smoothness is induced by full dissolution. Moreover, one
reaction can include several minerals and one mineral can participate in several re-
actions. We develop a new model, which is a specific projected dynamical system,
with constraints on time derivatives. To prove existence of a solution, we discretize
the system with an explicit scheme and prove convergence of the approximate solu-
tion. Moreover, we solve the approximate differential system thanks to an alternating
projection algorithm. Numerical computations on some examples illustrate this ap-
proach.

Introduction

Many environmental studies rely on modeling geochemical reactions such as CO2 sequestra-
tion, water injection, and geothermal energy. In several of the aforementioned applications,
the chemical reactions are coupled with hydrodynamic processes leading for instance to a
reactive transport problem [23, 4, 16, 10, 7], studied also in the thesis [28, 6, 15]. It is of
great interest to get an in-depth knowledge of the geochemical properties involved as it is
very often the source of non-linearity or discontinuity in the system. In particular, this is
true when considering heterogeneous reactions such as precipitation-dissolution reactions
[27]. The difficulty here comes from the change of phase, which implies discontinuities in
the reaction rate [11]. We also refer the reader to the survey on computational methods
for geochemistry and reactive transport modeling in [22] for more insights.

In some of these applications, when the reaction rate is relatively slow compared to the
environment, the reaction does not necessarily reach an equilibrium. We refer to [16, 10,
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7, 2, 9] for more details on equilibrium-controlled reactions. In this paper, we focus on
kinetically-controlled reactions involving aqueous and mineral species. The concentration
evolution of each species is governed by an ideal rate, depending on the law of mass action,
while satisfying non-negativity and conservation constraints. As mentioned in [11], the
resulting differential system might be discontinuous. This constitutes a real challenge for
studying the properties of the system and designing numerical methods.

Despite the difficulty of the problem, the past decade has seen some new developments
in the study of such geochemical models [16, 3, 1, 17, 21]. These new developments are
following up on some early discussions in [11, 19, 29, 30, 31]. In the literature, the dis-
continuity induced by the phase change has been handled in several ways: an Heaviside
function in [1, 21, 19, 29, 30, 31], a complementarity condition in [17, 20], and an ordi-
nary differential equation with discontinuous reaction rate in [11, 3]. Equivalence between
these three approaches is discussed in [17]. Moreover, in [16, 15], using a complementarity
model, the authors study a semi-smooth Newton method to solve reactive transport prob-
lems with kinetic reactions. To the best of our knowledge, the papers mentioned above
assume that there is at most one mineral per reaction, except for some examples in [11].
Recently, a model allows to consider several minerals in precipitation or dissolution in the
same reaction for kinetically-controlled systems [14, 13]. It is a differential inclusion prob-
lem with Heaviside set-valued functions in the right-hand side. Numerical approximations
are obtained thanks to a regularization and an implicit scheme.

In this paper, we propose another model, also for kinetic geochemical systems, with
several minerals in one reaction and one mineral in several reactions. The right-hand side
reflects directly physical constraints, limitations of the reaction rate and mass conserva-
tion. Our new model is a projected dynamical system, with a differential equation dealing
simultaneously with the dynamics and the set of constraints.

The paper is organized as follows. Our projected dynamical model is defined in sec-
tion 2, along with some assumptions. In section 3, we compare this approach to a com-
plementarity model [17] and a differential inclusion model [14, 13], using two reference
examples. The first one is one reaction with one mineral, whereas the second system
has two reactions with three minerals [14, 13]. To deal with discontinuities, we develop
in section 4 an explicit scheme by discretizating the differential equation and by using a
projection-type method. We prove convergence of the numerical sequence, deducing the
existence of a solution constructively. We define an alternating projection algorithm to
compute an approximate solution and run some experiments to show numerical results in
section 5. Finally, we discuss some avenues for future work.

1 A Projected Dynamical System Model

In this section, we first recall some characteristics of kinetic chemical systems. Then we
define some constraints and introduce our new model.

2



1.1 Kinetic system

We denote by n the number of species participating into m reactions, where we assume that
n ą m. The vector x P Rn contains the species concentrations. We consider chemical reac-
tions composed of aqueous components and minerals. There is no restriction on the number
of minerals per reaction on either side of the reaction. We denote by W Ď t1, ¨ ¨ ¨ , nu the
set of indices of the aqueous species.

S P Znˆm denotes the stoichiometry matrix, where, by convention, the stoichiometric
coefficients of the reactants are taken as negative integers. The sign convention is required
here to define the rate of each reaction.

We assume that the activity of an aqueous species is equal to its concentration, whereas
the activity of a mineral species is equal to 1. In these conditions, we use the kinetic mass
action law to define the reaction rates τpxq P Rm. For each j “ 1, . . . ,m, the reaction rate
is written

τjpxq “ kr,j
ź

iPW
si,jă0

x
´si,j
i ´ kp,j

ź

iPW
si,ją0

x
si,j
i , (1)

where we denote by kr ą 0, resp. kp ą 0, the constant vector of the left side, resp. right
side, of reactions corresponding to the reactants, resp. products.

The table below summarizes notations used throughout the paper.

Name Definition Name Definition
n P N Number of species Q P Rnˆpn´mq Conserved quantities matrix
m P N Number of reactions kp P Rm Products species constant
S P Znˆm Stoichiometry matrix kr P Rm Reactants species constant
x P Rn Concentrations τ P Rm Reaction rates

1.2 Constraints

Clearly, the concentrations xptq must be nonnegative. As long as xptq ą 0, reaction rates
drive the dynamics of the system, so that 9xptq “ Sτpxptqq. Reactions are perturbed, but
not necessarily stopped, when a mineral species is vanishing. We introduce constraints to
model reactions in that case.

The first constraint concerns the concentrations, which must satisfy conservation rules.
Let KerpST q be the kernel of ST and Q a basis of KerpST q. Let x0 ě 0 and C0 be defined
by linear inequality and equality constraints:

C0 “ tx P Rn
` : QT

px´ x0q “ 0u.

The set C0 is non-empty and convex. The following lemma links the so-called conservative
variables Q to the derivative of x.
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Lemma 1.1. Let x : r0,`8rÑ Rn be an absolutely continuous function such that xp0q “ x0
with x0 ě 0. For almost every t P r0,`8r, it holds true that

QT
pxptq ´ x0q “ 0 ðñ QT 9xptq “ 0.

Proof. The function yptq :“ QT pxptq´x0q is also absolutely continuous with 9yptq “ QT 9xptq
almost everywhere and yp0q “ 0.

Then, using derivation properties, we get, almost everywhere, yptq “ 0 ðñ 9yptq “ 0
and the desired result.

As noted previously, if xptq ą 0 then 9xptq “ Sτpxptqq so that QT 9xptq “ 0 and, thanks
to Lemma 1.1, xptq P C0. In our model, the concentration vector must always satisfy the
constraint xptq P C0.

The second constraint concerns the time derivatives when a mineral vanishes. We
introduce the tangent cone to C0 at x P C0:

T pC0;xq “ td : QTd “ 0, di ě 0 for all i such that xi “ 0u. (2)

It is non-empty, closed and convex. We observe that, if xptq ą 0, then 9xptq P T pC0;xptqq.
In our model, the time derivative 9xptq must satisfy 9xptq P T pC0;xptqq at any time.

Finally, we introduce a third constraint, connecting 9xptq and Sτpxqq. Let Dpxq be
defined by

Dpxq “ tdiagpSτpxqqλ with λ P r0, 1snu.1

The set Dpxq is not empty, closed and convex. Clearly, if xptq ą 0 then 9xptq P Dpxptqq. In
our model, the time derivative must satisfy 9xptq P Dpxptqq at any time.

1.3 Projected Dynamical Model

We recall that the projection of a vector v onto C is defined by

ProjpC; vq :“ tw P C : }v ´ w}2 “ inf
zPC
}v ´ z}2u.

Combining the conditions described above, we define a specific projected dynamical
system:

$

’

&

’

%

xptq P C0,

9xptq “ Proj pT pC0, xptqq XDpxptqq;Sτpxptqqq ,

xp0q “ x0.

(3)

This model is similar to a classical projected dynamical system, with a projection onto
the tangent cone:

$

’

&

’

%

xptq P C0,

9xptq “ Proj pT pC0, xptqq;Sτpxptqqq ,

xp0q “ x0.

(4)

1For every vector a P Rn and b P Rn, diagpaqb “ diagpbqa “ paibiqiPt1,¨¨¨ ,nu.
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This model (4) has a unique solution [25, 5]. Since our system (3) is different with a
projection onto the intersection of T pC0, xptqq and Dpxptqq, we must prove the existence
of a solution, as defined below.

Definition 1.1. Let x0 P Rn
`. A function x : r0, tf s Ñ C0 is a solution of (3) if x is

absolutely continuous and satisfies (3) for almost every t P r0, tf s.

Before proving existence, we compare our kinetic model with others from the literature.

2 Link with other models using reference examples

In this section, we use two reference examples, where minerals can react with aqueous or
mineral species [13, 14]. Using the first example W ´ M , we prove that our projected
dynamical model is equivalent in this case to complementary and discontinuous models.
With the second example, we compare our model to a differential inclusion approach and
illustrate the effect of constraints on time derivatives.

2.1 Example W ´M

The first example is a single reaction with an aqueous species W and a mineral species M
[14]:

W éM,

so that S “ p´1 1qT and Q “ p1 1qT . The reaction rate is given by τpxptqq “ krx1ptq ´ kp,
with two constants kr and kp.

In [16, 17], the authors propose a complementarity formulation of kinetic systems,
assuming one mineral per reaction and one reaction per mineral:

$

’

&

’

%

9x1ptq ` 9x2ptq “ 0,

0 ď x2ptq K 9x2ptq ´ τpxptqq ě 0,

xp0q “ x0.

(5)

We prove the following result.

Proposition 2.1. For the reference example W ´M , the projected dynamical system (3)
is pointwise equivalent to the complementarity system (5). Moreover, it is also equivalent
to discontinuous models [16].

Proof. Let x : r0, tf s Ñ R2
` be a Lipschitz continuous function. We can split r0, tf s into

a finite number of subintervals such that, in each open interval I, x is differentiable and
satisfies one of the three following conditions: first @t P I, x1ptq “ 0, second @t P I, x2ptq “
0, third @t P I, x1ptq ą 0 and x2ptq ą 0.
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In the first case, since x1ptq “ 0 over I, it follows that @t P I, 9x1ptq “ 0. Hence, using
the constraint 9x1ptq ` 9x2ptq “ 0, we get @t P I, 9x1ptq “ 9x2ptq “ 0. Therefore, both models
are equivalent in this case. The second case is similar using x2 instead of x1.

In the third case, the complementarity problem (5) can be rewritten

@t P I, 9xptq “ p´τpxptqq, τpxptqqqT “ Sτpxptqq.

Moreover, in this case,

ProjpDpxptqq X T pC0;xptqq;Sτpxptqqq “ Sτpxptqq,

so that the projected dynamical system is equivalently rewritten

@t P I, 9xptq “ Sτpxptqq.

Finally, both models are equivalent in each open interval I, thus almost everywhere in
r0, tf s.

Discontinuous or differential inclusion models [3, 14] are equivalent to the complemen-
tarity system [16] for this example, so that our model is also equivalent to them.

2.2 Example M1 ´M2 ´M3

The second example is a kinetic system with two reactions involving three minerals, where
the second mineral M2 participates in the two reactions [14]:

M1 éM2 and M2 éM3.

The stoichiometry matrix is S “

ˆ

´1 1 0
0 ´1 1

˙T

and a basis of KerpST q is Q “ p1 1 1qT .

The reaction rate is constant and given by τpxq “ kr ´ kp.
In this example, the differential inclusion model proposed in [14] is written

$

’

&

’

%

xptq P C0,

9xptq “ Srpxptqq,

xp0q “ x0.

(6)

We consider the numerical case where the initial condition is x0 “ p1 1 1qT and the
reaction rate is τ “ p2 6qT so that Sτ “ p´2 ´ 4 6qT . In this case, discontinuous reaction
rates r are defined in [14] by

#

r1pxptqq “ Hpx1ptqqτ1,

r2pxptqq “ Hpx2ptqqτ2 ` δpx2ptqqHpx1ptqqτ1,
(7)
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where H is the heaviside function defined for x ě 0 by Hpxq “ 1 if x ą 0 and Hp0q “ 0, δ
is the Dirac function defined for x ě 0 by δp0q “ 1 and δpxq “ 0 if x ą 0. The piecewise
affine solution is plotted in Figure 1 and defined below, with tf “ 1:

x1ptq “

#

1´ 2t, 0 ď t ď 1
2

0, 1
2
ď t ď tf ,

x2ptq “

#

1´ 4t, 0 ď t ď 1
4
,

0, 1
4
ď t ď tf ,

x3ptq “

$

’

&

’

%

1` 6t, 0 ď t ď 1
4
,

2` 2t, 1
4
ď t ď 1

2
,

3, 1
2
ď t ď tf .

Figure 1: Solution of the differential inclusion model (6) (7) on the reference example
M1 ´M2 ´M3 with τ “ p2 6qT and x0 “ p1 1 1qT .

At time t “ 1
4
, the second mineral M2 is fully dissolved and at time t “ 1

2
, the first

mineral M1 is also fully dissolved. Afterwards, only the third mineral M3 remains and is
constant.

The solution of the classical projected dynamical model (4), without the third constraint
of our model (3), is now plotted in Figure 2.
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Figure 2: Solution of the classical projected dynamical system (4) on the reference example
M1 ´M2 ´M3 with τ “ p2 6qT and x0 “ p1 1 1qT .

This solution is different from the previous one. At time t “ 1
4
, the second mineral

M2 is fully dissolved, as in the differential inclusion model. But the first mineral M1 is
fully dissolved before time t “ 0.4. Indeed, the solution of (4) satisfies 9x1ptq “ Sτ1λ1,
with λ1 ą 1, whereas the solution of (6) (7) satisfies 9x1ptq “ Sτ1. We observe that, for
the solution of (4), the third constraint is not satisfied since 9xptq R Dpxptqq. This example
illustrates why we introduce constraints on time derivatives. Indeed, we prove the following
result.

Proposition 2.2. The solution of the differential inclusion model (6) (7) applied to ex-
ample M1 ´M2 ´M3 with x0 “ p1 1 1qT and τ “ p2 6qT is also solution of our specific
projected dynamical model (3).

Proof. The solution x of the differential inclusion model is absolutely continuous and dif-
ferentiable for all t P r0,`8rzpt1

4
u Y t1

2
uq.

The first conditions are easy to check: @t, xptq P C0 and 9xptq P Dpxptqq X T pC0;xptqq.
It remains to verify that 9xptq is indeed the projection yptq of Sτ onto the set DpxptqqX

T pC0;xptqq for all t. It is true for t P r0, 1
4
r since 9xptq “ Sτ . For t Ps1

2
, 1s, the solution

x satisfies x1 “ x2 “ 0 and pSτq1 ă 0, pSτq2 ă 0, thus yptq “ p0, 0, 0qT “ 9xptq. For
t Ps1

4
, 1
2
r, x2 “ 0 and pSτq2 ă 0, thus y2ptq “ 0. Moreover, QTyptq “ y1ptq ` y3ptq “ 0 thus

yptq “ diagpSτqµ “ p´2µ, 0, 2µqT with 0 ď µ ď 1. Finally, µ “ 1 for the projection of Sτ
so that yptq “ 9xptq.

3 Existence of a Solution

In this section, we prove the existence of a solution to (3). We give a constructive proof
by introducing a numerical scheme. For a given time step h ą 0, we consider a forward
difference approximation of the derivative. Then, an approximate solution is defined by
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a projection and an affine interpolation. We prove that this explicit scheme converges as
hÑ 0` to a solution of (3).

Throughout this section, we denote by tau the largest integer smaller than a.

3.1 Explicit scheme and interpolation

Consider a fixed step size h ą 0 and an initial condition x0 ě 0. For any x P C0 we define
a set K by

K “ C0 X px` hDpxqq. (8)

The set K is non empty, closed and convex. Therefore, the projection of a vector onto
the set K exists and is unique. For k P N such that kh ď tf , let txkuk be the sequence
defined by

$

’

&

’

%

x0 P C0,

Kk “ C0 X pxk ` hDpxkqq,

xk`1 “ Proj pKk;xk ` hSτpxkqq .

(9)

This sequence is well-defined since xk P C0. We now sum up in the following lemma some
properties of the sequence txkuk defined by (9).

Lemma 3.1. Let h ą 0, k P N such that hk ď tf , and xk P C0.
Then

z P Kk ðñ
z ´ xk
h

P Dpxkq X
!

d : QTd “ 0, d ě ´
xk
h

)

.

Moreover, (9) is equivalent to
#

xk`1 “ xk ` hdk,
xk`1´xk

h
“ Proj

`

Dpxkq X
 

d : QTd “ 0, d ě ´xk

h

(

;Sτpxkq
˘

.
(10)

Proof. Let z and d be related by z “ xk ` hd. Since xk P C0, it holds that

z P C0 ðñ QTd “ 0, d ě ´
xk
h

and
z P xk ` hDpxkq ðñ d P Dpxkq.

Thus z P Kk if and only if d P Dpxkq X td : QTd “ 0, d ě ´xk

h
u. Also, the projection in (9)

can be rewritten as

}xk`1 ´ xk ´ hSτpxkq} ď }z ´ xk ´ hSτpxkq}, @z P Kk.

Hence, dividing by h ą 0 and defining dk by xk`1 “ xk ` hdk, previous inequality is
equivalent to

}dk ´ Sτpxkq} ď }d´ Sτpxkq}, @d P Dpxkq X td : QTd “ 0, d ě ´
xk
h
u.

The result follows again by definition of a projection.
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Using the sequence txkuk, for h ą 0 and x0 P C0, we define an interpolation function
xh : r0, tf s Ñ Rn by

xhptq “ xk ` pxk`1 ´ xkq
t´ kh

h
, with k “ t

t

h
u. (11)

Here, k is chosen such that t P rkh, pk ` 1qhr.
The function xh is piecewise affine and differentiable almost everywhere:

9xhptq “
xk`1 ´ xk

h
, with k “ t

t

h
u, and t ‰ lh, l “ 0, . . . , t

tf
h

u. (12)

The function xh satisfies an approximate model:

Lemma 3.2. Let h ą 0 and x0 P C0. The function xh is solution of the following approx-
imate projected dynamical system: for all t ‰ lh, l “ 0, . . . , t

tf
h

u,

$

’

&

’

%

9xhptq “ Proj
`

Dpxkq X
 

d : QTd “ 0, d ě ´xk

h

(

;Sτpxkq
˘

,

xhptq P C0,

xhp0q “ x0,

(13)

where k “ t t
h

u.

Proof. For any t P r0, tf s, xhptq is a convex combination of xk P C0 and xk`1 P C0. Since
C0 is a convex set, xhptq P C0. By definition, xhp0q “ x0.

Finally, by (12) and (10), the derivative satisfies the first equation of (13).

3.2 Bounded constraints

Kinetic systems have usually several invariants directly related to conservative variables
Q. We assume the existence of a particular one [17, 14].

Assumption 3.1.

tq P KerpST
q | q ą 0u ‰ H. (14)

In particular, let q be the vector of molar mass of species. It is natural to assume that
ST q “ 0 and q ą 0.

Using Motzkin alternative theorem [24] or Gordan’s theorem [12], Assumption 3.1 is
equivalent to

QTd “ 0, d ě 0 ñ d “ 0.

Thanks to Assumption 3.1, the concentrations are necessarily finite.

Lemma 3.3. Assuming 3.1, the set C0 is bounded.

The proof can be found in [14].
A direct consequence of this lemma is that the set Dpxq is uniformly bounded.
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Lemma 3.4. Assuming 3.1, there exists ρ ą 0 such that, for any x P C0 and any d P Dpxq,
}d} ď ρ.

Proof. Let x P C0 and d P Dpxq. By definition, d “ diagpSτpxqqλ for some λ P r0, 1sn.
Therefore

}d} ď }λ}}Sτpxq} ď }Sτpxq}.

Since C0 is bounded by Lemma 3.3, and τ is continuous, then τpxq is uniformly bounded.
Hence, there exists ρ ą 0 such that }d} ď ρ.

3.3 Convergence of the function xh

Throughout this section, we make Assumption (3.1). We first prove convergence of xh
towards a function x.

Proposition 3.1. There exists a subsequence H and a Lipschitz continuous function x :
r0, tf s Ñ C0 Ă Rn such that xh ÑH x uniformly.

Proof. By Lemma 3.3, the sequence txhuh is equi-bounded. Also, by Lemma 3.4, the
sequence txhuh is equi-Lipschitz with constant ρ.

Then, all the assumptions of the Arzela-Ascoli theorem are satisfied. Therefore, there
exists a subsequence H, such that hÑH 0, and a Lipschitz mapping x : r0, tf s Ñ Rn such
that xp0q “ x0 and txhuhPH converges uniformly to x in r0, tf s. Besides, since C0 is closed,
then xptq P C0 for all t P r0, tf s.

Since k depends on h and t, the sequence xk converges.

Lemma 3.5. Let t P r0, tf s. The sequence xk with k “ t t
h

u converges towards xptq: xk ÑH
xptq.

Proof. By definition of xh in (11) and using Lemma 3.4, it follows

}xhptq ´ xk} ď }pxk`1 ´ xkq
t´ kh

h
} ď ρpt´ khq ď ρh.

Passing to the limit as h Ñ 0`, and using convergence of xhptq in Proposition 3.1, we get
convergence of xk towards xptq.

Another consequence of Proposition 3.1 is the weak convergence of the derivative.

Lemma 3.6. 9xh ÑH 9x weakly in L1pr0, tf s,Rnq.

Proof. The result is a straightforward application of [18, Lemma 2.2].

Even though the convergence is weak, there exists a sequence of functions which con-
verge strongly towards the derivative of x.
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Lemma 3.7. There exists a sequence of functions tyhuh ÑH 9x and satisfying

yh “
ÿ

lPJh

αl 9xhl
, with

ÿ

lPJh

αl “ 1, and αl ě 0, @l P Jh,

where Jh is a finite set of indices such that phlqlPJh Ă H.

Proof. The sequence t 9xhuhPH converges weakly to 9x, by Lemma 3.6. Then, applying
Mazur’s Lemma, there exists a sequence tyhuh, with values in the convex hull of the set
t 9xhuhPH, which converges to 9x.

The following lemma is useful when passing to the limit in the constraint set. The set
convergence has to be understood in the Painlevé-Kuratowski sense [26, Chapter 5.B].

Lemma 3.8. Let z P C0 and tzhuh Ă C0 be a sequence such that zh ÑhÑ0` z. Then

lim
hÑ0`

Dpzhq X td : QTd “ 0, d ě ´
zh
h
u “ Dpzq X td : QTd “ 0, d ě ´ lim

hÑ0`

zh
h
u.

Proof. By Lemma 3.3 and Lemma 3.4, the sets C0 and Dpzhq X td : QTd “ 0, d ě ´ zh
h
u

are both non-empty and compact for all h ą 0. Therefore, by [26, Theorem 5.7], it follows
that lim suphÑ0` Dpzhq X td : QTd “ 0, d ě ´ zh

h
u Ď Dpzq X td : QTd “ 0, d ě ´ lim

hÑ0`

zh
h
u.

On the other hand, let ξ P Dpzq X td : QTd “ 0, d ě ´ lim
hÑ0`

zh
h
u. Since x ÞÑ Sτpxq is

continuous, there exists a sequence ξh P DpzhqXtd : QTd “ 0, d ě ´ zh
h
u which converges to

ξ. Thus DpzqXtd : QTd “ 0, d ě ´ lim
hÑ0`

zh
h
u Ď lim infhÑ0` DpzhqXtd : QTd “ 0, d ě ´ zh

h
u.

All in all, the limit exists and the result follows.

3.4 Properties of the limit function

Again, we make Assumption 3.1 throughout this section.
In order to prove that the limit x of xh is a solution of the model, we start by showing

that it satisfies the constraints.
We define the set I by I “ tt P r0, tf s : 9xptq existsu. By Sard’s theorem, the set r0, tf szI

has a zero measure.

Lemma 3.9. For all t P I, 9xptq P Dpxptqq X td : QTd “ 0, d ě ´ limH
xkl

hl
u, with l P Jh and

kl “ t t
hl

u.

Proof. Let t P I and h ą 0. Considering yh defined in Lemma 3.7, and using (13), we get

yhptq P conv

˜

ď

lPJh

Dpxklq X td : QTd “ 0, d ě ´
xkl
hl
u

¸

,

where conv denotes the convex hull and kl “ t t
hl

u.

We note that hl ÑH 0 and, using Lemma 3.5, xkl ÑH xptq. Thus the sequence xklptq
satisfies assumptions of Lemma 3.8. Passing to the limit in yh, we get the result.
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Lemma 3.10. For all t P I, 9xptq P T pC0;xptqq.

Proof. Recall that the tangent cone to C0 is given by (2). By Lemma 3.9, QT 9xptq “ 0 and
9xiptq “ pSτpxptqqqiλi for i “ 1, . . . , n, with 0 ď λi ď 1. Let i such that xiptq “ 0. We must
show that 9xiptq ě 0.

If pSτpxptqqqi ě 0, then 9xiptq ě 0. On the other hand, if pSτpxptqqqi ă 0, by continuity
of τ and x, there is an open interval U centered in t such that pSτpxpsqqqi ă 0 so that
9xipsq ď 0 for all s P U X I. Also, xiptq “ 0 and xipsq ě 0. Since x is absolutely continuous,
we get 9xiptq “ 0. This concludes the proof.

Lemma 3.11. The limit x satisfies the inclusion below, for t P I and l P Jh:

Dpxptqq X T pC0;xptqq Ď Dpxptqq X td : QTd “ 0, d ě ´ lim
hPH

xkl
hl
u.

Proof. Let L “ limhPH
xkl

hl
. Since xkl ě 0 the limit satisfies L ě 0. Let d P T pC0;xptqq. If

xi “ 0, then di ě 0 ě ´Li. If xi ą 0, then L “ `8 and di ě ´Li.

Finally, we prove the main theorem of existence.

Theorem 3.1. The limit function x is a solution of (3).

Proof. The function x : r0, tf s Ñ C0 is a Lipschitz continuous function such that xp0q “ x0.
It satisfies the constraints of the model, so that it remains to verify the projection property.

Considering yh defined in Lemma 3.7, and using the triangle inequality, we get

}Sτpxkq ´ yhptq} ď max
lPJh

}Sτpxkq ´ 9xhl
ptq}. (15)

Let j P Jh which maximizes this inequality and d P Dpxkjq X td : QTd “ 0, d ě ´
xkj

hj
u.

Since xhj
is solution of (13), it satisfies

}Sτpxkjq ´ 9xhj
ptq} ď }Sτpxkjq ´ d},

therefore
}Sτpxkq ´ yhptq} ď }Sτpxkq ´ Sτpxkjq} ` }Sτpxkjq ´ d}.

Thanks to Lemma 3.5, lim
hPH

xkj “ lim
hPH

xk “ xptq. Using Lemma 3.7 and Lemma 3.8, we

can pass to the limit:

}Sτpxptqq ´ 9xptq} ď }Sτpxptqq ´ d}, d P Dpxptqq X td : QTd “ 0, d ě ´ lim
hPH

xkj
hj
u.

Finally, Lemma 3.11 provides the result.
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4 Numerical Experiments

4.1 An Alternating Projection Algorithm

We propose an alternating projection method to compute the sequence xk. This itera-
tive algorithm consists in computing a sequence tyjuj, starting from xk ` hSτpxkq, which
converges towards xk`1. The sequence is defined as follows:

y0 “ xk ` hSτpxkq, e0 “ e´1 “ 0,

y2j`1 “ ProjpC0; y2j ` e2j´1q,

e2j`1 “ y2j ` e2j´1 ´ y2j`1,

y2j`2 “ xk ` hProj
´

Dpxkq;
y2j`1 ` e2j ´ xk

h

¯

,

e2j`2 “ y2j`1 ` e2j ´ y2j`2.

(16)

We prove the following result.

Theorem 4.1. The sequence tyjuj computed by (16) converges to xk`1 satisfying (9).

Proof. Using [8, Proposition 2.7 (ii) and (iv)], the fourth line of (16) can be rewritten

y2j`2 “ Projpxk ` hDpxkq; y2j`1 ` e2jq.

The convergence of the sequence is a direct application of the Boyle-Dykstra Theorem [8,
Theorem 9.24]. We already noted that C0 and xk ` hDpxkq are closed convex set and that
their intersection Kk is non-empty. Therefore, the sequence yj converges and the limit is
nothing else than xk`1.

We develop a software in Matlab in order to compute the sequence given by (16). For
each k “ 0, . . . , t

tf
h

u, and given xk, we implement the alternating projection algorithm 1 to
compute the new iterate xk`1.

Data: starting vector xk; iteration threshold ε;
1 Begin ;
2 Set j :“ 0, y0 :“ xk ` hSτpxkq, e0 :“ e´1 :“ 0;
3 repeat
4 y2j`1 “ ProjpC0; y2j ` e2j´1q ;
5 e2j`1 “ y2j ` e2j´1 ´ y2j`1;

6 dj :“ Proj
´

Dpxkq;
y2j`1 ` e2j ´ xk

h

¯

;

7 y2j`2 :“ xk ` h dj;
8 e2j`2 “ y2j`1 ` e2j ´ y2j`2;
9 j :“ j ` 1;

10 until }y2j ´ y2j´1} ď ε;
11 return: xk`1 :“ y2j.

Algorithm 1: Alternating projection algorithm.
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Projections are computed approximately using Matlab lsqlin function with defaults
parameters. In all experiments, the threshold ε is set to 10´7 and convergence is obtained
when the step size h tends towards 0. We show the results with a step size h equal to 10´2.

We compute numerical solutions of the two reference examples defined in Section 2,
and use also a third example, which is a variant of the second one.

4.2 Example W ´M
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Figure 3: Example W ´M , with kr “ 1, kp “ 2 and x0 “ p1 0.5qT .

The first numerical experiment deals with the reference exampleW´M . Figure 3 illustrates
dissolution of the mineral M . As expected, the chemical reaction stops when M is fully
dissolved. Asymptotic equilibrium is given by x2 “ 0 and QTx “ QTx0.

4.3 Example M1 ´M2 ´M3

The second numerical experiment concerns the reference example M1´M2´M3. Figure 4
shows the evolution of the three minerals. The mineral M2, which participates into both
reactions, vanishes first. Then, the mineralM1 decreases until full dissolution, until only the
mineral M3 remains and the reaction stops. Asymptotic equilibrium is given by x1 “ x2 “ 0
and QTx “ QTx0.

4.4 Example W ´M2 ´M3

This example is a variant where mineral M1 is replaced by an aqueous species W :

W éM2 and M2 éM3.
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Figure 4: Example M1 ´M2 ´M3, with kr “ p3 7qT , kp “ p1 1qT and x0 “ p1.5 1 0qT .

The stoichiometric matrix is the same, as well as the second reaction rate, but the first
reaction rate is now

τ1pxq “ kr,1x1 ´ kp,1.
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Figure 5: Example W ´M1 ´M2, with kr “ p3 7qT , kp “ p1 1qT and x0 “ p1.5 1 0qT .

Figure 5 shows the dynamics of the chemical system. The aqueous species W precip-
itates and produces the mineral M2 which is dissolved into the other mineral M3. Under
the conditions chosen, M2 is fully dissolved in a finite time. However, because the first
reaction continues, the second one can also continue, at the reaction rate τ1 instead of
τ2. In some sense, the system behaves as if W precipitates into mineral M3, but at rate
τ1. Asymptotic equilibrium, here at infinite time, is given by x2 “ 0, QTx “ QTx0 and
τ1px1q “ 0.
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5 Concluding Discussion

In this paper, we consider systems of kinetically-controlled precipitation-dissolution geo-
chemical reactions where minerals can react in several reactions and with other minerals.
This extends the study in [17] where a complementarity model is applied to systems with
one mineral in one reaction. It also provides a model and a numerical method different
from the differential inclusion model with a regularization approach [14]. Our new model
defines a projected dynamical system with additional constraints on time derivatives. In
order to prove existence of a solution, we develop a numerical scheme, where the approx-
imate system has a unique solution. Then we prove convergence towards a solution of
the projected dynamical model. This numerical scheme is implemented using an alternat-
ing projection algorithm, yielding easy computations of approximate solutions. We also
consider two reference examples, which serve to compare our projection model to comple-
mentarity and discontinuous models. Finally, these examples validate computations with
our numerical algorithm.

Further research may focus on the numerical perspectives offered by this work. Our
scheme is based on an explicit discretization. The perspective to use an implicit scheme is
an interesting path but satisfying the constraints would be more difficult. Kinetic reactions
are usually too slow to get equilibrium. However, when an asymptotic state is reached,
it would be interesting to make a connection with models for equilibrium reactions [9].
Finally, an essential motivation in this work is to couple this model in reactive transport
applications.
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