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Key Points:8

• A rapidly moving grid can be a valid implementation of the Location Uncertainty9

(LU) framework in the absence of stochastic forcing10
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• A statistical analysis highlights the importance of the compensation term in the im-13

plementation of the method14
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Abstract15

This paper investigates the relationship between a Stochastic Grid Perturbation (SGP)16

and Location Uncertainty (LU) in the context of ocean modeling. The LU formulation,17

which introduces random velocity fluctuations, has shown efficacy in organizing large-scale18

flow and replicating long-term statistical characteristics. SGP was created as a simpler19

approach which perturbs the computational grid for ensemble members, aiming to simulate20

small uncertainties in high-resolution predictability studies. We aim to clarify the link21

between SGP and LU. After introducing the LU formalism, we derive the SGP method and22

discuss its connection to LU. Correlated noise in time is introduced in the SGP method23

to preserve the structure of the original grid. A compensating advection term is shown to24

preserve LU properties despite the latter correlated noise. Numerical experiments on a 3-25

layer Quasi-Geostrophic model compare various SGP implementations with an explicit LU26

implementation, highlighting the importance of the compensating advection term to achieve27

strict equivalence.28

Plain Language Summary29

This paper examines two subgrid stochastic parameterizations to improve ocean and30

climate predictions: Stochastic Grid Perturbation (SGP) and Location Uncertainty (LU).31

LU is a general framework for deriving stochastic representations of fluid dynamics.32

It decomposes the Lagrangian velocity into a smooth-in-time resolved component and an33

unresolved random component that is smooth in space but white in time. The LU dynamics34

enables the representation of large-scale patterns while preserving important physical prop-35

erties, such as energy balance. It also incorporates the statistical effects associated with the36

inhomogeneity of unresolved small-scale dynamics.37

In a more empirical way, SGP slightly shifts the positions of grid points in numerical38

models to study the impact of small uncertainties in ocean forecasts, originally used for39

high-resolution studies of specific regions.40

We explore the relationship between SGP and LU, finding that SGP can be adjusted to41

work similarly to LU. Through computer simulations, we validate our findings and examine42

some consequences of the possible discrepancies between the theoretical LU method and the43

practical SGP method. Understanding the link between SGP and LU can lead to better44

description of uncertainties in ocean models, and thus to improved forecasts. Our goal is to45

make advanced techniques like LU more accessible for broader scientific use.46

1 Introduction47

The need for uncertainty quantification in designing probabilistic simulations, con-48

structing plausible scenarios in climate modeling, and developing efficient ensemble meth-49

ods for data assimilation supports the adoption of stochastic parameterization in geophys-50

ical flow models. Starting with classical subgrid modeling, parameterizations with energy51

backscattering ability and stochastic perturbation have long been proposed (Leith, 1990;52

Mason & Thomson, 1992). These techniques, notably based on Markovian quasi-Gaussian53

closures (Kraichnan, 1959) and expressed in the spectral domain, have been successfully54

explored for the theoretical study of turbulence (Lesieur & Métais, 1996). These ideas of55

stochastic perturbations have been further developed in climate modeling (see the reviews56

Berner et al. (2017); Gottwald et al. (2017); Kitsios et al. (2023); O’Kane et al. (2023) and57

references therein, as well as the seminal work of Hasselmann (1976)). Most of the models58

studied in these works, however, are built on empirical grounds and lack generality. Unlike59

deterministic models, they are not derived through a general methodology that respects60

classical physical invariants. They are conceived by considering additional stochastic forc-61

ing, perturbation of the parameters, or semi empirical fast-slow scale decomposition. As a62
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result, they may face issues such as uncontrolled variance growth if not compensated for63

by additional dissipation terms. Additionally, for very low noise levels, they may deviate64

strongly from the associated underlying deterministic system (Chapron et al., 2018).65

To avoid such inconsistency, ensure good physical and mathematical properties, and66

guarantee numerical stability, it is crucial to derive these stochastic representations using67

a rigorous framework. Along this path, two companion methodologies, based on stochastic68

transport and time decorrelation assumption, have been introduced by Mémin (2014) and69

Holm (2015), providing rigorously justified approaches to defining stochastic large-scale flow70

representations (Crisan et al., 2019; Debussche et al., 2023), conserving energy and circula-71

tion, respectively. The first method, which is energy-preserving and referred to as modeling72

under Location Uncertainty (LU), is a Newtonian framework, while the second is a varia-73

tional framework. As in the deterministic setting, these two approaches are complementary.74

In this work, we will focus exclusively on the first methodology.75

LU has proven to be versatile in developing various models, ranging from reduced-order76

models (Chapron et al., 2018) and quasi-geostrophic models (Li et al., 2023a) to wave models77

(Mémin et al., 2024) and stochastic primitive hydrostatic models (Tucciarone et al., 2023).78

These models have been shown to be efficient in organizing large-scale flow (Bauer et al.,79

2020a) and replicating long-term statistical characteristics (Bauer et al., 2020b; Li et al.,80

2023a) within barotropic and baroclinic quasi-geostrophic models. Due to its construction,81

based on a stochastic representation of the Reynolds transport theorem, LU models ex-82

hibit the same theoretical energy conservation properties as the corresponding deterministic83

models (e.g., energy or tracer moments) (Brecht et al., 2021; Li et al., 2023a; Resseguier84

et al., 2017a). They also maintain key theoretical convergence properties (Debussche et85

al., 2023; Lang et al., 2023), when expressed and understood in a stochastic sense. These86

desirable theoretical results for LU models stem from an intrinsic balance between variance87

production and dissipation. The formulation naturally incorporates in its core (through88

stochastic transport) a direct expression of the fluctuation-dissipation theorem, maintaining89

theoretically a strict equilibrium between the energy introduced by the noise and the energy90

dissipated by the system (Bauer et al., 2020a; Resseguier et al., 2017a). Moreover, the91

convergence to deterministic equations as noise vanishes (Chapron et al., 2018; Debussche92

et al., 2023) ensures physical consistency in large-scale representation. It is worth noting93

that such convergence is not trivial, especially for non-Gaussian multiplicative noise; ad hoc94

noise, at the vanishing limit (i.e., for very small, but non zero, noise), may exhibit different95

attractors or velocity increment probability distributions (see for instance Chapron et al.96

(2018) for an example in the Lorenz 63 system). It is desirable for the system to behave97

consistently with the underlying deterministic dynamics when noise is minimal.98

However, even though stochastic equations are increasingly recommended for subgrid99

parameterizations and ensemble simulations, the perceived difficulty of understanding and100

implementing them remains a barrier to widespread adoption.101

Using another point of view, Leroux et al. (2022) propose a method called here “Stochas-102

tic Grid Perturbation” (SGP) to control the covariance of their ensemble by rapidly per-103

turbing the computational grid for each ensemble member. The aim is to simulate a small104

uncertainty in the numerical model in order to study its impact as part of a very high-105

resolution predictability study of the Western Mediterranean. This method resembles the106

Location Uncertainty formalism, where the position of the points fluctuate randomly.107

In a data assimilation context, Zhen et al. (2023) replaced the inflation step by the108

application of an uncorrelated-in-time transport map (i.e. the state variables are modified109

along a displacement in the underlying coordinates). They formally find links to the LU110

framework and to the stochastic advection by Lie transport proposed by Holm (2015). Since111

remapping the physical space is analogous to perturbing the grid points, this may indicate112

a connection between “Stochastic Grid Perturbation” and the LU approach.113
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In this paper, we present a first attempt to clarify this link between SGP and LU114

and discuss the benefits of such Lagrangian parameterization. The LU formalism is first115

introduced in Section 2. The derivation of the SGP method is then discussed in Section116

3 with a link to the LU formalism. Numerical experiments are carried out to compare117

several SGP implementations with an explicit LU implementation in Section 4. Finally, the118

link between LU and SGP is summarized in Section 5 together with a discussion on the119

application scenarios of SGP.120

2 Equations of fluids under Location Uncertainty121

This section presents the main points of the derivation of the Location Uncertainty122

framework. A more explicit derivation can be found in Bauer et al. (2020a) and Resseguier123

et al. (2017a). The notations and properties are presented in a concise way in §2.1, and §2.2124

details the derivation which will be linked to the Stochastic Grid Perturbation method.125

2.1 Location Uncertainty formalism126

The central hypothesis of the LU framework is the identification of two scales of motion:127

similarly to a Reynolds averaging, the evolution of the position of a particle Xt has a large-128

scale contribution which is smooth and explicitly resolved and a small-scale unresolved129

component that is assumed uncorrelated in time at the characteristic time scale of the130

resolved component, and referred to as “noise”:131

dXt = v(Xt, t)dt︸ ︷︷ ︸
Large scale motion

+ σ(Xt, t)dBt︸ ︷︷ ︸
Small scale uncertainty

(1)132

The cylindrical Brownian motion Bt(x) is uncorrelated in time but correlated in space.133

Notably, the idealized assumption of temporal decorrelation makes it possible, by means of134

stochastic calculus, to explicitly take into account the correlation terms between the resolved135

and unresolved components, which are usually added afterward (e.g. large-scale diffusion,136

bolus velocity, modified advection...). In particular, this allows to explain in a different way137

certain models proposed in a fully deterministic framework (see for instance the relations138

with the Craik-Leibovich system for Langmuir turbulence (Bauer et al., 2020a)). Note139

that the resolved velocity component is also a stochastic process – i.e. unlike the Reynolds140

average decomposition it is not an expectation.141

The absence of time correlation can be seen as the assumption that the characteristic142

time scale of turbulence is much smaller than the time step of the numerical model. This143

simplification of the true continuum of spatial and temporal scales of turbulence assumes144

that turbulent fluctuations rapidly decorrelate within each time step, allowing them to145

be treated as independent from one step to the next. In this sense LU can be seen as an146

expression of the dynamics in the temporal decorrelation limit of the small scales (Debussche147

& Mémin, 2024). The spatial correlation of the noise is enforced through the operator148

σ(Xt, t). The latter is a Hilbert-Schmidt integral operator and can thus be defined through149

a kernel σ̆:150

σ(Xt, t)dBt ≜
∫
Ω

σ̆(Xt,y, t)dBt(y)dy.151

At this point, we need to make several comments on our notations:152

• bold letters indicate that the values are in R2. Bt has hence two components and the153

kernel σ̆ is a 2× 2 matrix.154

• The computational domain Ω is a bounded domain of R2.155

• The differential notation used in (1) actually represents the equality between the in-156

tegrated terms Xt −X0 =
∫ t

0
vdt+

∫ t

0
σdBt where the last integral is a Itô stochastic157

integral. The Itô integral is a martingale of null ensemble mean, which is why it158

is preferred to the Stratonovich integral in most settings based on LU. Despite the159
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martingale property, the noise features a non-zero mean component through the intro-160

duction of a Girsanov drift (see Li et al., 2023b): it consists in a change of probability161

measure and resembles a smooth transport term.162

Finally, if q is a quantity such that dq = 0 (i.e. q(Xt+δt, t+ δt) = q(Xt, t)) one can use the163

stochastic calculus tools to obtain the definition of the stochastic transport operator :164

Dtq ≜ dtq + (v⋆dt+ σdBt) · ∇q − 1

2
∇ · (a∇q)dt = 0. (2)165

The variance a of the noise (or one-point-one-time correlation matrix) is defined by a(x, t) ≜166 ∫
Ω
σ̆(x,y, t)σ̆T (x,y, t)dy. The effective velocity v⋆ is defined by v⋆ ≜ v− 1

2∇·a+σT (∇·σ).167

When expressed in Stratonovich notation, the diffusion term is implicit and the transport of168

a passive scalar quantity corresponds to the model proposed by Kraichnan (1994), which has169

been extensively used for theoretical studies (Falkovich et al., 2001; Gawedzky & Kupiainen,170

1995; Majda & Kramer, 1999). Although based on a strong idealized decorrelation property,171

this model exhibits in particular anomalous dissipation.172

The differences between the total (Lagrangian) derivative dq ≜ q(Xt+δt, t+δt)−q(Xt, t),173

the temporal Eulerian increment dtq ≜ q(Xt, t+ δt)− q(Xt, t) and the stochastic transport174

operator Dtq are essential. Indeed, as we will see in §3, the Stochastic Grid Perturbation175

method consists in connecting the first two operators and aims to simulate the last one. Let176

us mention that the transport operator is formally defined. As in the deterministic case, the177

stochastic partial differential equations (SPDEs) derived from it are only defined in a weak178

sense, meaning that the functions are not necessarily differentiable in a strong sense. The179

noise is assumed to be smooth in space (in the weak sense) while the function considered180

are not smoother than in the deterministic case. Interested readers may find precise math-181

ematical assumptions for the noise in the LU Navier-Stokes equations in (Debussche et al.,182

2023). It is also worth pointing out that for a linear transport equation, the type of noise183

we are dealing with (called transport noise) allows for relaxing the Lipschitz condition on184

the resolved drift (Fedrizzi & Flandoli, 2013)185

2.2 Detailed derivation186

This section contains the technical derivation of the stochastic transport operator Dt187

which is crucial for the upcoming proof of the Stochastic Grid Perturbation method. Readers188

focused on the final results can skip this Section without losing the main thread.189

The starting point of the LU derivation is the Ito-Wentzell formula (Kunita, 1990)190

which is a chain rule for random (semimartingale) functions with random (semimartingale)191

arguments:192

Ito-Wentzell formula. Let f(x, t) be a C2-process over x ∈ Rd and C1-semimartingale193

over t ∈ R+; let X be a semimartingale over Ω ⊂ Rd. f(X, t) is a semimartingale satisfying194

df = dtf +

d∑
i=1

∂f

∂xi
dXi +

1

2

d∑
i,j=1

∂2f

∂xi∂xj
d⟨Xi, Xj⟩t +

d∑
i=1

d⟨ ∂f
∂xi

(X, ·), Xi⟩t (3)195

Applying the Ito-Wentzell formula (3) to dq(Xt, t) decomposes the total derivative dq196

into a time increment dtq (which plays the role of a partial derivative), a transport term197

(v + σdBt) · ∇q and additional quadratic co-variation terms:198

dq = dtq+

d∑
i=1

∂q

∂xi
(σdBt)

i+
1

2

d∑
i,j=1

∂2q

∂xi∂xj
d⟨Xi, Xj⟩t+

d∑
i=1

d⟨ ∂q
∂xi

(X, ·), Xi⟩t+v ·∇qdt (4)199

Following the derivation of Li et al. (2023a), the quadratic co-variation d⟨Xi, Xj⟩t is equal200

to aijdt. The time increment dtq is then decomposed into its smooth component and its201
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time uncorrelated component:202

dtq = f(Xt, t)dt+

∫
Ω

d∑
k=1

gk(Xt, y, t)dB
k
t (y)dy. (5)203

The quadratic co-variation depends only on the uncorrelated parts. The gradient of the204

tracer can hence be replaced by its uncorrelated component in the quadratic co-variation205

with the stochastic flow:206

⟨ ∂q
∂xi

, Xi⟩t =
∫
Ω

d∑
j=1

σ̆ij(Xt,y, t)
∂gj
∂xi

(Xt,y, t)dy, ∀i = 1, ..., d (6)207

This leads to use the canonical decomposition of semi-martingales (i.e. the decomposition208

(5) is unique) to identify f and g in the equation dq = 0:209

f = −1

2

d∑
i,j=1

aij
∂2q

∂xi∂xj
−

∫
Ω

d∑
j=1

σ̆ij(Xt,y, t)
∂gj
∂xi

(Xt,y, t)dy − v · ∇q

gj = −
d∑

k=1

σ̆jk
∂q

∂xk
.

(7)210

This identification specifies dtq for a tracer conserved by the flow. It depends notably on211

the quadratic co-variation (6) which can be further expanded with the substitution of gj .212

After some calculus, one obtains213 ∫
Ω

σ̆ij
∂gj
∂xi

= − 1

2
aik

∂2q

∂xi∂xk︸ ︷︷ ︸
cancelled (in f)

−1

2

∂

∂xi

(
aik

∂q

∂xk

)
︸ ︷︷ ︸

∇·(a∇q)

− 1

2

∂aik
∂xi

∂q

∂xk
+ σjk

σij

∂xi

∂q

∂xk︸ ︷︷ ︸
(v⋆−v)·∇q

(8)214

where the summation are dropped for sake of simplicity. By replacing f and g in (5), one215

obtains the definition of the stochastic transport operator (2):216

Dtq ≜ dtq + (v⋆dt+ σdBt) · ∇q − 1

2
∇ · (a∇q)dt = 0.217

This derivation was based on the assumption dq = 0 but it can be extended to other218

equations involving dq (e.g. Resseguier et al., 2017b).219

3 Stochastic Grid Perturbation220

Let us consider a Finite Difference space discretization where the grid points are noted221

xi, i being a space index. The Stochastic Grid Perturbation method consists in moving grid222

points in a Lagrangian manner following the small scale uncertainty (see Figure 1). The223

continuous formulation in time reads:224

xBrownian
i (t)− xi(0) =

∫ t

0

(σdBt)i (9)225

This method is illustrated in §3.1 with the simple example of a transport equation and is226

compared with the Location Uncertainty (LU) framework. Then §3.2 presents how time227

correlation in the grid motion (to keep the structure of the grid) can be compensated by228

an additional advection term. The exact link between the Stochastic Grid Perturbation229

method and Location Uncertainty is then discussed in §3.3.230

3.1 Transport equation on a perturbed grid231

We first show the effect of using the SGP method on the transport equation ∂tq dt =232

−v∇q dt. The left-hand side loses its time differentiability and becomes233

q
(
xBrownian
i (t+ δt), t+ δt

)
− q

(
xBrownian
i (t), t

)
.234
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xi(t
n)

xi(0)
εni

1

Figure 1. Illustration of the grid perturbation: dotted lines represent the initial grid and solid

lines represent the perturbed grid at time tn. All points are drifted to the right in order to illustrate

the fact that the noise is spatially correlated.

• In the particular case where v = 0, one can recognize a Lagrangian discretization of235

a cancelling total derivative dq = 0. The total derivative and the presence of noise236

is at the heart of the LU framework. Following step by step the derivation of the237

stochastic transport operator in §2.2 with v = 0, the Ito-Wentzell formula applied238

to q
(
xBrownian
i (t+ δt), t+ δt

)
− q

(
xBrownian
i (t), t

)
yields the right-hand side of (4)239

which contains a time increment dtq, the perturbation term σdBt ·∇q and additional240

co-variation terms. Using the canonical martingale decomposition (5) of the time241

increment and exploiting its uniqueness to identify smooth and uncorrelated terms242

leads to (7), using (6) to simplify the smooth parts. With the slight simplification243

that v = 0, the expansion of the quadratic covariation (8) finally gives244 {
dxBrownian

i = (σdBt)i
dq(xi, t) = 0

=⇒ Dtq = 0, (v = 0) (10)245

• In the general case with any v, the left-hand side can be noted dt(q◦xBrownian
i ) (where246

◦ is the composition) and represents a material derivative taking only the uncorrelated247

part of the velocity into account (see §3.3). The derivation of §2.2 can still be followed248

by applying the Ito-Wentzell formula (3) on dt(q◦xBrownian
i , t)+v·∇qdt which gives the249

right-hand side of (4). The canonical decomposition of semimartingales is then used250

on the equation dt(q ◦xBrownian
i , t) = −v · ∇qdt, which yields system (7). Assuming a251

perfect discretization of ∇q, one finally obtains252 {
dxBrownian

i = (σdBt)i
dt(q ◦ xBrownian

i ) = −v(xi, t) · ∇qdt
=⇒ Dtq = 0 (11)253

For the transport equation, the perturbed grid (xBrownian
i ) hence implements the stochastic254

transport operator Dt defined in (2).255

However,
∫ t

0
σdBt is not bounded and the distance between a grid point xBrownian

i (t)256

and its original location xBrownian
i (0) possibly increases infinitely. As consequences, the grid257

loses its structure with time and the evaluation of ∇q potentially reduces its accuracy. Two258

solutions can be applied to keep the grid close to its original disposition:259

• Restore the grid to its original state by interpolating all the variables. However, this260

global interpolation has a significant cost. It is interesting to note that in the partic-261

ular case of some semi-Lagrangian models, an interpolation is already implemented262

to realign the grid points to their original positions.263

• Introduce a time-correlated noise which keeps xi(t)− xi(0) close to zero. This is the264

subject of §3.2.265
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Figure 2. Representation of Brownian (left) and Auto-Regressive (right) noises for the grid

perturbation. Dotted lines are the initial grid, solid lines are the current perturbed grid, and

the ellipses represent the positions of the future grid points. Auto-Regressive processes perform a

translation of the probability density function from the current grid towards the initial grid.

3.2 Ornstein-Uhlenbeck processes in Stochastic Grid Perturbation266

In their grid perturbation, Leroux et al. (2022) did not use a Brownian motion but267

an auto-regressive process. The crucial property of auto-regressive processes is that it is268

possible to bound their variance, which removes the problem of grid divergence mentioned269

earlier. Let us note the current perturbation of a grid point εni = xi(tn)−xi(0) as in Figure270

1. The first order Auto-Regressive process AR(1) is271

εni = e−αδtεn−1
i + σ(B(tn)−B(tn−1)) (12)272

where e−αδt is slightly smaller than 1 to ensure that the variance of AR(1) is bounded for273

n → ∞. The continuous counterparts of AR(1) are Ornstein-Uhlenbeck processes Rt, which274

satisfy the stochastic differential equation275

dRt = −αRtdt+ σdBt, R0 = 0. (13)276

Injecting equation (13) in (11) yields277 {
dxBrownian

i = αRtdt+ dRt

dt(q ◦ xBrownian
i ) = −v(xi, t) · ∇qdt

=⇒ Dtq = 0 (14)278

Similarly to §3.1, the nudging term αRtdt can be “transferred” from the first line to the279

second line of the system. The effect is to change the noise of the perturbation and to280

compensate this change by an additional advection term which depends on the current281

displacement of the grid:282 {
dxO-U

i = dRt

dt(q ◦ xO-U
i ) = (−v(xi, t) + αRt) · ∇qdt

=⇒ Dtq = 0 (15)283

Figure 2 represents the difference between Brownian and Auto-Regressive processes in284

the Stochastic Grid Perturbation method. It should be noted that the probability density285

function is simply translated towards the initial grid in the second case.286

Remark. In a discrete-in-time setting, the AR(1) process can replace Ornstein-Uhlenbeck287

process in the previous operations and the compensation can be derived at the discrete level.288

One then obtains289

σ(B(tn)−B(tn−1))︸ ︷︷ ︸
“σdBt”

= (εni − εn−1
i )︸ ︷︷ ︸

“dRt”

+(1− e−αδt)εn−1
i︸ ︷︷ ︸

“αRtdt”

290

Following the continuous case, the compensation term αRt · ∇q dt can be discretized by291

((1−e−αδt)εn−1
i )·∇q. It is interesting to note that the compensation uses the grid disposition292

at the former time step and not at the current one. The grid at the former time step must293

hence be stored to implement this discrete compensation term.294
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3.3 General link between SGP and LU295

Let us define the operator ∂SGP
t which represents (at the continuous level in time) a296

partial derivative in time under the Stochastic Grid Perturbation method: for a quantity297

θ, its definition is ∂SGP
t θ ≜ dt(θ ◦ xBrownian

i ). If a Ornstein-Uhlenbeck process is used, as298

proposed in §3.2, in order to keep the grid close to its original state, then one can use an299

alternative (but equivalent) definition: ∂SGP
t θ ≜ dt(θ ◦ xO−U

i ) − αRt · ∇θdt. This section300

clarifies the links and differences between ∂SGP
t θ, the total variation dθ and the stochastic301

transport operator Dtθ.302

Applying the Ito-Wentzell formula (3) to ∂SGP
t θ, one obtains:303

∂SGP
t θ = dtθ +

d∑
i=1

∂θ

∂xi
(σdBt)

i +
1

2

d∑
i,j=1

∂2θ

∂xi∂xj
d⟨Xi, Xj⟩t +

d∑
i=1

d⟨ ∂θ
∂xi

(X, ·), Xi⟩t. (16)304

This operator ∂SGP
t only takes into account the uncorrelated component of the velocity. The305

variations dθ and ∂SGP
t θ (given by equations (4) and (16), respectively) differ only in the306

presence of a transport term by the smooth component of the velocity:307

∂SGP
t θ = dθ − v · ∇θdt. (17)308

The SGP operator is hence equivalent to the total derivative without the smooth velocity.309

Note that, in (16), the last term d⟨ ∂θ
∂xi

(X, ·), Xi⟩t depends on the equation under con-310

sideration. For instance for ∂SGP
t θ + v · ∇θdt = 0, this term leads (as explained in §2.2) to311

∂SGP
t θ+v ·∇θ = Dtθ. Conversely, the presence of a non-zero right-hand side can instigate a312

modification in the very definition of ∂SGP
t , causing it to diverge from Dt (which is defined313

independently of the equation). The rest of this section focuses on explaining this difference314

between the Stochastic Grid Perturbation and Eulerian implementations of the Location315

Uncertainty parameterization.316

Appendix B of Resseguier et al. (2017a) derives the difference between the material317

derivative and the stochastic transport operator. This difference is non-zero only in the318

presence of a stochastic forcing. They decompose Dtθ into a smooth part fdt and an319

uncorrelated component hT dBt:320

Dtθ = fdt+ hT dBt. (18)321

This decomposition leads them to dθ = Dtθ+ tr(σT∇hT )dt, which gives a relation between322

the stochastic transport operator and the partial derivative in time under Stochastic Grid323

Perturbation:324

∂SGP
t θ + v · ∇θdt = dθ = Dtθ + tr(σT∇hT )dt. (19)325

To illustrate the importance of the term tr(σT∇hT ), let us consider the example of the326

Quasi-Geostrophic (QG) equations. In the numerical experiments of Section 4, the QG327

equations will be based on the transport of potential vorticity and feature no stochastic328

forcing (see §4.1). This formulation ensures that tr(σT∇hT ) = 0. Conversely, in Li et329

al. (2023a) one can see that, when considering QG equations based on the momentum330

u = (u, v), one has hT dBt = βyk× σhdBt. More precisely,331 (
hT
u dBt

hT
v dBt

)
= βyk× σhdBt = βy

(
−(σhdBt)y
(σhdBt)x

)
= βy

(
−σ21 −σ22

σ11 σ12

)
dBt.332

This noise is additive and a simplified form of tr(σT∇hT
u ), tr(σ

T∇hT
v ) can be derived. The333

difference between (∂SGP
t u+ v · ∇u dt) and Dtu is finally334

(
tr(σT∇hT

u )
tr(σT∇hT

v )

)
dt = βy

−
∑
i

σi•∂i · σ2•∑
i

σi•∂i · σ1•

 dt+ β

(
σ2
21 + σ2

22

σ1• · σ2•

)
dt, (20)335

–9–



manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)

where • stands for any index value. Injecting the values of β, y, σ used in the numer-336

ical experiments of Section 4, we numerically obtain that ||tr(σT∇hT )dt||∞
||du||∞ < 10−4 and337

||tr(σT∇hT )dt||2
||du||2 < 10−3. This suggests that the difference between SGP and LU is mini-338

mal in practice.339

In the opposite case of systems which do not contain any stochastic forcing, the SGP340

is strictly equivalent to the stochastic transport operator:341

∂SGP
t q + v · ∇qdt = Dtq (21)342

This strict equivalence notably occurs in the equations numerically studied in the following343

section.344

4 Numerical experiments345

In this section we examine the Stochastic Grid Perturbation method applied on a 3-layer346

Quasi-Geostrophic model described in §4.1. Several simulations using different approaches347

are described in §4.2. Those simulations are compared qualitatively in §4.3 then quantita-348

tively in §4.4.349

4.1 Numerical model description350

The numerical model we used was created by Thiry et al. (2023) and slightly modified351

to make the Stochastic Grid Perturbation possible. This model is described here again for352

completeness. In all the numerical experiments the prognostic variables are the potential353

vorticity q =

q1q2
q3

 (in s−1) and the dynamic pressure p =

p1p2
p3

 (in m2.s−2), stacked in354

three isopycnal layers. The 3-layer QG equations read:355

∂tq =
1

f0
J(q,p) + f0Be− a4

f0
∆2(∆p), (22)356

357 (
∆− f2

0A
)
p = f0q− f0β(y − y0), (23)358

where ∆ is the horizontal Laplacian, ∆2 the biharmonic operator, J(a, b) = ∂xa∂yb−∂xb∂ya359

stands for the Jacobi operator, f0 + β(y − y0) is the Coriolis parameter under beta-plane360

approximation with the meridional axis centered on y0, and a4 is the biharmonic viscosity361

coefficient. In the case of grid perturbation, the time derivative ∂t in (22) is replaced362

by its perturbed counterpart ∂SGP
t , with spatial derivatives also influenced by the grid363

perturbation. For the LU framework, we specifically consider a stochastic transport of q364

(with forcing and dissipation), namely365

Dtq =

(
f0Be− a4

f0
∆2(∆p)

)
dt, (24)366

where the same kinematic relationship as in (23) applies.367

The three-layer QG equations are integrated in a mid-latitude-centered rectangular368

ocean box model configuration, similar to the implementation used by Hogg et al. (2005).369

The ocean circulation is driven by a stationary, symmetrical wind stress at the surface370

and a linear Ekman stress at the bottom, generating an eastward turbulent jet featuring371

an idealized Gulf Stream in which spontaneous eddy production takes place. Despite its372

simplicity, such an idealized model is capable of producing meaningful mesoscale dynamics373

provided horizontal resolution is sufficiently high and viscosity is relatively low. In this374

paper, simulations were carried out with a horizontal resolution of 40, 10 and 5 km. The375

numerical model setup was further modified by Thiry et al. (2023) to make the Stochastic376

Grid Perturbation method possible.377

–10–



manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)

Double-gyre 3-layer QG
Lx, Ly (3840× 4800)km
Hk (350, 750, 2900)m

g′k+0.5 (0.025, 0.0125) ms−2

δek 2m
τ0 2× 10−5m2s−1

Simulation time 1 year
Time step 2 hours

Temporal scheme SSRK3
a4 5× 1011 m4s−1

f0 9.37× 10−5 s−1

β 1.75× 10−11 m−1s−1

α 5× 10−5 s−1

Table 1. Model parameters shared by all simulations.

Table 1 gives the values of the parameters shared by all simulations. The values of B378

and e, given by Thiry et al. (2023), are:379

B =

 1
H1

−1
H1

0 0

0 1
H2

−1
H2

0

0 0 1
H3

−1
H3

 , e =


∂xτ

y − ∂yτ
x

0
0

δek
2|f0|∆p3

 , τ⃗ = τ0

[
− cos (2πy/Ly)

0

]
, (25)380

where τ0 represents the surface wind magnitude, Hk is the background thickness of the k-th381

layer and δek is the thickness of the lower Ekman layer. The vertical stratification of this382

model is described by the term −f2
0Ap where383

A =


1

H1g′
1.5

−1
H1g′

1.5
0

−1
H2g′

1.5

1
H2

(
1

g′
1.5

+ 1
g′
2.5

)
−1

H2g′
2.5

0 −1
H3g′

2.5

1
H3g′

2.5

 , (26)384

with g′k+0.5 the reduced gravity defined between layers k and k + 1.385

The noise σdBt is computed through offline analysis of high-resolution simulations386

based on Empirical Orthogonal Functions (see Li et al., 2023b). Specifically, high-pass387

filtering is applied to high-resolution simulation data to extract streamfunction fluctuations,388

from which velocity fluctuations are derived and aggregated into N = 50 orthogonal modes389

via the EOF procedure. The semi-martingale associated with the noise is then represented390

as a linear combination of these modes, weighted by standard Brownian motions:391

σ(x)dBt =
∑
i<N

√
λiΦi(x)dξ

i
t + Γ(x)dt, (27)392

where λi is the eigenvalue associated with the spatial mode Φi and (dξit)i<N denote in-393

dependent and identically distributed standard Brownian motions. The drift term Γ is394

introduced through Girsanov transformation (change of probability measure), with the aim395

of replicating the mid-latitude jet observed in the high-resolution experiment. This field396

is concentrated in mid-latitudes and can be found in the input data of the provided code397

(Clement & Li, 2024).398

This choice of σ is tailored for the LU model to resemble a high-resolution simulation.399

Consequently, if a method differs from the LU model, using the same noise parameterization400

is likely to result in a solution that does not resemble the high-resolution simulation. This401

discrepancy indicates a divergence from the LU model rather than an absolute measure of402

the method’s performance. In fact, it would be possible to parameterize σ specifically for403

this method to achieve better results.404
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Perturbed Steps

Perturbed Points

Cumulated Perturbed Points

Figure 3. Illustration of the grid perturbation methods “Perturbed Points” (top) where the

noise is applied to the grid points and “Perturbed Steps” (center) where the noise is applied to the

space steps. The dotted orange rectangles represent the initial grid and blue rectangles represent

the perturbed grid. On the bottom is an illustration of the equivalence between “Perturbed Points”

with a cumulative sum of the noise and “Perturbed Steps”.

4.2 Stochastic Grid Perturbation and Metric Perturbation405

The perturbation described in Leroux et al. (2022) does not consist in perturbing the406

grid points but instead the grid metric. The associated experiment is hence called “Per-407

turbed Steps” and will be compared (despite its lack of direct theoretical relation with LU408

and its possible artefacts on the eastern boundary) to the Stochastic Grid Perturbation pre-409

sented in this paper, named “Perturbed Points”. Figure 3 illustrates the difference between410

the two approaches. In a rectangular grid, the perturbation of the space steps amounts411

to modify σdBt with a cumulative sum from the lower space indices to the greater ones.412

This is illustrated on the bottom of Figure 3 where the grid points with a cumulative noise413

are aligned with the grid points of the “Perturbed steps” method. Inversely, moving the414

grid points would amounts to modify the “Perturbed steps” noise by taking its difference415

between consecutive steps. There is hence no fundamental difference behind the distinc-416

tion between “Perturbed Steps” and “Perturbed Points”. Nevertheless, we will see that the417

choice between the two methods significantly changes the behavior of the model if σ is kept418

the same.419

In both cases, an Auto-Regressive process is used to preserve the structure of the grid.420

As it is explained in §3.2, a compensation (i.e. the additional advective term) is introduced421

in the “Perturbed points” method to recover the effects of an uncorrelated-in-time noise.422

Remark. The choice of the nudging intensity parameter α depends on the structure and423

intensity of the noise. In our numerical simulations, α = 5× 10−5 s−1 which gives e−αδt ≈424

0.7 for our choice of δt. The goal was to minimise α while keeping the perturbation small425

compared to the space step: ϵi ≪ δx. The value of α was chosen by hand through numerical426

experiments to prevent negative space steps and avoid reliance on numerical thresholds.427

To focus on the effect of the grid perturbation, the same advective term is applied to the428

“Perturbed steps” method. As it is illustrated on the bottom of Figure 3, the displacement429

of the grid points can be large in the latter method, especially with space-correlated noise.430

The control of the parameters of such a noise is also a difficult task because of a possible431

strong accumulation effect. Using this displacement to compute the compensation term432

leads to high advection speed which would require to drastically decrease the time step.433

Consequently, at the price of a possible theoretical inconsistency, the displacement of the434

“Perturbed points” method was used to compute the compensation, even in the “Perturbed435

steps” method. We consider 6 ensemble simulations (30 members each):436

• Deterministic : high (10km) and low (40km) resolution437

• Explicit LU438
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Figure 4. Visualization of the perturbation of the grid generated by the SGP method for one

of the ensemble members at the end of a one-year simulation. Arrows linking the initial grid to the

perturbed grid are plotted: the length of the arrows has been increased tenfold to better visualise

the direction of the perturbation. On the left panel, the whole grid is represented and the right

panel displays a zoom on a smaller portion.

• Perturbed Steps439

• Perturbed Points440

• Perturbed Points without the compensation term441

Note that, since the role of (hyper)viscosity is to damp scales that are not properly resolved442

by the grid, the parameter a4 was reduced to 1010 m4.s−1 in the high resolution simulation.443

Keeping this parameter constant would not significantly change the results compared to the444

low resolution simulation (but would require a significantly smaller time step).445

Figure 4 shows the perturbation applied in the “Perturbed Points” case, and also serves446

as a representation of the noise (note that the amplitude of the perturbation is small, and447

that the length of the arrows has been multiplied by a factor of 10 to better visualize the448

displacement of the grid points). The noise features a so-called Girsanov drift to obtain a449

jet that is similar to the one in the deterministic High Resolution (HR) simulation (Li et450

al., 2023a).451

Creation of the initial ensemble A very high resolution (5km, with the hyper-viscosity452

coefficient reduced to a4 = 2.109 m4s−1) deterministic simulation at statistical equilibrium is453

used to create the initial ensemble. Assuming that the turbulence is sufficiently decorrelated454

in time, a snapshot of the very high resolution simulation is taken every 6 months in a 15-455

year simulation. To adjust the level of energy to the low resolution experiments, the (low456

resolution) explicit LU code then integrates in time all those snapshots for one year. For the457

10km-resolution deterministic experiments, the snapshots of the 5km-resolution are used458

directly.459

4.3 Qualitative study460

In this section we focus on the solution profile at the end of the one-year simulation.461

Recall that the LU method and “perturbed points” are theoretically the same (up to pos-462

sibly higher-order error terms), while “perturbed steps” and “without compensation” differ463

at leading order. The deterministic solutions serve as references to understand how sig-464

nificant the differences are. For consistency, the 10 km deterministic simulation data were465

downsampled to the 40 km coarse grid using a low-pass filtering procedure. A Gaussian466

kernel with a standard deviation of σ = 2 (half of the resolution ratio) and a width of467

6σ (capturing 99.7% of the Gaussian distribution) was applied to filter the inner points of468

the high-resolution pressure fields. The boundary value of each downsampled pressure was469
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Figure 5. Surface pressure (in m2.s−2) averaged over the ensemble and over the last week of a

one-year simulation.

determined by enforcing mass conservation constraints. Subsequently, other fields, such as470

potential vorticity, were derived on the coarse grid.471

Figures 5 and 6 respectively present the averaged pressure and potential vorticity. The472

average is computed both over the ensemble and over the last week of a one-year simulation.473

Firstly, it can be observed that the LU formalism allows for the generation of a jet that474

is much more pronounced than without noise injection. The solutions of the “Perturbed475

Points” and “Perturbed Steps” methods do exhibit such an energetic jet: the behaviour of476

SGP is hence similar to LU in this regard. However, in the absence of the compensation477

term (experiment “Without compensation”), the jet is less pronounced.478

Figure 7 provides the standard deviation of the surface pressure of the ensemble simu-479

lations. The standard deviation is also computed both over the ensemble and over the last480

week of the one-year simulation. It shows that, without the compensation term (“Without481

compensation”), the standard deviation is more concentrated at the center of the domain:482

it is stronger at the jet level and globally weaker in the rest of the basin. The compensation483

term seems hence to play a crucial role in transferring ensemble variability from grid points484

to the state variables. Interestingly, the “Perturbed steps” simulation also seems to exhibit485

a higher ensemble variance at the jet level compared to the LU approach. The LU method486

with EOF-based noise (27) produces lower variability compared to the high-resolution de-487

terministic run, primarily due to the stationary assumption of the EOF approach. This488

limitation has been addressed in our previous works, where more advanced noise parame-489

terization techniques and Girsanov drift corrections, such as state-dependent projections (Li490

et al., 2023a) and dynamic mode decomposition (Li et al., 2023b), were shown to improve491

the results. However, a detailed exploration of these methods is beyond the scope of this492
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Figure 6. Surface potential vorticity (in s−1) averaged over the ensemble and over the last week

of a one-year simulation.
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Figure 7. Point-wise standard deviation of surface pressure computed over the ensemble and

over the last week of a one-year simulation.
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Figure 8. Mean (left) and turbulent (right) kinetic energy spectrum computed over the ensemble

at the end of simulation.

work. The objective here is to establish the connection between grid perturbation methods493

and the LU framework, for which a simple yet efficient noise parameterization is sufficient494

to draw meaningful conclusions.495

Figure 8 compares the mean kinetic energy (MKE) and turbulent kinetic energy (TKE)496

spectra of different models at the end of the simulation. The MKE spectrum reflects the en-497

ergy of the ensemble mean, while the TKE spectrum shows the energy of deviations within498

the ensemble, indicating variance across scales. The MKE spectrum reveals that both the499

low-resolution deterministic run and the Perturbed Points method without compensation500

perform poorly at large and small scales. In contrast, the LU, Perturbed Steps, and Per-501

turbed Points methods effectively transfer energy from small to intermediate scales, showing502

good backscattering. The method without compensation shows only weak backscattering503

and performs worse at large scales, highlighting the value of the compensation term. The504

TKE spectrum shows that the LU, Perturbed Points, and Perturbed Steps methods pro-505

duce similar results, with the correct slope and no energy buildup at the cutoff scale. The506

Perturbed Steps method slightly increases TKE, while the method without compensation507

produces higher TKE but suffers from energy accumulation at the cutoff scale. This issue508

highlights its weaker ability to transfer energy from fluctuations to the mean, again showing509

the importance of compensation.510

4.4 Quantitative study511

Figures 9 and 10 display the first four spatially computed standardized moments of u512

and q, respectively. We note mi(u, t) = 1
V

∫
V
(u(x, t)− u(x, t))

i
dx the i-th order central513

moment (i ≥ 2), where V is the basin volume and u(x, t) is the ensemble average of u.514

The standard deviation, skewness and kurtosis are respectively defined by
√
m2,

m3

(m2)1.5
and515

m4

(m2)2
. One can see on those figures that the statistics of the “Perturbed points” ensemble516

are close to those of the “LU” ensemble. The other two methods presented approximate517

some statistics at the expense of others:518

• The mean vorticity with the “Perturbed steps” method significantly differs from other519

methods. Cumulative noise from low to high indices results in stronger noise in one520

gyre, creating average vorticity.521

It was also tested to remove the compensation term in this “Perturbed steps” ex-522

periment: doing so also halves the creation of vorticity. The displacement of the523

“Perturbed points” method used to compute the compensation (see §4.1) may be a524

cause of creation of vorticity. However there is still an unidentified source of vorticity,525
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Figure 9. First four standardized moments of the variable u (reconstructed from p). Each solid

line represents the average of a moment over the ensemble members, and the envelopes contain all

the moment values.
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Figure 10. Same as Figure 9 but for the vorticity (variable q).
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as removing the compensation term while using the cumulative sum in each gyre does526

not completely cancel the creation of vorticity.527

• The standard deviation for both variables is underestimated with the method “With-528

out compensation”. The compensation term of the “Perturbed points” method is529

indeed one of the keys of the transfer of variability from the grid points to the vari-530

ables u and q.531

Figure 9 also features interesting characteristics of skewness and kurtosis. First, the positive532

skewness of the variable u suggests that extreme values are predominantly positive. The533

latter observation is expected, as this double-gyre configuration is characterized by the east-534

directed flow concentrating the extreme values. Second, the kurtosis of u in the deterministic535

case is much larger than in the stochastic cases, indicating more extreme values. It can be536

noted that the deterministic simulation appears to lead to a slightly higher variance than537

the simulation without compensation. This suggests that the high skewness and kurtosis of538

the low resolution deterministic simulation does not come from small values of the variance.539

Figure 6 hints that in the absence of a clear jet, the deterministic (LR) experiment may540

create extreme values located on the west side between the two gyres. Note that the spatial541

statistics of the high-resolution deterministic experiments are displayed for completeness542

but are difficult to compare to the low-resolution experiments.543

An additional analysis of the moments (not shown) centered on the jet area yields544

the same conclusions, except that the variance, skewness and kurtosis of the low-resolution545

deterministic simulation are much smaller, indicating the absence of a clear jet. The creation546

of vorticity of the “Perturbed steps” method is also largely reduced, indicating that it does547

not originate from the jet.548

Finally, these figures (for the sake of readability) only display 3 out of the 30 ensemble549

members. Comparing the statistics of two ensembles can be done using the Wasserstein550

distance. This involves finding the permutation π : [[1, 30]] → [[1, 30]] that minimizes the551

term-wise distance: infπ

(
1
30

∑30
i=1 ||Xi − Yπ(i)||2

) 1
2

. This allows for the comparison of en-552

semble simulations for a given statistic. Tables 2 and 3 (summarized in Figure 11, (a))553

provide the relative distance to LU. A reference is calculated by taking the Wasserstein554

distance between the first 15 and the last 15 members of the same ensemble from the ’LU’555

experiment (for a given turbulent statistic). The relative distance to LU is the Wasserstein556

distance between two ensembles divided by the latter reference. It can be understood as the557

member-to-member distance divided by the distance between members of the LU ensemble.558

Figure 11 presents the relative distance to LU for each standardized moments of u and559

q, gathered on radar charts. The left panel (a) is a summary of Tables 2 and 3 where the560

moments take into account the whole computational domain. Conversely, the moments are561

computed only on an area around the jet to create the right panel (b). Those radar charts562

are in line with the previous conclusions: the statistics of the “Perturbed points” ensemble563

are indeed close to those of the “LU” ensemble. All methods introducing a stochastic noise564

are closer to LU than the deterministic simulation, with the exception of the “Perturbed565

steps” method, due to its systematic creation of vorticity. The latter remark does not apply566

as strongly when the moments are computed only in the vicinity of the jet. Finally, we also567

note that the relative difference to LU is often less than 1. This means that the variability568

of the LU ensemble for those moments is larger than the difference between the studied569

approaches.570

5 Conclusion571

5.1 Summary572

This paper has presented a Stochastic Grid Perturbation method based on autoregres-573

sive processes that is equivalent to an explicit implementation of the LU method. To achieve574
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Deterministic Perturbed points Without compensation Perturbed steps
MEAN 1.502 0.048 1.730 0.074
STD 2.272 0.155 4.436 0.416

SKEWNESS 33.139 0.471 5.772 0.738
KURTOSIS 92.389 0.420 1.435 0.567

Table 2. Relative distance to LU for the velocity u.

Deterministic Perturbed points Without compensation Perturbed steps
MEAN 0.168 1.466 0.293 643.695
STD 7.442 0.005 7.423 0.056

SKEWNESS 0.746 0.040 0.172 0.907
KURTOSIS 1.581 0.012 0.771 0.098

Table 3. Relative distance to LU for the vorticity q.

MEAN: u

STD: u

SKEW: u

KURTOSIS: uKURTOSIS: q

SKEW: q

STD: q

MEAN: q

(a) Moments computed globally

10 210 1
100101

102103

MEAN: u

STD: u

SKEW: u

KURTOSIS: uKURTOSIS: q

SKEW: q

STD: q

MEAN: q

(b) Centered around the jet

10 210 1
100101

102103

Deterministic
Perturbed points
Without compensation
Perturbed steps

Figure 11. Log scaled radar chart showing the relative distance to LU for the first four standard-

ized moments of the variables u and q. Left panel (a): summary of Tables 2 and 3: the standardized

moments are computed on the whole computational domain. Right panel (b): additional analysis

where the standardized moments are computed on a smaller portion of the domain, including the

jet area.
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strict equivalence, a compensation term has been added in the form of advection. The im-575

portance of this compensation has been numerically studied, and the validity of the grid576

perturbation method has been confirmed. Perturbing grid steps differs from perturbing grid577

points: transitioning between the two is akin to modifying the operator σ fundamentally,578

altering the statistical characteristics of the solutions.579

In the model employed here, the stochastic transport operator applied to q was a580

significant choice. As it was mentioned in Section 3.3, considering velocity u as a prognostic581

variable under LU assumptions results in a system with distinct properties. It has been582

shown that, with the presence of a stochastic right-hand side, the effect of grid perturbation583

can differ from the stochastic transport operator although a numerical estimation hints that584

this difference may be small for the Quasi-Geostrophic equations.585

This paper addresses the link between LU and SGP by modifying the SGP method to586

make it similar to LU. This approach is quite natural because LU offers more theoretical587

guarantees such as energy conservation along trajectories. However, one could alternatively588

design a noise term σdBt to express the SGP method as an instance of LU and study its589

properties. This noise would feature a Girsanov drift based on its past trajectory. Investi-590

gating such a noise within the LU framework would be interesting but challenging.591

5.2 Application scenarios and limitations of SGP592

The starting point of this study is the implementation of SGP in NEMO (Leroux et593

al., 2022). This implementation was motivated by the apparent simplicity of perturbing the594

grid to control the spread of an ensemble. However, their goal was not to implement exactly595

a LU method and the noise introduced was homogeneous. Indeed, the main difficulty of596

most LU implementations is the parameterization of the operator σ. This can be achieved597

for instance through offline analysis of high-resolution simulations based on Empirical Or-598

thogonal Functions (Tucciarone et al., 2023) or more elaborate approach (Tucciarone et al.,599

2024).600

When the SGP described in this paper is integrated into an Eulerian code with the601

compensation term, it combines the stochastic Eulerian transport of the compensation term602

with grid perturbation. In contrast, explicitly implementing LU would solely necessitate a603

stochastic Eulerian transport.604

On another hand, there is presently an emerging interest in the use of Arbitrary La-605

grangian Eulerian (ALE) methods (e.g. (Donea et al., 2004)) in the ocean modelling com-606

munity. In such a perspective, it is interesting to note that within a code built upon an607

ALE framework, grid points can undergo direct perturbation using σdBt without the need608

for Ornstein-Uhlenbeck processes and a compensation term.609

Applying the SGP method amounts to treat the smooth component of the motion in610

an Eulerian manner while using a Lagrangian method for the uncorrelated motion. This is611

somewhat similar to the so-called fractional-step methods (e.g. Huerta & Casadei, 1994),612

widely used in ALE frameworks. Therefore, this study presents the option of a semi-613

Lagrangian implementation of the LU equations, which holds more significance for semi-614

Lagrangian frameworks. Future work could focus on adapting this semi-Lagrangian setting615

to other discretization methods, such as Finite Volume methods.616

Open Research Section617

The numerical model, the code for statistical analyses and the code generating the618

Figures and Tables can be found in the repository “Stochastic Grid Perturbation” (Clement619

& Li, 2024) at address https://gricad-gitlab.univ-grenoble-alpes.fr/clemensi/qgm620

sgp. The latter Python3.10 code is under MIT license. Moreover, the datasets containing621
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the outputs of the simulations used in the Figures are available in Zenodo (Clement, 2024)622

at https://doi.org/10.5281/zenodo.11650897.623
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Brecht, R., Li, L., Bauer, W., & Mémin, E. (2021). Rotating shallow water flow under641

location uncertainty with a structure-preserving discretization. Journal of Advances642

in Modeling Earth Systems, 13 (12), e2021MS002492.643
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Mémin, E. (2014). Fluid flow dynamics under location uncertainty. Geophysical & Astro-716

physical Fluid Dynamics, 108 (2), 119–146.717

O’Kane, T. J., Fiedler, R., Collier, M. A., & Kitsios, V. (2023). Ocean model response to718

stochastically perturbed momentum fluxes. Journal of Climate, 36 (6), 1895–1922.719
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