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FÉLIX MIRANDA-VILLATORO†, FERNANDO CASTAÑOS⋆, AND BERNARD BROGLIATO†
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Sliding-mode control is a major field of Automatic
Control that originated in Germany [1, 2] and in the
former Soviet Union [3, 4], about 70 years ago during
the development of relay systems. Sliding-mode princi-
ples were later incorporated in the design of differentia-
tors and observers [5, 6, 7]. Higher-order sliding modes
were introduced by Levant in [6, 7, 8, 9, 10]. They rep-
resented a significant progress for control and differenti-
ation, the prominent algorithm being the super-twisting
scheme. Overviews of sliding-mode control and its appli-
cations can be found in [11, 12, 13, 14, 15, 16]. Mathe-
matical foundations for sliding-modes were set mainly by
Filippov [17, 18] within the framework of set-valued anal-
ysis and differential inclusions. Though other mathemat-
ical settings exist (maximal monotone operators being an
important one as shown in this article), Filippov’s differ-
ential inclusions remain the most popular mathematical
concept in the automatic control field. Later, discrete-
time implementations were studied, see “Sidebar II” for a
short historical summary of discrete-time sliding-modes.

The chattering phenomenon has long been recognized
as a major obstacle to the implementation of set-valued
sliding-mode systems, hampering a wider dissemination
in applications. It refers to high-frequency bang-bang-
like input signals which harm actuators and possibly
yield closed-loop instability [19, 20, 21], as well as high-
frequency oscillations of the output signal. The time-
discretization of set-valued sliding-mode controllers is a
major source of chattering when explicit (or, forward Eu-
ler) methods are used [22, 23, 24, 25, 26, 27, 28, 29]. This
has motivated the introduction of a new discretization ap-
proach, broadly known as the implicit (or, the backward
Euler) method [30, 31, 32].

The main objective of this article is to show that the im-
plicit and semi-implicit methods for the discrete-time im-
plementation of set-valued sliding-mode controllers, ob-
servers, and differentiators are tightly related to the sub-
ject of optimization, and that this close relationship al-
lows us to consider the implicit/semi-implicit algorithms
from a unified point of view. Within this setting, tools
from convex analysis, complementarity theory, proximal-
point algorithms and proximal operators, maximal mono-
tone operators, and variational inequalities are crucial.

This was alluded to in [31, 21, 30, 33, 34, 35, 36, 37,
32, 38, 39, 40, 41], and especially in [42, 43, 44], where
resolvents and Yosida approximations were used for the
first time in this context. When implicitly or semi-
implicitly discretized, sliding-mode controllers and differ-
entiators yield new kinds of proximal-point algorithms,
named robust, time-varying, higher-order and Hamilto-
nian proximal-point, all of which belong to a class of non-
linear difference equations.

Control systems are mainly designed in a continuous-
time setting, their discretization being part of a subse-
quent step. When the discrete-time control is designed to
emulate the continuous-time control — a procedure called
emulation — it is usually expected that the continuous-
time closed-loop properties (robustness, stability, passiv-
ity, etc) will be preserved if the sampling time is small
enough [45, Chapter 3]. It is well-known, however, that
the discretization process can deteriorate the performance
and modify the system’s properties (zeroes [46], passivity
[47], etc).

Systems with sliding modes are particularly susceptible
to the employed discretization method, some aspects of
which are summarized in the flowchart of Figure 1. In
fact, it has been verified analytically and experimentally
that explicit emulation applied to sliding-mode set-valued
systems yields ill-posed discrete-time systems that fail to
approximate the set-valued control input, no matter how
small the sampling time is.

This tutorial paper is organized in three main parts:
the first part is dedicated to first-order sliding-mode
controllers, the second part focuses on higher-order
sliding-mode systems (controllers, differentiators, state
observers), the third part discusses computational issues
and presents experimental results. The article’s main ob-
jectives are: 1) to shed new light on first-order schemes,
both in continuous and discrete-time settings, using pas-
sivity as a guideline, 2) to show that proximal-point al-
gorithms can be used as a unifying framework for the
analysis and implementation of backward-Euler schemes
applied to first-order and higher-order schemes, 3) to pro-
vide preliminary ideas on computational issues associ-
ated with the implementation of backward-Euler-based
schemes (controllers, observers, differentiators), 4) to sur-

1



Systems with sliding modes are particularly susceptible to the employed
discretization method.
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Figure 1: Flowchart of the implementation of control systems using sliding modes. From the point of view of
traditional sliding-mode control (SMC), a discontinuous feedback law is enforced on an ordinary differential equation
(ODE). A consistent notion of solution requires the conversion of the closed-loop discontinuous ODE into a differential
inclusion (Filippov’s convexification). Alternatively, a set-valued feedback law can be directly formulated from the
outset, yielding again a differential inclusion from which a continuous selection is uniquely chosen (thick blue line).
The result is a well-posed ODE with a stable desired equilibrium. Some practitioners bypass Filippov’s convexification
by replacing the discontinuous law with an arbitrary approximation (typically a saturation). The outcome may be
the destabilization of the desired equilibrium. A backward-Euler discretization of the sliding-mode controller results
in a difference inclusion from which, in analogy with the continuous-time case, a selection can be chosen to form a
well-posed difference equation with a stable desired equilibrium (thick blue line). The formulation of the difference
inclusion together with its solution techniques is usually referred to as the implicit (or backward-Euler) method.

vey the results (theoretical and experimental) that have
been obtained so far concerning the backward-Euler dis-
cretization of set-valued sliding-mode systems.

1 SUBGRADIENT FLOWS, PROXIMAL
ALGORITHMS, FINITE-TIME CONVER-
GENCE

The intimate relation between optimization and the im-
plicit discretization of set-valued sliding-mode systems is
illustrated in this section (see “Sidebar III” for a defini-
tion of sliding motion). For the sake of simplicity, the
presentation is restricted to the scalar case without per-
turbation. The disturbed case is analysed in the following
section in a more general framework. Consider a scalar

continuous-time dynamical system

ẋ(t) = ax(t) + bu(t) (1)

with a < 0 and 0 < b constant and fixed. Suppose that
the input is a feedback law u(t) = usv(x(t)). The set-
valued feedback

−usv(x) ∈ κ sgn(x), κ > 0, (2)

where sgn(·) is the set-valued signum function (30),
achieves the finite-time convergence of the state towards
the origin [51, 52]. Indeed, the closed-loop system belongs
to the class of gradient systems

ẋ(t) ∈ −∂f(x(t)) (3)

with f(x) = −a
2
x2 + bκ|x|. According to Proposition 2 in

“Sidebar III”, the origin is finite-time stable. Due to the
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Sidebar I: Summary

This article is largely concerned with the relationships between the implicit (backward) discretization of set-
valued sliding-mode systems (for control, state observation, or differentiation), and proximal-point algorithms
of optimization. It is shown that using well-known notions like maximal monotonicity, proximal and resolvent
operators, and Yosida approximations, it is possible to embed implicit time-discretization methods into the uni-
fied framework of proximal-point algorithms. This is illustrated with first-order and higher-order sliding-mode
systems. Passivity is shown to play an important role. Extensions of the classical proximal-point algorithm are
introduced. Particular attention is given to the use of splitting methods to resolve computational issues related
to implementation.

computational power and flexibility of digital electronic
devices, it is now common to consider the discrete-time
version of the control law (2) for its implementation in a
digital computer. To that end, let us consider the exact
discrete-time dynamics associated with (1). That is, the
exact solution of (1) evaluated at discrete times tk = kh,
where k ∈ N and h > 0, denotes the sampling time. In-
deed, by the variation of constants formula it follows that

x(t) = ea(t−t0)x(t0) +

∫ t

t0

ea(t−τ)bu(τ)dτ . (4)

Thus, assuming that the control input u(t) remains con-
stant during the intervals [tk, tk+1), it follows that

xk+1 = ãxk + b̃uk, (5)

where x(tk) = xk, uk = u(tk), ã = eah, and b̃ = (eah−1)b
a

.
Let us consider first the explicit (forward-Euler) dis-
cretization of (2), that is, uk = usv(xk), where

−usv(xk) ∈ κ sgn(xk). (6)

The closed-loop discrete-time dynamics becomes

xk+1 ∈ ãxk − b̃κ sgn(xk). (7)

It is worth emphasizing that, at xk = 0, the differ-
ence inclusion (7) does not have a unique solution, as
the right-hand side becomes a non-singleton. Moreover,
with such feedback the origin is not finite-time stable, no
matter how small h is. Indeed, the origin becomes un-
stable and an asymptotically stable limit-cycle appears,
creating numerical (or discretization, or digital) chatter-
ing. The amplitude of the limit cycle is proportional to
the control gain κ and to h through b̃: if h decreases
to zero, then the amplitude of the limit cycle also de-
creases and, in the limit, the oscillation disappears. On
the other hand, if h increases then b̃ increases and the am-
plitude increases. This stands in sharp contrast with the
implicit method described below, which is relatively in-
sensitive to an increase in the sampling time (see Figures
2 and 3). The existence of limit cycles in explicitly dis-
cretized sliding-mode systems has been deeply analyzed
in [22, 23, 24, 25, 26, 27, 28, 29, 53]. It is inferred that

digital chattering is intrinsically linked to the explicit dis-
cretization (not to be confused with the explicit forms of
the implicit (backward-Euler) discretization, as detailed
below).

Let us now consider the backward-Euler discretization
of (2),

−usv(xk) ∈ κ sgn(xk+1), (8)

which results in

xk+1∈ ãxk − b̃κ sgn(xk+1). (9)

In this case the closed-loop is well-posed, as the state xk+1

depends only on data available at time tk = kh, (i.e., ã,
b̃, κ, and xk). Indeed, (9) is equivalent to the following
generalized equation in the unknown xk+1:

ãxk ∈ (Id +b̃κ sgn)(xk+1). (10)

where Id is the identity mapping. In view of the maximal
monotonicity of the sign multifunction (see “Sidebar V”),
the generalized equation (10) has a unique solution

xk+1 = Proxb̃κg(ãxk), (11)

where Proxf denotes the proximal mapping of the func-
tion f and g(·) = | · | (see “Sidebar VII” for more details).
In this case,

Proxb̃κg(ãxk) = ãxk − b̃κ sgn(xk)min

{
ã

b̃κ
|xk|, 1

}
=

{
0 if |xk| ≤ b̃κ

ã

ãxk − b̃κ sgn(xk) otherwise
.

(12)

The iteration (11) is an instance of the proximal-point al-
gorithm (see Definition 12 in “Sidebar VII”), vastly stud-
ied in the literature of Convex Optimization [54] and rec-
ognized as an effective discretization of the subgradient
system (3) [55]. It is an explicit form of the algorithm im-
plicitly defined by (9) and falls within the context of Kras-
nosel’skĭı-Mann iterations [56]. Thus, its convergence is
guaranteed by Krasnosel’skĭı-Mann Theorem [56] for any
proper, convex, lower semicontinuous (LSC) function g,
whenever the set of minimizers of g is nonempty [56, The-
orem 1.1]. Moreover, since g(·) = |·| implies 0 ∈ int ∂g(0),
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Sidebar II: Discrete-Time Sliding-Modes in Control

The most widespread discrete-time algorithms for sliding-mode implementation consist of an emulation method
coupled to a forward-Euler discretization (see (6)), with or without a saturation function replacing the set-
valued signum function. The latter is essentially an engineering trick, and the necessary parameter tuning to
find a correct trade-off between sampling time and saturation width is often uneasy. Forward-Euler has long
been known to produce digital chattering [S7, S4], thus high-frequency bang-bang-like controllers (see Fig. 8).
Such unwanted dynamical behavior has been deeply analyzed in [22]–[29] for various sliding-mode controllers.
This has prompted researchers to design other types of discrete-time sliding-mode controllers, which should be
designed directly in the discrete-time setting (should they be “pure” discrete-time systems or resulting from
the time-discretization of a continuous-time plant). See, e.g., [S9] for a survey.
Let sk be the discrete-time sliding variable. Imposing sk+1 = 0 yields a dead-beat input [S2]. This should
be avoided in general, see Remark 6. To that end, various strategies have been proposed in the literature. A
quasi-sliding mode is characterized by a tube defined by an inequality |sk| ≤ ε, ε > 0. Designing control laws
that render it invariant and attractive in a finite number of steps is a research topic initiated in [S1, S3, S8, S10],
and active until recently, see, e.g., [S5, S6, S15]. It mainly consists of setting sk+1 = f(sk, xk, k) for some f ,
then looking for a controller (a reaching law) guaranteeing it. Various reaching conditions have been stated in
the related literature, see [48, S11]. Most of the reaching laws use signum functions [S5, S6, S8, S15] and thus
share close similarities with explicit Euler schemes. Another branch of analysis was more recently tackled by
Levant [S12]–[S14], [49], concerning the discretization of higher-order and homogeneous sliding-mode schemes,
with special attention paid to accuracy of differentiators.
It is noteworthy that the first-order controllers proposed in [S4] and [S7] are backward-Euler algorithms (hence
similar to the algorithms described in section “3”), with the assumption that the equivalent controller is known,
hence ignoring unknown disturbances. A minimum-operator scheme as in (13c) is proposed in [48] considering
unknown disturbances (in the framework of so called reaching laws [S8], minimum-operator controllers merely
provide another reaching law). However, no unknown disturbances were considered in a general context for
backward (implicit) Euler discretization before [31], hence seriously limiting the applicability of such controllers
(the link between minimum-operators and backward-Euler methods was made much later in [50]). The key idea
in [31] and subsequent works cited in this article is to keep the set-valued feature of sliding-mode controllers
in the discrete-time design, hence showing that digital chattering is not unavoidable (contrarily to some widely
spread conclusions led in an explicit, forward-Euler context [S2]). Mathematical tools like generalized equations,
variational inequalities, complementarity problems, maximal monotone operator theory, were introduced in
digital sliding-mode control design for the first time in [21, 30, 31, 32, 42, 43]. The topic of this article is
precisely to give a broader extent to this point of view.
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the origin of (9) is globally finite-time stable for any h > 0
[57] and, contrary to the explicit discretization (7), it ex-
hibits no oscillations at all. Figure 3 shows the cobweb
diagram of (9).

An explicit expression for the selection of the control
law in (8) can be computed with the help of (5) as shown
in the following proposition.

Proposition 1. Consider the input implicitly defined
by (8) together with the discrete-time system (5). The
following statements are equivalent:

−usv(xk) ∈ κ sgn(xk+1). (13a)

−usv(xk) = Proj

(
[−κ, κ]; ã

b̃
xk

)
. (13b)

−usv(xk) = κ sgn(xk)min

{
ã

b̃κ
|xk|, 1

}
. (13c)

Proof. The proof uses various results presented in “Side-
bar VI”, “Sidebar III”, “Sidebar V”, and “Sidebar VII”.
It follows from (37) and (5) that (13a) is equivalent to
ãxk + b̃usv(xk) ∈ N[−κ,κ] (−usv(xk)). Since cones are in-
variant under multiplication by positive scalars, the latter
is equivalent to ã

b̃
xk ∈

(
Id +N[−κ,κ]

)
(−usv(xk)). Propo-

sition 6 in “Sidebar VI” then establishes the equivalence
between (13a) and (13b). The equivalence between (13b)

and (13c) follows from direct computations. Indeed,

Proj

(
[−κ, κ]; ã

b̃
xk

)
=

{
ã

b̃
xk if ã

b̃
|xk| ≤ κ

κ sgn(xk) otherwise.

= sgn(xk)min

{
ã

b̃
|xk|, κ

}
= κ sgn(xk)min

{
ã

b̃κ
|xk|, 1

}
.

(14)

The expressions in (12) and (13) can also be written
using complementarity problems and variational inequal-
ities, using equivalent formulations of normal cones (see
(31) for the variational formulation, and “Sidebar IX” for
the complementarity formulation of a class of nonsmooth
systems which are close to the sliding-mode ones). The
signum multifunction can also be rewritten using various
formalisms, see [58, “Set-Valued Signum Function”]. The
min{·, ·} function in (13c) and in (12) is a complementar-
ity function (or C-function) [59, 60]. The expression (13b)
shows that usv(xk) is the solution of the quadratic opti-
mization problem

−usv(xk) = argmin
z∈[−κ,κ]

1

2

∥∥∥∥z − ã

b̃
xk

∥∥∥∥2 . (15)

This suggests that implicit controllers can be imple-
mented online by solving quadratic programs (QPs) with
constraints. It is noteworthy that the explicit form (13c)
has been studied in [61, Example 3.1] via Lyapunov meth-
ods (see also [48], where the same algorithms were al-
ready presented, and [62, 63] for further analysis, where
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xk+1 ∈ ãxk − b̃κ sgn(xk)

xk

b̃κ

−b̃κ

x0

x′
0

Figure 2: Cobweb diagram of (7) with parameters: ã =
0.5, b̃κ = 0.75 for two different initial conditions. The
explicit discretization of the set-valued law (2) yields an
iteration with a non-monotone map such that, for almost
all initial conditions, the closed-loop shows an oscillatory
behavior. The amplitude of the oscillation is proportional
to the control gain κ.

the form (13c) is called a minimum-operator-based in-
put), and that the connection with proximal maps via
the implicit Euler method was shown in [50]. It is worth
to emphasize that, in the limit as h ↓ 0, the trajectories
of both schemes, (7) and (9), converge towards trajecto-
ries of the continuous time inclusion (1)-(2). However,
the control input (13) is well defined at x = 0, whereas
(6) is not. Thus, even though in the implementation of
discrete-time controllers the sampling time h > 0 cannot
be arbitrarily small because of practical limitations, it is
clear that the implicitly defined system (9) is more at-
tractive than the explicit one. Such distinction becomes
more important when disturbances are considered.

To close this section, it is also worth to emphasize that
arbitrary regularizations of the set-valued sign function
(that is, single-valued functions sufficiently close to the
graph of the sign multifunction like the saturation or the
sigmoid functions) do not guarantee the global finite-time
convergence property. Generically, such an approxima-
tion either breaks the global finite-time convergence to-
wards zero (making the convergence asymptotic), or the
stability of the iteration map, making the origin unsta-
ble and producing an oscillatory behavior (see “Sidebar
VII”).

The following section extends the ideas presented above
to the multivariable case, where non-vanishing external
disturbances affecting the dynamics are also considered.
Moreover, a control theoretic interpretation for the use of
implicitly defined controllers is presented under the gen-
eral framework of passive systems.

2 FIRST-ORDER SLIDING-MODE CON-
TROL: CONTINUOUS-TIME

In this section we argue that first-order sliding-mode con-
trol is a particular case of passivity-based control. This
observation leads to a new method for designing sliding-
mode controllers and establishes the grounds for the fol-
lowing section, which is about discrete-time sliding-mode
control.

Consider the perturbed linear dynamics

ẋ(t) = Ax(t) +B(u(t) + δ(t)), (16)

where x(t) ∈ Rn, u(t) ∈ Rm, and δ(t) ∈ Rm are, respec-
tively, the state, the control input, and the perturbation
at time t. Accordingly, A ∈ Rn×n and B ∈ Rn×m. It is as-
sumed that rank(B) = m and δ(t) is uniformly bounded.

2.1 The Classical Approach

In the classical approach to sliding-mode control, the ro-
bust stabilization of (16) is undertaken in two steps:

1. Choose a linear map σ : x 7→ Cx and define the
sliding variable s = σ ◦ x. The matrix C ∈ Rm×n

is such that det(CB) ̸= 0 and such that s(t) ≡ 0
implies x(t) → 0 as t ↑ +∞.

2. Design a control law u(t) such that s(t) converges to
zero in finite time.

Step 1 is typically accomplished by putting the system
in regular form and solving a lower-dimensional stabiliza-
tion problem [51, 52]. To accomplish Step 2, the time
derivative ṡ(t) = CAx(t) + CB(u(t) + δ(t)) is first com-
puted. By setting u(t) = ulin(x(t)) + (CB)−1v(t), where

ulin(x) = −(CB)−1CAx (17)

is a linear feedback and v(t) is a new input, the dynamics
for s are simplified to

ṡ(t) = v(t) + CBδ(t). (18)

The design is completed by fixing the new input as v(t) =
usv(x(t), t) with

usv(x, t) ∈ −K Sgn(σ(x)), K = K⊤ ≻ 0, (19)

for all t ∈ R. The term usv(x, t) is a selection of the set-
valued signum function (see Definition 3 in “Sidebar III”,
and (30) (40) in ”Sidebar VI” ). With the controls (17)
and (19), the sliding variable evolves according to the
differential inclusion

ṡ(t) ∈ −K Sgn(s(t)) + CBδ(t). (20)

The time derivative of the Lyapunov function Vs(s) =
1
2
s⊤K−1s along closed-loop trajectories is

V̇s(s(t)) = −s(t)⊤
(
Sgn(s(t))−K−1CBδ(t)

)
= −∥s(t)∥1 + s(t)⊤K−1CBδ(t)

≤ −(1− ∥K−1CBδ(t)∥∞)∥s(t)∥1.
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The computation of the implicit first-order SMC with a single sliding surface,
boils down to projecting a scalar onto a bounded interval: it is therefore

extremely simple to implement.

xk+1 ∈ ãxk − b̃κ sgn(xk+1)

xk

− b̃κ
ã

b̃κ
ã

x0

x′
0

Figure 3: Cobweb diagram of (9) with parameters: ã =
0.5, b̃κ = 0.75. The implicit discretization of the set-
valued law (2) yields an iteration with a maximal mono-
tone map such that, for any initial condition, the state
converges towards the origin after a finite number of steps.

Using classical arguments, the finite-time convergence of
Vs(s) to zero is inferred provided that ∥K−1CBδ(t)∥∞) <
1 (using, for example, [65, Proposition 11.1.6]). There-
fore, there exists some tmin < +∞ after which a sliding
mode occurs. That is: s(t) = 0 and therefore

usv(x(t), t) = −CBδ(t) (21)

for all t ≥ tmin. In other words, the controller compen-
sates exactly for the unknown perturbation. Certainly,
this continuous-time property is a kind of miracle of set-
valued feedback control, adding to the miracle of feedback
stabilization [66]. The exactness (equality) in (21) is obvi-
ously due to modeling idealization. However, as demon-
strated by the implicit discrete-time analysis in (98) and
by experimental results, it is the idealization of an ob-
served behavior. In particular, insensitivity of the dynam-
ics with respect to K during the sliding-mode is observed
experimentally in both differentiation and control when
the implicit method is used. This witnesses the fact that
(21) is far from being just a mathematical fuss.

2.2 A Passivity-Based Approach

Let us ponder the classical approach through a passivity
point-of-view. This will later be used to show the neces-
sity for an implicit discretization.

Remark 1. Item 1) above implies that the system with
output s is feedback equivalent to a passive one. Indeed,
a system is feedback passive if, and only if, it is of rel-
ative degree {1, . . . , 1}, i.e., det(CB) ̸= 0 and minimum
phase, i.e., s(t) ≡ 0 implies x(t) → 0. The linear feed-
back ulin renders (16) passive with output s and input
v+CBδ (see [68] for details on the unperturbed case). In
this regard, first-order sliding-mode control is a particular
instance of passivity-based control.

Besides passivity, a fundamental notion is implicitly
used in the above analysis: maximal monotonicity (see
“Sidebar V”). Following [69] the change of variable

s′ = K− 1
2 s may be performed, transforming (20) into

ṡ′(t) ∈ −K
1
2 Sgn(K

1
2 s′(t)) +K− 1

2CBδ(t).

The differential inclusion can be written as

ṡ′(t) ∈ −∂f(s′(t)) +K− 1
2CBδ(t), (22)

where f(·) = ∥K
1
2 · ∥1 and where the chain rule was used

(see Theorem 3 in “Sidebar V”) to compute ∂f , the sub-
differential of f (see “Sidebar VI”). The operator ∂f is
a maximal monotone operator, f being a convex contin-
uous proper function (see “Sidebar VI”). The differential
inclusion has the form (7) so, if the eigenvalues of K are
large enough, it satisfies the conditions of Proposition 2
in “Sidebar III” and the origin s′ = 0 is finite-time stable.

Let us now introduce a different, less-classical design
directly based on passivity and monotonicity arguments.
Recall that the pair (A,B) is stabilizable if, and only if,
there exists P ∈ Rn×n such that P = P⊤ ≻ 0 and [70]

AP + PA⊤ ≺ BB⊤. (23)

Similarly to [43, 71], this inequality is exploited to con-
struct the storage function candidate

V (x) =
1

2
x⊤P−1x. (24)

Its time-derivative is

V̇ (x) =
1

2
x⊤
(
P−1A+A⊤P−1

)
x+x⊤P−1B(u+δ) (25)
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Sidebar III: Set-Valued Mappings and Differential Inclusions

A set-valued operator or multifunction F : Rn ⇒ Rm is a map that associates, with any x ∈ Rn, a subset
F(x) ⊂ Rm. The domain of F is given by

domF = {ξ ∈ Rn | F(ξ) ̸= ∅} . (1)

The inverse mapping (set-valued or single-valued) of F is defined as F−1 : Rm ⇒ Rn with F−1(y) = {ξ ∈
Rn | y ∈ F(ξ)}. Given a set E ⊂ Rm, its inverse image by F is defined as F−1(E) =

⋃
y∈E F−1(y). It will be

useful to consider rint(domF), the relative interior of domF. The range of the operator F is given by

rgeF = {η ∈ Rm | η ∈ F(ξ) for some ξ ∈ Rn} (2)

and its graph by
gphF = {(ξ, η) ∈ Rn × Rm | η ∈ F(ξ)} . (3)

Semicontinuity properties (inner, upper, outer) are fundamental for set-valued maps analysis. The material
below is taken from [S16, S17, S18, S19].
Differential inclusions provide a mathematical framework for the study of systems with discontinuous models.
Namely, for a discontinuous ODE of the form

ẋ(t) = f(t, x(t)), x(t0) = x0, (4)

where the single-valued map f : R × Rn → Rn is measurable in both arguments and locally bounded, it is
well-known that, in general, a solution in the sense of Carathéodory fails to exist (i.e., an absolutely continuous
function that satisfies (4) a.e.). Thus, in order to make sense of (4), the Filippov’s convexification method
considers instead the differential inclusion

ẋ(t) ∈ F(t, x(t)), x(t0) = x0, (5)

where F(t, x) =
⋂

ε>0

⋂
µ(Ω)=0 co {f (t, (x+ εB) \ Ω)}, coA denotes the closed convex-hull of A, and µ(Ω) de-

notes the Lebesgue measure of the set Ω ⊂ Rn. Thus, absolutely continuous functions that satisfy (5) a.e., are
solutions of (4) in the sense of Filippov, see e.g., [17, 18]. On the other hand, let instead of (5) the following
differential inclusion be considered

ẋ(t) ∈ K(t, x(t)), x(t0) = x0, (6)

where K(t, x) =
⋂

ε>0 co{f(t, x+εB)}. Then, absolutely continuous functions that satisfy (6) a.e. are solutions
of (4) in the sense of Krasovskii. In general, Filippov and Krasovskii solutions are different, see, e.g., [64].

Definition 1. The set-valued map F : Rn ⇒ Rm is outer semicontinuous (OSC) if, for any x ∈ domF and
any sequence {(xk, yk)} such that (xk, yk) ∈ gphF for all k, and (xk, yk) → (x, y), one has (x, y) ∈ gphF.

Fact 1. If F is OSC at x, then F(x) is a closed set (hence, an OSC set-valued map F is closed valued).
Moreover, F is OSC if and only if gphF is closed.

Theorem 1. [S17, Theorem 5.1] Let F : Rn × [0, T ] ⇒ Rn be an OSC map with closed and convex images.
Assume there exists a function c : [0, T ] → R, c ∈ L1([0, T ]), such that for all t ∈ [0, T ],

sup
η∈F (x,t)

∥η∥ ≤ c(t)(1 + ∥x∥).

Then, the differential inclusion ẋ(t) ∈ F(x(t), t) has an absolutely continuous solution on [0, T ].

Definition 2. A solution x : [0, T ] → Rn, T > 0 of the differential inclusion ẋ(t) ∈ F(x(t), t) is said to be a
sliding motion if intF(x(t), t) ̸= ∅ for all t ∈ [0, T ].

Definition 3. [S19, p. 35] Let F : Rn ⇒ Rm be a set-valued mapping. Then, a single-valued mapping
λ : Rn → Rm satisfying λ(x) ∈ F(x) for all x ∈ Rn is a selection.
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Sidebar (cont.)

In the time-varying case with F : Rn × R ⇒ Rn one can augment the state with time as τ̇ = 1, τ(0) = t0 and
define a selection accordingly as λ(x, τ) ∈ F (x, τ) for all x and τ . Differential inclusions of the form

ṡ(t) ∈ −∂f(s(t)) + δ(t) (7)

are of interest, where ∂f is the subdifferential of f in the sense of convex analysis (see “Sidebar VI”) and
δ : R → Rm is a measurable and uniformly bounded function accounting for external disturbances affecting the
system. Indeed they appear in (22) and (36).

Proposition 2. Consider the perturbed subgradient system (7) with f : Rm → R ∪ {+∞} a proper, convex,
and LSC function such that dom f = Rm. Suppose that there exists a fixed ε > 0 such that

δ(t) + εB2 ⊆ ∂f(0) (8)

for all t ≥ 0 (see (38) in “Sidebar VI”). The origin is finite-time stable.

Note that the condition (8) implies that ∂f is not a singleton at s = 0 and that δ(t) is uniformly bounded. See
Definition 6 for LSC functions.

Proof. The differential inclusion (7) is of the form ṡ(t) ∈ −M(s(t), t), where the operator M(·, t) is maximal
monotone for each t. Under mild conditions on δ, the differential inclusion possesses unique absolutely contin-
uous solutions on R+, for any initial condition [S20, Theorem 3.4]. Consider the Lyapunov function candidate
V (s) = 1

2
∥s∥2. The set-valued derivative [S21] of V along trajectories of (7) is

˙̄V (s) = {−s⊤ϑ+ s⊤δ | ϑ ∈ ∂f(s)}.

Since (s, ϑ) ∈ gph ∂f and f is proper, convex and LSC, it follows that

s⊤ϑ = f(s) + f⋆(ϑ), (9)

where f⋆ denotes the conjugate function to f (see Definition 11 and Theorem 5 in “Sidebar VI”). It follows
from (8) that δ(t) + ερ ∈ ∂f(0) for any ρ ∈ B2 and any t ∈ R+. By the definition of subdifferential (see
Definition 7 in “Sidebar VI”),

δ⊤s ≤ −ερ⊤s+ f(s)− f(0) (10)

for any s ∈ Rn and for any ρ ∈ B2. Since ∂f(s) is compact for any s ∈ Rm [S22, Theorem 23.4], max ˙̄V (s) is
well defined. Combining (9) and (10), it follows that

max ˙̄V (s) ≤ −ερ⊤s− f⋆(ϑ⋆)− f(0) (11)

for any ρ ∈ B2 and some ϑ⋆ ∈ ∂f(x). Suppose that s ̸= 0 and set ρ = s/∥s∥ ∈ B2. Recalling that f⋆(ϑ)+f(0) ≥ 0
for any ϑ ∈ Rn gives

max ˙̄V (s) ≤ −ε∥s∥ = −ε
√

2V (s). (12)

For s = 0 the inequality follows trivially.
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(when clear from context, explicit dependence on t is
omitted). The only candidate passive output of relative
degree equal to one and associated with the storage func-
tion (24) is s(t) = σ(x(t)) with

σ(x) = B⊤P−1x, (26)

which corresponds to the passivity of the quadruple
(A,B,C,D) with C = B⊤P−1, D = 0, P−1 a solution
to (16), supply rate u⊤y, see ”Sidebar IV”. This gives
the energy balance

V̇ (x) =
1

2
x⊤
(
P−1A+A⊤P−1

)
x+ s⊤(u+ δ). (27)

Since (23) can be equivalently written as Q =
P−1BB⊤P−1 − P−1A − A⊤P−1 ≻ 0, and since we have
x⊤P−1BB⊤P−1x = s⊤s, the energy balance is

V̇ (x) = s⊤
(
1

2
s+ u+ δ

)
− 1

2
x⊤Qx. (28)

This form suggests that, to render the system passive, a
control law of the form

u(t) = ulin(x(t)) + v(t) (29)

with

ulin(x) = −1

2
σ(x) (30)

can be used, since it gives

V̇ (x) = s⊤(v + δ)− 1

2
x⊤Qx. (31)

It can be readily seen that the system is passive with
storage function (24), output (26), and new input v + δ.
Now let us set v(t) = usv(x(t), t) with

usv(x, t) ∈ −K Sgn(Ks), K = K⊤ ≻ 0, (32)

for all t ∈ R. Substituting this control law in (31) gives

V̇ (x) = −s⊤K
(
Sgn(Ks)−K−1δ

)
− 1

2
x⊤Qx

≤ −∥Ks∥1(1− ∥K−1δ∥∞)− 1

2
x⊤Qx, (33)

where, as above, the right-hand side is single-valued for all
x. For suitable gains K, the origin of the closed-loop sys-
tem is exponentially stable, regardless of the time-varying

perturbation δ(t). Let us now prove that s(t) converges to
zero in finite time. The sliding variable evolves according
to

ṡ ∈ B⊤P−1

((
A− 1

2
BB⊤P−1

)
x−BK Sgn(Ks) +Bδ

)
.

(34)
Consider the quadratic Lyapunov function Vs(s) =
1
2
s⊤(B⊤P−1B)−1s. Its time derivative satisfies

V̇s(s) = −s⊤ (K Sgn(Ks)− δ − Lx) , (35)

where L = (B⊤P−1B)−1B⊤P−1
(
A− 1

2
BB⊤P−1

)
. In

(34), the state x(t) can be considered as an exogenous
signal, uniformly bounded according to the above anal-
ysis. Furthermore, it has already been established that
x converges to zero exponentially fast. Using classi-
cal arguments, it is inferred that s converges to zero in
finite time for suitable K. Alternatively, the dynam-
ics (34) can be analyzed within the framework of dif-
ferential inclusions with maximal monotone right-hand
sides, similarly to (22). To reveal the maximal monotone
structure in (34), let us perform the change of variables

s′ = (B⊤P−1B)−
1
2 s. The following is obtained:

ṡ′ ∈ −∂g(s′) + (B⊤P−1B)
1
2 (δ + Lx) (36)

with g(·) = ∥·∥1◦K(B⊤P−1B)
1
2 (·) a proper, convex, con-

tinuous function. Again, the differential inclusion (36)
has the structure (7) and, if the eigenvalues of K are
large enough, it satisfies the conditions of Proposition 2
in “Sidebar III”, and the origin s′ = 0 is finite-time stable.
During the sliding mode, s(t) = 0 for all t, which means
that there exists a selection of ∂g(0) (see Definition 3 in
“Sidebar III”) which compensates exactly for the distur-

bance (B⊤P−1B)
1
2 (δ(t) + Lx(t)) in (36). Equivalently,

consider (32) and note that there is a selection usv(x, t)
inK Sgn(0) which compensates exactly for the equivalent
disturbance in (34). That is, similarly to (21),

usv(x(t), t) =

− (B⊤P−1B)−1B⊤P−1

(
A− 1

2
BB⊤P−1

)
x(t)− δ(t).

(37)

Let us stress once again that neither (21) nor (37) mean
that the disturbance δ(t) is known. Finally, mark that
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Sidebar IV: Passive Systems

Consider a linear time-invariant system

ẋ(t) = Ax(t) +Bu(t)

y(t) = Cx(t) +Du(t)
(13)

with state x(t) ∈ Rn, input u(t) ∈ Rm, and output y(t) ∈ Rm. The system is passive in Willems’ sense [S23, S24]
if there exists a symmetric matrix P ∈ Rn×n, P ≽ 0 such that the storage function

V (x) =
1

2
x⊤Px (14)

satisfies the dissipation inequality

V (x(t1))− V (x(t0)) ≤
∫ t1

t0

u⊤(t)y(t)dt (15)

for all t1 ≥ t0 along the continuous-time system trajectories. The system is passive if and only if the the LMI

Mcont :=

(
−A⊤P − PA −PB + C⊤

−B⊤P + C D +D⊤

)
≽ 0 (16)

has a positive-definite solution P = P⊤ [67]. Indeed, if the inequality (16) holds, then

V (x(t1))− V (x(t0)) = −1

2

∫ t1

t0

(
x(t)
u(t)

)⊤

Mc

(
x(t)
u(t)

)
dt+

∫ t1

t0

u⊤(t)y(t)dt. (17)

The LMI in (16) implies −A⊤P −PA ≽ 0, D+D⊤ ≽ 0, and ker(D+D⊤) ⊆ ker(PB−C⊤). The latter further
implies that PB = C⊤ when D +D⊤ = 0 [65, Corollary 10.2.3, Proposition 10.2.5]. Similarly, a discrete-time
system

xk+1 = Axk +Buk

yk = Cxk +Duk

(18)

is passive if there exists a storage function (14) such that

V (xk+1)− V (xk) ≤ u⊤
k yk (19)

holds for all k ≥ 0 along the discrete-time system trajectories. The system is passive if and only if the LMI

Mdisc :=

(
−A⊤PA+ P −A⊤PB + C⊤

−B⊤PA+ C D +D⊤ −B⊤PB

)
≽ 0 (20)

possesses a solution P = P⊤ ≽ 0, in which case we have

V (xk+1)− V (xk) = −1

2

(
xk
uk

)⊤

Mdisc

(
xk
uk

)
+ u⊤

k yk. (21)

The LMI in (20) implies −A⊤PA+P ≽ 0, D+D⊤ ≽ B⊤PB, and ker(D+D⊤−B⊤PB) ⊆ ker(−A⊤PB+C⊤)
(hence C = B⊤PA if D +D⊤ = B⊤PB),.
If (13) or (18) are passive, we say that the quadruple (A,B,C,D) is passive. The product u⊤y is the supply rate
of the system. Strict state-passivity holds for the continuous and discrete-time systems when −A⊤P −PA ≻ 0
and −A⊤PA+P ≻ 0, respectively. Strong passivity holds whenMcont ≻ 0 andMdisc ≻ 0. Incremental passivity
holds if, for any pair of admissible inputs (u1, u2), corresponding trajectories (x1, x2), and outputs (y1, y2), the
auxiliary system with state x⊤ = (x⊤1 , x

⊤
2 ) is passive with supply rate (u1 −u2)

⊤(y1 − y2) and storage function
V (x1, x2) =

1
2
(x1 − x2)

⊤P (x1 − x2).
The celebrated Kalman-Yakubovich-Popov Lemma allows us to establish relationships between positive-real
transfer functions and passive systems as characterized by the above LMIs [67, Chapter 3].
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the well-posedness of (36) holds under mild measurability
conditions on the perturbation, and from the analysis of
the closed-loop dynamics

ẋ(t) ∈ Ax(t)+B

(
−1

2
σ(x(t))−KSgn(σ(x(t)))

)
+Bδ(t),

(38)
using the fact that the set-valued right-hand side has com-
pact and convex images, and that it is outer semiconti-
nous. It is then inferred from Theorem 1 (see “Sidebar
III”) that (38) has absolutely continuous solutions.

2.3 Recapitulation

Classical sliding-mode control is achieved by first choos-
ing an output for which the system is of relative degree
one and minimum phase, and then assigning a set-valued
maximal monotone structure to the dynamics of the out-
put variable. The main features of the resulting closed-
loop system are robustness with respect to matched per-
turbations and finite-time convergence of the output to
zero. Once the output reaches the origin, it stays at the
origin in a sliding motion. During such motion, it follows
from (34) that usv in (32) is selected as

usv(x, t) = −Lx− δ(t). (39)

Note that, during the sliding motion, the input is in-
dependent of the control gain K, as is well-known. A
similar conclusion holds for the feedbacks (17) and (19)
(see (21)). Incidentally, the differential inclusions in (22)
and (36) possess incremental passivity properties. Indeed,
they have the generic form ṡ′(t) ∈ −M(s′(t)) + Nw(t)
with M a maximal monotone mapping. The system is
incrementally passive with storage function V (s′1, s

′
2) =

1
2
(s′1 − s′2)

⊤(s′1 − s′2) and output N⊤s′ [67].

It is worth stressing that (32) can be written as usv(x) ∈
−∂g(s) with g(s) = ∥Ks∥p and p = 1. Other norms can
be used. In general:

∂∥x∥p =
1

∥x∥p−1
p

 |x1|p−1 sgn(x1)
...

|xn|p−1 sgn(xn)

 (40)

if x ̸= 0 and ∂∥x∥p = Bp∗ if x = 0, see (37) in “Sidebar

VI”. For example, the norm p = 2 yields the unit control

usv(x, t) ∈

{
− 1

∥Ks∥2
K2s if s ̸= 0

−KB2 otherwise
. (41)

To close this section, the reader’s attention is brought
to the fact that, in the foregoing developments, no men-
tion was made about the celebrated Filippov’s convexi-
fication method, which guarantees the existence of abso-
lutely continuous solutions by transforming a discontinu-
ous ODE into a specific differential inclusion. In fact, the
above closed-loop systems are introduced directly in a set-
valued setting (see Figure 1 and Theorem 1 in “Sidebar
III”).

3 FIRST-ORDER SLIDING-MODE CON-
TROL: DISCRETE-TIME

In this section we exploit the passive properties of the slid-
ing variable to derive a new design method for discrete-
time sliding-mode control. We also show the necessity of
defining any discrete-time sliding-mode control implicitly.
Consider a sampled-data model of (16),

xk+1 = Ãxk + B̃(uk + δ̃k), (42)

where Ã ∈ Rn×n, B̃ ∈ Rn×m, and it is assumed that
rank B̃ = m. In the spirit of Section “2.2”, an output sk
is constructed for which the system is feedback passive.
In contrast with the continuous-time scenario, a necessary
condition for a system to be feedback passive is that it
has relative degree {0, 0, . . . , 0} [72, 73], which ultimately
results in the necessity for implicitly defined control laws.

3.1 A Discrete-Time Passivity-Based Ap-
proach

The discrete-time counterpart of (23) is

ÃP̃ Ã⊤ − P̃ ≺ B̃B̃⊤ . (43)

That is, the pair (Ã, B̃) is stabilizable if, and only if,
inequality (43) holds for some P̃ = P̃⊤ ≻ 0 [70]. The
forward difference V (xk+1)−V (xk) of the storage function

12



Sidebar V: Maximal Monotone Operators

Since their introduction in 1960 by Minty [S25], maximal monotone operators have found application in several
domains. From optimization to partial differential equations, maximal monotonicity appears as a fundamental
property in the study of convergence of numerical schemes via fixed-point methods.

Definition 4. A set-valued operator M : Rn ⇒ Rn is said to be monotone (resp. strongly monotone) if, for
any two pairs (xi, yi) ∈ gphM, i = 1, 2,

⟨x1 − x2, y1 − y2⟩ ≥ 0 (resp, ≥ α∥x1 − x2∥2, α > 0). (22)

The operator M is maximal monotone if it is monotone and its graph is not strictly contained inside the graph
of any other monotone operator.

The Euclidean scalar product ⟨·, ·⟩ is used in (22). However, in the framework of this article (finite-dimensional
systems defined on Rn) it is possible to extend the definition to weighted inner products ⟨x, y⟩M = x⊤My with
M =M⊤ ≻ 0.

Fact 2. Let M : R ⇒ R be maximal monotone and let x ∈ R. Then M(x) is closed and convex.

The following follows from Fact 1 in ”Sidebar III”.

Fact 3. A maximal monotone operator M has a closed graph, hence it is OSC.

Maximal monotone maps can be considered as OSC maps with an additional monotonicity (or incremental
passivity) property. Maximal monotonicity is preserved by elementary operations. Consider two maximal
monotone operators Mi : Rn ⇒ Rn, i = 1, 2, and let L ∈ Rn×m and γ ≥ 0. Then:

1. M−1
i and γMi are maximal monotone.

2. M1 +M2 is maximal monotone whenever rint(domM1) ∩ rint(domM2) ̸= ∅.

3. Ti(x) = L⊤ Mi(Lx) are maximal monotone whenever rge(L) ∩ rint(domMi) ̸= ∅.

4. The mapping x 7→ −Ax+B(D+M−1)−1(Cx) is maximal monotone whenever Im(C)∩rint(Im(D+M−1)) ̸=
∅, M is maximal monotone, and the quadruple (A,B,C,D) is passive.

Items 1, 2 and 3 are classical [S18]. Inverse mappings are defined in “Sidebar III”. Item 4 follows from
[S26], building upon results in [S27] and [69] (there, monotonicity is understood with the weighted inner
product defined by the solution P = P⊤ ≻ 0 of the linear matrix inequality characterizing the passivity of
the quadruple). It means that the negative feedback interconnection of a passive linear invariant system with
a maximal monotone static nonlinearity M preserves the maximal monotonicity. This is a kind of extension
of [S18, Example 12.45 (b)]. One of the most important properties of maximal monotonicity is stated in the
following theorem.

Theorem 2. Let M : Rn ⇒ Rn be a monotone operator. Then, M is maximal monotone if, and only if, for
any γ > 0, rge(Id +γM) = Rn.

Given a maximal monotone operator M let us construct

Jγ M := (Id +γM)−1, (23)

the resolvent of M of index γ > 0. Thus, an alternative statement of Theorem 2 is that domJγ M = Rn. An
immediate corollary is that, for any y ∈ Rn, the generalized equation

y ∈ x+ γM(x) (24)

always admits a solution x ∈ domM. It can be shown that Jγ M is single-valued [S28, Corollary 23.10]. In
other words, that the solutions to (24) are unique.
The archetypal example of a maximal monotone map is the convex subdifferential of a proper, convex, and
LSC function (see Definitions 6 and 7 in “Sidebar VI”).

Theorem 3. [S28, Theorem 20.40] Let f : Rn → R ∪ {+∞} be a proper, convex, and LSC function. Then,
∂f : Rn ⇒ Rn is maximal monotone.
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Sidebar (cont.)

It follows from the previous theorem that, if f is proper, convex, and LSC, the generalized equation

y ∈ x+ γ∂f(x) (25)

has a unique solution x = Jγ∂f (y) for any y ∈ Rn. Such generalized equations appear mainly in convex
optimization problems and the explicit computation of a control selection.
Another important single-valued map is the Yosida approximation of M of index γ,

Yγ M :=
1

γ
(Id −Jγ M), (26)

which is Lipschitz continuous with Lipschitz constant equal to 1
γ
. It is known that

Yγ M = (γ Id +M−1)−1, (27)

i.e., Yγ M(x) = J 1
γ

M−1( 1
γ
x) [S18, Lemma 12.14]. Moreover, for any x ∈ Rn, we have [S29, Theorem 2, Chapter

3]
(Jγ M(x),Yγ M(x)) ∈ gphM . (28)
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V (xk) =
1
2
x⊤k P̃ xk is

∆V (xk) =
1

2

(
Ãxk + B̃(uk + δ̃k)

)⊤
P̃−1

(
Ãxk + B̃(uk + δ̃k)

)
− 1

2
x⊤k P̃

−1xk. (44)

By isolating the terms that do not depend on the inputs,
the counterpart of (25) is obtained as

∆V (xk) =
1

2
x⊤k

(
Ã⊤P̃−1Ã− P̃−1

)
xk

+ (uk + δ̃k)
⊤B̃⊤P̃−1

(
Ãxk + B̃(uk + δ̃k)

)
− 1

2
(uk + δ̃k)

⊤B̃⊤P̃−1B̃(uk + δ̃k). (45)

The passive output candidate

sk+1 := σ(xk, uk + δ̃k) (46)

with

σ(x,w) = B̃⊤P̃−1
(
Ãx+ B̃w

)
(47)

is unveiled and the energy balance becomes

∆V (xk) =
1

2
x⊤k

(
Ã⊤P̃−1Ã− P̃−1

)
xk + s⊤k+1(uk + δ̃k)

− 1

2
(uk + δ̃k)

⊤B̃⊤P̃−1B̃(uk + δ̃k), (48)

which corresponds to the dissipation equality (20) of the
quadruple (Ã, B̃, C̃, D̃) with C̃ = B̃⊤P̃−1Ã, D̃ + D̃⊤ =
2B̃P̃−1B̃, P̃−1 solution to the LMI (20), supply rate u⊤y
(see “Sidebar IV”).

Remark 2. The equations (46), (47) have an implicit
(backward-Euler) flavour since

sk+1 = B̃⊤P̃−1xk+1. (49)

Note that (47) is the counterpart of (26). In this context,
the key difference is that discrete-time passive systems
have relative degree zero whereas continuous-time passive
systems have relative degree either one or zero [67].

Remark 3. Neither sk+1 = B⊤P−1xk nor even sk+1 =
B⊤P−1xk+1 were used, as it would be the case in a pure
emulation method. The sliding variable (hence the sliding
surface) is designed in the discrete-time context to pre-
serve passivity. A similar remark holds for the linear con-
troller (30), which can be discretized in various ways (by
emulation, ulin(xk) = − 1

2
B⊤P−1xk, or directly in dis-

crete time, as in (55) and (56) below). Not all discretized
controllers share similar closed-loop properties [21]. The
same comments hold for the case of the classical first-
order control in (91) and (92) below. See also Section
“5.2”.

The following theorem shows that stabilizability implies
feedback equivalence to passivity.

Theorem 4. Suppose that system (42) is stabilizable.
Consider the output (46) with P̃ = P̃⊤ > 0 a solution
of (43). The control

uk = ulin(xk) + vk, (50)

with

ulin(xk) = −1

2
σ(xk, ulin(xk)) (51)

renders the system passive with storage function (24), out-
put sk+1 given by (46), and new input vk + δ̃k.

Notice that (51) is the counterpart of (30). The proof
of this theorem requires the following lemma, which is
inspired by [70, Chapter 6].

Lemma 1. The inequality (43) implies that

Ã⊤
(
P̃ +

1

2
B̃B̃⊤

)−1

P̃

(
Ã+

1

2
B̃B̃⊤

)−1

Ã− P̃−1 ≺ 0.

(52)

Proof. Using Schur complements, it can be seen that (43)
is equivalent to (

P̃ P̃ Ã⊤

ÃP̃ P̃ + B̃B̃⊤

)
≻ 0, (53)

which implies(
P̃ P̃ Ã⊤

ÃP̃ P̃ + B̃B̃⊤ + 1
4
B̃B̃⊤P̃−1B̃B̃⊤

)
≻ 0, (54)

that is, Ã⊤
(
P̃ + B̃B̃⊤ + 1

4
B̃B̃⊤P̃−1B̃B̃⊤

)−1

Ã− P̃−1 ≺
0. Inequality (52) is recovered by noting that P̃ + B̃B̃⊤+
1
4
B̃B̃⊤P̃−1B̃B̃⊤ =

(
P̃ + 1

2
B̃B̃⊤

)
P̃−1

(
P̃ + 1

2
B̃B̃⊤

)
.

Proof of Theorem 4. According to (47), the control (51)
is implicitly defined by the equation

ulin(xk) = −1

2
B̃⊤P̃−1

(
Ãxk + B̃ulin(xk)

)
. (55)

It can be solved explicitly as

ulin(xk) = −
(
2I + B̃⊤P̃−1B̃

)−1

B̃⊤P̃−1Ãxk , (56)

which gives

Ãxk+B̃ulin(xk) = Ãxk−B̃
(
2I + B̃⊤P̃−1B̃

)−1

B̃⊤P̃−1Ãxk

= P̃

(
P̃−1 − P̃−1B̃

(
2I + B̃⊤P̃−1B̃

)−1

B̃⊤P̃−1

)
Ãxk.

By the Matrix Inversion Lemma [65, Corollary 3.9.8],

Ãxk + B̃ulin(xk) = P̃

(
P̃ +

1

2
B̃B̃⊤

)−1

Ãxk. (57)
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It now follows from Lemma 1 that(
Ãxk + B̃ulin(xk)

)⊤
P̃−1

(
Ãxk + B̃ulin(xk)

)
−x⊤k P̃−1xk

= −x⊤k Q̃xk (58)

for some positive definite matrix Q̃. The dissipation
equality (48) can be written as

∆V (xk) = s⊤k+1(vk+δ̃k)−
1

2
(vk+δ̃k)

⊤B̃⊤P̃−1B̃(vk+δ̃k)

− 1

2
x⊤k Q̃xk, (59)

which is the counterpart of (31). This shows passivity
with the required ingredients.

3.1.1 Stability Analysis

It follows from (59) that the origin is exponentially stable
if vk is such that

s⊤k+1(vk + δ̃k) ≤ 0. (60)

By continuing the analogy with the continuous-time case,
we may be tempted to write

vk = usv(xk) (61)

with usv(xk) ∈ −K̃ Sgn(K̃sk+1). Such control does sat-
isfy (60) but, unfortunately, the passive output (46) is not
available to the controller, because it depends directly on
the unknown perturbation. To avoid this problem let us
follow [31] and define the nominal output

s̃k+1 := σ(xk, uk) (62)

instead of (46). In what follows it is shown that, the full
state of the closed-loop (42), (50)-(51), with the proposed
nominal output s̃k+1 is ultimately bounded.

Proposition 3. Consider the perturbed dynamics (42)
with feedback law given by (50)-(51) where

vk = usv(xk) ∈ −K̃ Sgn(K̃s̃k+1). (63)

where s̃k+1 is given by (62). Then, the trajectories of the
closed-loop are ultimately bounded.

Proof. Since sk+1 = s̃k+1 + B̃⊤P̃−1B̃δ̃k, the forward dif-
ference (59) becomes

∆V (xk) =
(
s̃k+1 + B̃⊤P̃−1B̃δ̃k

)⊤ (
vk + δ̃k

)
− 1

2
(vk + δ̃k)

⊤B̃⊤P̃−1B̃(vk + δ̃k)−
1

2
x⊤k Q̃xk. (64)

By developing the right-hand side one obtains

∆V (xk) = s̃⊤k+1

(
vk + δ̃k

)
+ δ⊤k B̃

⊤P̃−1B̃vk

+ δ⊤k B̃
⊤P̃−1B̃δ̃k − 1

2
v⊤k B̃

⊤P̃−1B̃vk − v⊤k B̃
⊤P̃−1B̃δ̃k

− 1

2
δ̃⊤k B̃

⊤P̃−1B̃δ̃k − 1

2
x⊤k Q̃xk, (65)

which can be simplified as

∆V (xk) = s̃⊤k+1 (vk + δk) +
1

2
δ̃⊤k B̃

⊤P̃−1B̃δ̃k

− 1

2
v⊤k B̃

⊤P̃−1B̃vk − 1

2
x⊤k Q̃xk. (66)

Define the set-valued control

usv(xk) ∈ −K̃ Sgn(K̃s̃k+1), K̃ = K̃⊤ ≻ 0, (67)

as a discrete-time counterpart of (32). It gives the in-
equality

∆V (xk) ≤ −∥K̃s̃k+1∥1(1−∥K̃−1δ̃k∥∞)−1

2
v⊤k B̃

⊤P̃−1B̃vk

− 1

2
x⊤k Q̃xk +

1

2
δ̃⊤k B̃

⊤P̃−1B̃δ̃k. (68)

Notice that, since δ̃k is uniformly bounded, ∆V (xk) is
negative for ∥xk∥ sufficiently large and K̃ such that
∥K̃−1δ̃k∥∞ < 1 for all k ≥ 0. This establishes that
the state is ultimately bounded (exponential stability is
achieved only in the nominal case) with a bound propor-
tional to the bound on δ̃k.

3.1.2 Discrete-time Sliding Dynamics

In what follows, we show that the nominal output s̃k+1

converges to zero in a finite number of steps. Once it
reaches zero, it stays at zero in a discrete-time sliding-
motion. To that end, notice that the nominal output
satisfies

s̃k+1 ∈ B̃⊤P̃−1
(
Ãxk + B̃ulin(xk)− B̃K̃ Sgn(K̃s̃k+1)

)
(69)

or, using (57),

s̃k+1 ∈ B̃⊤

((
P̃ +

1

2
B̃B̃⊤

)−1

Ãxk − P̃−1B̃K̃ Sgn(K̃s̃k+1)

)
.

(70)

Defining L̃ = (B̃⊤P̃−1B̃)−
1
2 B̃⊤

(
P̃ + 1

2
B̃B̃⊤

)−1

Ã

and considering the change of coordinates s̃′k =

(B̃⊤P̃−1B̃)−
1
2 s̃k yields

s̃′k+1 ∈ −(B̃⊤P̃−1B̃)
1
2 K̃ Sgn

(
K̃(B̃⊤P̃−1B̃)

1
2 s̃′k+1

)
+L̃xk.

(71)
The generalized equation (71) shares the same structure
as the differential inclusions (22) and (36). Namely, using
once again the chain rule of convex analysis (see Fact 8
in “Sidebar VI”) one can see that

s̃′k+1 ∈ −∂g̃(s̃′k+1) + L̃xk (72)

with g̃(·) = ∥ · ∥1 ◦ K̃(B̃⊤P̃−1B̃)
1
2 (·) (formally the same

function as g(·) in (36)). This difference inclusion, which
is of the implicit type since s̃′k+1 appears on both sides,
is equivalently rewritten as the equality

s̃′k+1 = (Id +∂g̃)
−1(L̃xk). (73)
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Let us stop and explain the meaning of the right-hand side
of (73) using the material in the “Sidebar VII”, “Side-
bar V”, and “Sidebar VI” sidebars. Unquestionably, the
structure of this difference equation will be encountered
again in all the discretizations presented in the following
sections (for both controllers and differentiators). Notice
first that the right-hand side of (73) is in fact a proximal
operator,

s̃′k+1 = Proxg̃(L̃xk) (74)

(see (50) in “Sidebar VII”).

Proposition 4. Consider the virtual sliding vari-
able (74). It follows that s̃′k+1 = 0 if, and only if,

K̃−1(B̃⊤P̃−1B̃)−
1
2 L̃xk ∈ B∞, (75)

where the unit ball B∞ is defined in (38).

Proof. The claim follows from (54) in “Sidebar VII”. In-

deed zeroProxg̃ = ∂g̃(0) = (B̃⊤P̃−1B̃)
1
2 K̃B∞, where the

equality follows from Fact 8 and from (40) in “Sidebar
VI”, and the set of zeroes is defined in “Sidebar VII”.
Thus, it follows from (75) that L̃xk ∈ ∂g̃(0) and the proof
is complete.

If the eigenvalues of K̃ are chosen sufficiently large,
then the inclusion (75) holds once the ultimate bound in
xk is attained. This implies that the condition s̃′k+1 = 0
is achieved and maintained after a finite number of steps.

Remark 4. The difference inclusion (69) is the counter-
part of the differential inclusion (34), while (71) or (72)
are the counterparts of (36). The equality in (73) is the
explicit form of the implicit (backward-Euler) algorithm
(72).

Following [21] we define the discrete-time sliding mo-
tion in terms of the nominal variable s̃k+1.

Definition 5. The closed-loop system (42), (50), (51),
(63) reaches a discrete-time sliding motion whenever there
is a finite k∗ ∈ N such that

s̃k = 0, (76)

holds for all k ≥ k∗.

Proposition 5. During the discrete-time sliding mode,
the controller uk = ulin(xk) + usv(xk) satisfies

uk = −δ̃k−1 − (B̃⊤P̃−1B̃)−1B̃P̃−1(Ã− I)xk. (77)

Proof. It follows from (69) and (49) that

s̃k+1 = sk + B̃⊤P̃−1(Ã− I)xk + B̃⊤P̃−1B̃uk, (78)

whereas the definition of s̃k+1 yields

sk+1 = s̃k+1 + B̃⊤P̃−1B̃δ̃k. (79)

Thus, the substitution of (79) back into (78), with a one-
step delay, leads us to the expression

s̃k+1 = s̃k+B̃
⊤P̃−1B̃δ̃k−1+B̃

⊤P̃−1(Ã−I)xk+B̃⊤P̃−1B̃uk

(80)
The conclusion follows directly by setting s̃k+1 = s̃k =
0.

This last result shows that the exact compensation in
continuous-time (39) can be well approximated by the im-
plicit algorithm. The controller during the sliding phase
is independent of K̃, as predicted by the continuous-time
analysis.

3.1.3 Control Calculation and Input–Sliding-
Variable Conjugacy

The feedback control and future sliding-variable are im-
plicitly defined by (62), (67). Such expressions are useful
for stability analysis of closed-loop trajectories, but not
for implementation. For the latter, an explicit expression
is needed. To obtain such expression, the duality between
s̃k+1 and −usv(xk) can be exploited. Proposition 7 pro-
vides different descriptions of the sliding variable s̃k+1 and
the control input usv(xk). Depending on the problem at
hand, some expressions may result simpler than others.

Proposition 7. Let Λ1 ∈ Rm×n, Λ2 = Λ⊤
2 ∈ Rm×m be

non-singular, and let M : Rm ⇒ Rm be maximal mono-
tone. Then, the control input and sliding output expres-
sions shown in Figure 4 are equivalent.

Proof. The equivalence between the implicit expressions
i) and ii) is immediate. It suffices to invert Λ1 and M.
Let us show the equivalence between i) and iii). To that

end, let M̃ = Λ
1
2
2 ◦ M ◦Λ

1
2
2 . The following inclusions are

equivalent:

s̃k+1 ∈ Λ1xk − Λ2 M(s̃k+1)

s̃k+1 ∈
(
Λ−1

2 +M
)−1 (

Λ−1
2 Λ1xk

)
s̃k+1 ∈

(
Λ

− 1
2

2 ◦
(
Id +M̃

)
◦ Λ− 1

2
2

)−1 (
Λ−1

2 Λ1xk
)

s̃k+1 ∈
(
Λ

1
2
2 ◦

(
Id +M̃

)−1

◦ Λ− 1
2

2

)
(Λ1xk)

s̃k+1 = Λ
1
2
2 JM̃

(
Λ

− 1
2

2 Λ1xk

)
, (81)

where the fact that the resolvent JM̃ is single-valued in
the last expression is used. Now, the explicit expression
for the control input is given as

−usv(xk) = Λ−1
2 (Λ1xk − s̃k+1)

= Λ
− 1

2
2 (Id −JM̃)

(
Λ

− 1
2

2 Λ1xk

)
= Λ

− 1
2

2 YM̃

(
Λ

− 1
2

2 Λ1xk

)
. (82)
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Sidebar VI: Convex Analysis Tools

The following results and definitions are taken from classical references [S16, S18, S22, S28, 60]. Most of the
tools below extend to non-convex sets and functions. However, it is essentially the convex case that is of interest
to us in this article. In convex analysis, it is useful to extend the space R by allowing a function to take the
value +∞. A function f : Rn → R ∪ {+∞} is said to be proper if it is not identically infinite.

Definition 6. A proper convex function f : Rn → R ∪ {+∞} is lower semicontinuous (LSC) if its epigraph is
closed.

Definition 7. Let f : Rn → R ∪ {+∞} be a proper, convex, and LSC function. The convex subdifferential of
f at the point x is given by

∂f(x) := {η ∈ Rn | ⟨η, ξ − x⟩ ≤ f(ξ)− f(x) for all ξ ∈ dom f}. (29)

Note that ∂f : Rn ⇒ Rn is in general a set-valued mapping. Consider, for example the real-valued function
f(x) = κ|x| with κ > 0. Then, ∂f(x) = κ sgn(x) with

sgn(x) =


−1 if x < 0

[−1, 1] if x = 0

1 if x > 0

. (30)

Definition 8. Let C ⊆ Rn be a closed convex set. Its normal cone is the set-valued mapping NC : Rn ⇒ Rn

defined by
NC(x) = {η ∈ Rn | ⟨η, ξ − x⟩ ≤ 0 for all ξ ∈ C} (31)

if x ∈ C and NK(C) = ∅ if x ̸∈ C.

The normal cone to a closed convex set is convex-valued. Suppose that C is finitely represented, that is, C = {ξ ∈
Rn | g(ξ) ≥ 0} for some differentiable function g : Rn → Rm. Assume further that the Mangasarian-Fromovitz
constraint qualification holds [S18]. Then, NC(x) is generated by the outward normals ∇gi(x) to C at the active
constraints gi(x) = 0, i ∈ {1, . . . ,m}. In other words, NC(x) = {η ∈ Rn | η = −∇g(x)λ, 0 ≤ λ ⊥ g(x) ≥ 0}. It
is noteworthy that weighted inner products can be used in the normal-cone definition. For instance, ⟨η, ξ−x⟩M
with M =M⊤ ≻ 0 can be used in (31), in which case the normals are calculated as M−1∇gi(x).

Definition 9. Let C ⊆ Rn be a closed convex set. Its tangent cone is the set-valued mapping TC : Rn ⇒ Rn

defined by
TC(x) = {ξ ∈ Rn | ⟨η, ξ⟩ ≤ 0, for all η ∈ NC(x)}. (32)

This means that the normal and tangent cones are polar to each other.

Fact 4. The normal cone to a closed convex set defines a maximal monotone mapping.

Definition 10. Let C ⊆ Rn be a set. Its indicator function is defined as ψC(x) = 0 if x ∈ C and ΨC(x) = +∞
if x ̸∈ C.

Fact 5. Let C ⊆ Rn be a closed convex set. Then, ΨC is proper, convex, LSC, and ∂ΨC(x) = NC(x) for all
x ∈ Rn.

Definition 11. Let f : Rn → R ∪ {+∞} be a proper, convex, and LSC function. Its convex conjugate,
f⋆ : Rn → R, is defined as

f⋆(y) = sup
ξ∈Rn

{
ξ⊤y − f(ξ)

}
. (33)
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Sidebar (cont.)

Fact 6. The convex conjugate of a proper convex LSC function, is also proper, convex and LSC. Moreover,
(f⋆)⋆ = f .

Fact 7. Let f : Rn → R ∪ {+∞} be proper, convex, and LSC. Then, (∂f)−1 = ∂f⋆ and ∂f = (∂f⋆)−1. In
other words: y ∈ ∂f(x) if, and only if, x ∈ ∂f⋆(y).

Theorem 5. [S28, Theorem 16.23] Let f : Rn → R ∪ {+∞} be proper, convex, and LSC. Then, the following
statements are equivalent:

(x, y) ∈ gph ∂f

(y, x) ∈ gph ∂f⋆

x⊤y = f(x) + f⋆(y)

(34)

Consider again the real-valued function f(x) = κ|x| with κ > 0. Its convex conjugate is

f⋆(y) = sup
ξ∈R

{
ξ⊤y − κ|ξ|

}
. (35)

By concavity, the supremum is actually a maximum whenever the subdifferential of ξ⊤y − κ|ξ| contains the
origin, that is, whenever y ∈ κ sgn(ξ). Thus, when y ∈ [−κ, κ] a maximum exists and f⋆(y) = 0. On the other
hand, when y ̸∈ [−κ, κ] there is no maximum and, by piecewise linearity, f⋆(y) = +∞. In other words, the
convex conjugate equals the indicator function of a closed interval, f⋆ = Ψ[−κ,κ]. Fact 5 is easy to verify in this
example:

∂Ψ[−κ,κ](y) = N[−κ,κ](y) =


(−∞, 0] if y = −κ
0 if y ∈ (−κ, κ)
[0,+∞) if y = κ

∅ otherwise

. (36)

Verifying Fact 7 is also straightforward,
N[−κ,κ] = (κ sgn)−1. (37)

More generally, let ∥x∥p be the p norm
(∑n

i=1 |xi|
p
) 1

p , 1 ≤ p < +∞, and ∥x∥∞ = max1≤i≤n |xi|. The dual
norm is ∥x∥p⋆ with 1/p+ 1/p⋆ = 1. It is known that, if f = κ∥ · ∥p, κ > 0, then f⋆ = ΨκBp⋆

, where

Bp⋆ = {ξ ∈ Rn | ∥ξ∥p⋆ ≤ 1} (38)

is the unit ball in the p⋆ norm. Thus, by Facts 7 and 5,

∂κ∥ · ∥p =
(
∂ΨκBp⋆

)−1
=
(
NκBp⋆

)−1
. (39)

Setting, for example p = 1 gives p⋆ = ∞, B∞ = [−1, 1]n and

κSgn(x) = N−1
κB∞(x) (40)

with Sgn(x) = (sgn(x1), sgn(x2), . . . , sgn(xm))⊤. For p = 2 we have

N−1
κB2

(x) = κ∂∥x∥2 =

{
κx/∥x∥2 if x ̸= 0

κB2 if x = 0.
(41)

The following result, known as the chain rule of convex analysis, is used at several places in this article.

Fact 8. Let f : Rn → R be a proper convex LSC function, and let A : Rm → Rn be a linear mapping.
Assume that f is a polyhedral function (that is, its epigraph is a polyhedral set), or that there exists x0 with
Ax0 ∈ dom(f) such that rge(A)−R+(dom(f)−Ax0) is a vector subspace of Rn. Then, the subdifferential in the
sense of Convex Analysis of the composite function f ◦A : Rm → R∪{+∞} is given by ∂(f ◦A)(x) = A⊤∂f(Ax)
for all x ∈ Rm.

19



Sidebar (cont.)

The projection of a point x ∈ Rn onto the nonempty closed convex set C ⊆ Rn with inner product weighted by
M =M⊤ ≻ 0 is defined by

ProjM [C;x] = argmin
ξ∈C

1

2
⟨ξ − x, ξ − x⟩M . (42)

For simplicity let us write Proj[C;x] in place of ProjI [: C;x]. The projection onto B2 is straightforward:

Proj[B2, x] =

{
x

∥x∥2
if ∥x∥2 ≥ 1

x otherwise
. (43)

For B∞, the projection is easily carried out component-wise:

(Proj[B∞, x])i = min{|xi|, 1} sgn(xi), i = 1, . . . , n. (44)

Proposition 6. Consider a vector x ∈ Rn, a closed convex set : C ⊆ Rn, and a weighted inner product ⟨·, ·⟩M .
The following statements are equivalent:

y = ProjM [C;x], (45a)

M(x− y) ∈ NC(y). (45b)

y = (M +NC)
−1(Mx) (45c)

Proof. The proof can be found in [60, p.79] inside another proof. It is reproduced here for convenience. The
optimization problem (42) can be equivalently written as ProjM [C;x] = argminξ∈Rn

1
2
⟨ξ − x, ξ − x⟩M +ΨC(ξ).

By the convexity of the weighted norm and of the indicator function, it follows that y = ProjM [C;x] if, and
only if, 0 ∈ M(y − x) + ∂ΨC(y), that is, if, and only if, M(x − y) ∈ NC(y) or equivalently, if and only if
Mx ∈ (M +NC)(y). Hence, y ∈ (M +NC)

−1(Mx).

In addition if C is a cone, then the statements (45) are equivalent to [S22, Corollary 23.5.4]

C⋆ ∋M(y − x) ⊥ y ∈ C, (46)

where
C⋆ = {η ∈ Rn | ⟨η, ξ⟩ ≥ 0 for all ξ ∈ C} (47)

is the dual cone to C.
If C is a polyhedral set, then there exists a matrix G ∈ Rm×n and a vector b ∈ Rm such that

C = {ξ ∈ Rn | Gξ ≤ b}. (48)

For instance, if C = B∞, then G = [In,−In]⊤ and b = 12n. For polyhedral sets, the projection (45a) can be
computed solving a conventional quadratic program. The code below shows an implementation in Python 3
using the open source modeling language for convex optimization CVXPY [74].

import cvxpy as cvx
xi = cvx.Variable(n)
objective = 0.5*cvx.quad_form(xi, M) - x.T@M@xi
cvx.Problem(cvx.Minimize(objective), G@xi <= b).solve()
y = xi.value

If C = B1, it is possible to use the above code with G ∈ R2n×n with the rows of G covering all possible vectors
with entries in {−1, 1} and b = 1n. For large problems, a more efficient solution consists in splitting ξ into its
positive and negative components, that is ξ = ξ+ − ξ−, where ξ+, ξ− ∈ Rn

+.
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Sidebar (cont.)

In such a case the code below solves the projection problem by setting

H =

 1⊤
n 1⊤

n

−In 0n×n

0n×n −In

 , c =
 1
0n×1

0n×1

 .
import cvxpy as cvx
xi_p = cvx.Variable(n)
xi_n = cvx.Variable(n)
objective = 0.5*cvx.quad_form(xi_p - xi_n, M) - x.T@M@(xi_p - xi_n)
cvx.Problem(cvx.Minimize(objective), H@cvx.bmat([[xi_p], [xi_n]]) <= c).solve()
y = xi_p.value - xi_n.value

s̃k+1 = Λ1xk + Λ2usv(xk)

−usv(xk) ∈ M(s̃k+1)
⇐⇒

s̃k+1 = Λ
1
2
2 JM̃

(
Λ

− 1
2

2 Λ1xk

)
−usv(xk) = Λ

− 1
2

2 YM̃

(
Λ

− 1
2

2 Λ1xk

)

⇐
⇒

s̃k+1 ∈ M−1(−usv(xk))

−usv(xk) = Λ−1
2 Λ1xk − Λ−1

2 s̃k+1

⇐⇒
s̃k+1 = Λ

1
2
2 YM̃

−1

(
Λ

− 1
2

2 Λ1xk

)
−usv(xk) = Λ

− 1
2

2 JM̃−1

(
Λ

− 1
2

2 Λ1xk

)

⇐
⇒

i)

ii)

iii)

iv)

Figure 4: Implicit (left-hand side) and explicit (right-hand side) equivalent descriptions of the closed-loop sliding
dynamics. Implicit expressions are useful for stability analysis, whereas the explicit ones are used for the numerical
implementation of the controller.
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To complete the proof let us show the equivalence between
ii) and iv). To this end, let us proceed in a similar manner
as above, i.e., the following inclusions are equivalent:

−usv(xk) ∈ Λ−1
2 Λ1xk − Λ−1

2 M−1(−usv(xk))

−usv(xk) ∈
(
Λ2 +M−1)−1

(Λ1xk)

−usv(xk) ∈
(
Λ

1
2
2 ◦

(
Id +M̃

−1
)
◦ Λ

1
2
2

)−1

(Λ1xk)

−usv(xk) ∈ Λ
− 1

2
2 ◦

(
Id +M̃

−1
)−1

◦ Λ− 1
2

2 (Λ1xk)

−usv(xk) = Λ
− 1

2
2 J

M̃
−1

(
Λ

− 1
2

2 Λ1xk

)
. (83)

Finally, the substitution of (83) into the sliding output
yields

s̃k+1 = Λ1xk − Λ
1
2
2 JM̃

−1

(
Λ

− 1
2

2 Λ1xk

)
= Λ

1
2
2

(
Id −J

M̃
−1

)(
Λ

− 1
2

2 Λ1xk

)
= Λ

1
2
2 YM̃

−1

(
Λ

− 1
2

2 Λ1xk

)
. (84)

The controller usv(xk) in (62), (67), is calculated with
the help of Proposition 7 by setting M−1 = ∂(ΨB∞ ◦
K̃−1), Λ1 = B̃⊤(P̃ + 1

2
B̃B̃⊤)−1Ã and Λ2 = B̃⊤P̃−1B̃,

where the inversion of set-valued mappings and (40) were
used to compute M−1 (see “Sidebar VI”). To write the
explicit expression for −usv(xk) we make use of the im-
plicit expression ii) in the lower part of Figure 4 by pre-
multiplying by K̃−1. Thus, after rearranging terms, it
follows that

K̃−1Λ−1
2 Λ1xk + K̃−1usv(xk)

∈ (K̃Λ2K̃)−1 NB∞(−K̃−1usv(xk)). (85)

It thus follows from (45) that

− usv(xk) = K̃
(
Id +M

−1 NB∞

)−1
(
K̃−1φ(xk)

)
= K̃ ProjM (B∞;φ(xk)) , (86)

where

M =M⊤ := K̃(B̃⊤P̃−1B̃)K̃, (87)

φ(xk) := K̃−1(B̃⊤P̃−1B̃)−1B̃⊤
(
P̃ +

1

2
B̃B̃⊤

)−1

Ãxk

= K̃−1(B̃⊤P̃−1B̃)−
1
2 L̃xk. (88)

This extends the scalar case in (13). A simple choice for
the gain is K̃ = γ(B̃⊤P̃−1B̃)−1/2, γ > 0, in which case
M = γ2I and (44) can be applied to obtain

wi = min {φ(xk)i, 1} sgn(φ(xk)i) i = 1, . . . , n

usv(xk) = −γ(B̃⊤P̃−1B̃)−1/2w
.

(89)

Otherwise, the controller can be computed as the solution
of a quadratic program under constraints, similarly to
(15),

ProjM (B∞; K̃−1φ(xk))

= argmin
ξ∈B∞

1

2
(ξ − K̃−1φ(xk))

⊤M(ξ − K̃−1φ(xk)), (90)

see ”Sidebar VI” for B∞, (45a) and the associated piece
of code for the computation of the projection.

3.2 Discrete-Time Classical Approach

Let us pass to the discretization of the first controller in
(17), (19). To start with, consider (42) and set s̃k+1 =
σ(xk, uk) as in (62), but with σ(x,w) = C̃(Ãx+ B̃w), so
that sk+1 = σ(xk, uk + δ̃k) = C̃xk+1. Let us impose the
condition

C̃(Ãxk + B̃ulin(xk)) = C̃xk = sk (91)

and assume as usual that C̃B̃ ∈ Rm×m has rank m. In
such a case, ulin can be computed as

ulin(xk) = (C̃B̃)−1C̃(In − Ã)xk. (92)

The rationale behind the choice for ulin is to subsequently
ensure that s̃k+1 only depends on sk and uk. Further,
setting uk = ulin(xk) + (C̃B̃)−1vk gives

sk+1 = sk + vk + C̃B̃δ̃k (93a)

s̃k+1 = sk + vk. (93b)

From (93b) it is natural to define the control action vk =
usv(xk) ∈ −K̃ Sgn(s̃k+1). It gives

sk+1 ∈ sk − K̃ Sgn(s̃k+1) + C̃B̃δ̃k (94a)

s̃k+1 ∈ sk − K̃ Sgn(s̃k+1). (94b)

A generalized equation with unknown s̃k+1 is obtained in
(94b). The resemblance between equalities in (94b) and

(70) is clear. Define s̃′k = K̃− 1
2 s̃k and note that (94b) is

equivalent to

s̃′k+1 ∈ K̃− 1
2 sk− K̃

1
2 Sgn(K̃

1
2 s̃′k+1) = K̃− 1

2 sk−∂f(s̃′k+1)
(95)

with f(·) = ∥ · ∥1 ◦ K̃
1
2 . Once again, the chain rule has

been used (see Fact 8 in “Sidebar VI”). Notice that the
functions f in (95) and (22) share the same structure and
are both proper, convex, and LSC. Thus, the expression
(95) is also a generalized equation with unknown s̃′k+1,
rewritten equivalently as

s̃′k+1 = Proxf (K̃
− 1

2 sk)

= Proxf (K̃
− 1

2 (s̃k + C̃B̃δ̃k−1))

= Prox∥∥K̃ 1
2 (·)
∥∥

1

(s̃′k + C̃B̃δ̃k−1). (96)

This algorithm may be named a robust or perturbed
proximal-point algorithm. Using (93) it is also inferred
that

sk+1 = K̃
1
2 Prox∥∥K̃ 1

2 (·)
∥∥

1

(sk) + C̃B̃δ̃k. (97)
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Remark 5. The above control strategy has been proposed
in [21, 31]. For instance, equation (94b) is exactly [21,
Equation (9)].

3.2.1 Stability Analysis and Sliding Mode

Let us briefly recall the main stability properties of (94).
It is proved in [21, Proposition 2] that {s̃k}k∈N solution
of (94b) converges to zero in a finite number kmin < +∞
of steps (cf. Proposition 8 in “Sidebar VII” as well), while
{sk}k∈N solution of (94a) is bounded. During the sliding
mode (s̃k = 0 for k ≥ kmin) we have sk+1 = C̃B̃δ̃k, since
sk + usv(xk) = 0 is equivalent to

usv(xk) = −sk = −C̃B̃δ̃k−1. (98)

As a fundamental result, the control (21) is approximated
by (98): in discrete time, the implicit method allows us to
design an input which compensates for the perturbation
with a one-step delay, in a similar way to (39). Once again
the set-valued controller does not depend on the gain K̃
during the sliding phase.

3.2.2 Control-Input Calculation

Using Proposition 6 in “Sidebar VI”, equation (94), and
mapping inversion (see “Sidebar III”), we can see that

K̃
(
K̃−1sk − (−K̃−1usv(xk)

)
∈ NB∞

(
−K̃usv(xk)

)
(99)

is equivalent to −usv(xk) =
K̃(Id +K̃

−1 NB∞)−1(K̃−1sk), which in turn is equivalent
to

−usv(xk) = K̃ ProjK̃

(
B∞; K̃−1sk

)
. (100)

Again, the projection can be computed by solving a
quadratic program or, similarly to (89), conveniently
choose K̃ = γI so that

(usv(xk))i = −γmin

{
|(sk)i|
γ

, 1

}
sgn((sk)i), (101)

see ”Sidebar VI” for B∞, (45a) and the associated piece
of code for the computation of the projection in a gen-
eral setting. The controller in (101) is in the minimum-
operator formalism [61, 48, 50, 62, 63].

Remark 6. Dead-beat controller. The linear con-
trollers in (17) and in (92) have different struc-
tures. Suppose that ulin(xk) is computed as ulin(xk) =
−(C̃B̃)−1C̃Ãxk, which would be a naive implementation
of (17). Then,

C̃xk+1 = C̃Ãxk + C̃B̃(ulin(xk) + δ̃k) + vk = vk + C̃B̃δ̃k,
(102)

which is different from (93). Applying the above usv(xk)
yields s̃k+1 ∈ −K̃ Sgn(s̃k+1), which is equivalent to
s̃′k+1 = (Id +∂f)

−1(0). Since the operator (Id +∂f)
−1

is single-valued and its graph contains (0, 0), it follows
that s̃k+1 = 0. Therefore, this algorithm is a one-step

dead-beat controller. The implicit algorithms introduced
in [30, 31, 21] are not of the dead-beat type. It is note-
worthy that a major discrepancy exists between (92) and
the dead-beat input in the framework of discretization of
continuous systems. Consider for instance the exact ZOH
discretization with constant sampling time h > 0, where
Ã = eAh, B̃ = eAh

∫ h

0
e−AτBdτ . Then, as h→ 0 we have

(C̃B̃)−1C̃(In − Ã) = O(1) while (C̃B̃)−1C̃Ã = O(h−1).
Clearly, the dead-beat input grows unbounded as h → 0
and cannot be a good candidate for convergence towards
its continuous-time counterpart. This shows that such
dead-beat controller is well-suited to purely discrete-time
systems, but not for discretized continuous-time systems.

3.3 Recapitulation

Allow us to summarize some of the connections between
sliding-mode control, passivity, and optimization.

3.3.1 Link with Optimization

It is interesting to note that operators of the form
(Id +M)−1 are ubiquitous in the above discrete-time
algorithms: they are the well-known resolvent map-
pings, very close to Yosida approximations (see (23)
and (26) in “Sidebar V”). They have been exhibited
in (10), (11), (73), (86), (96), and (100). They are a direct
consequence of the presence of a maximal monotone map-
pingM on the right-hand side of the differential inclusions
in (22), (36). These operators are resolvents of mappings
of the form M = ∂f for some proper convex lower semi-
continuous function f . This shows the strong connec-
tion between the implicit discretization and Optimization
(see also (86)). Thus, a common feature between model-
predictive control (MPC) and set-valued sliding-mode im-
plicit discretization is that an optimization problem has
to be solved to compute the controller. This is formal-
ized in “Sidebar VIII”, where the implicitly discretized
scheme is reinterpreted as a one-step MPC. The explicit
discretization (that is, choosing usv(xk) ∈ −K̃ Sgn(sk))
yields operators of the form (Id −∂f), which are neither
monotone nor possess interesting properties, neither in
terms of stability nor robustness.

The above analysis is closely related to the analysis
of proximal-point algorithms (Definition 12 in ”Sidebar
VII”). However, a peculiarity of discrete sliding-mode
control is the notion of a robust proximal-point algorithm,
formulated in (57) in “Sidebar VII” and shown to con-
verge in a finite number of steps, given sufficiently large
gains. It is worth emphasizing that (67) has the form
usv(xk) ∈ −∂∥K̃s̃k+1∥p with p = 1. Just as with the
continuous-time case, other norms can be used (or other
proper LSC convex functions for that matter). For ar-
bitrary p, it suffices to replace B∞ in (86) by Bp∗ . For
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Sidebar VII: Proximal-Point Algorithm and Proximal Mapping

Proximal-point algorithms and proximal operators are fundamental tools in Optimization. The big names and
founding fathers of this field are Jean Jacques Moreau [S30, S31, S32], Kôsacu Yosida [S33], R. Tyrell Rockafellar
[S18, 54], and Hedy Attouch [S34]. Let us recall that this article deals with finite-dimensional systems only. As
seen in (11), (13), (74), (86), (96), and (97), proximal operators and proximal-point algorithms are important
tools for the implicit discretization of subgradient systems. While the convergence properties of proximal-point
algorithms have been thoroughly studied in the literature, the robustness of such algorithms in the perturbed
scenarios that naturally arise in Control is apparently unknown in Optimization. Given a maximal monotone
operator M : Rn ⇒ Rn (see “Sidebar V”), its set of zeros is denoted by zeroM = M−1(0) = {ξ ∈ Rn | 0 ∈
M(ξ)}.

Definition 12. Proximal-Point Algorithm [S28, p. 345]. Assume that M : Rn ⇒ Rn is a maximal
monotone operator satisfying zeroM ̸= ∅ and let x0 ∈ Rn and γ > 0. The proximal-point algorithm associated
with M is defined as

xk+1 = Jγ M(xk), (49)

for k ∈ N, where Jγ M(·) is the resolvent of M.

Theorem 1 in [S35] establishes the convergence of (49) towards zeroM. Consider a proper, lower semicontinuous,
and convex function f : Rn → R ∪ {+∞}. The operator

Proxf = (Id +∂f)
−1 (50)

is called the proximal mapping [S28, Definition 12.23]. By definition, when M = ∂f the algorithm (49) is
equivalent to any of the following iterations:

xk+1 = Proxγf (xk) (51)

xk+1 − xk ∈ −γ∂f(xk+1) (52)

xk+1 = argmin
ξ∈Rn

{
f(ξ) +

1

2γ
|ξ − xk||2

}
. (53)

The form (51) gives the algorithm its name. It can be readily seen from (50) that

zeroProxf = ∂f(0). (54)

Also remark that, if f = ΨC (see Definition 10) with C ⊆ Rn a closed convex nonempty set, then,

Proxf = Proj(K; ·) = (Id +NK)−1. (55)

When implicitly or semi-implicitly discretized, several higher-order differentiators and controllers involve the
resolvent of the subdifferential of the proper convex LSC function f : R → R, x 7→ 1

2
γx2 + Ψ[−1,1](x), γ > 0,

that is, ∂f(x) = γx+N[−1,1](x), see ”Sidebar VI”. This boils down to calculating the inverse of the set-valued
function ∂f ′ : x 7→ (1 + γ)x+N[−1,1](x), which is a saturation,

J∂f ′(y) =


−1 if y ≤ −1− γ

1
1+γ

y if y ∈ [−1− γ, 1 + γ]

1 if y ≥ 1 + γ

. (56)

Remark 7. It can be readily seen from (52) that the proximal-point algorithm corresponds to the backward
(implicit) Euler discretization of the gradient system ẋ(t) ∈ − γ

h
∂f(x(t)), which is well-known to be more

efficient and have better approximation properties than its forward (explicit) Euler counterpart [55].

Implicit discrete-time sliding-mode controllers and differentiators will frequently yield perturbed iterations of
the form

xk+1 = Jγ M(xk + wk). (57)

The next Proposition is the discrete-time counterpart of Proposition 2.
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Sidebar (cont.)

Proposition 8. Robust proximal-point algorithm. Consider the perturbed proximal-point algorithm (57)
with γ > 0 and M : Rn ⇒ Rn a maximal monotone operator such that

(γM)−1

(⋃
k∈N

wk

)
= {0} . (58)

The origin x = 0 is globally asymptotically stable. If, moreover,

(γM)−1

(⋃
k∈N

wk + εB

)
= {0} (59)

for some ε > 0, then it is globally finite-time stable.

Proof. From the definition of Yosida approximation (26), it follows that xk+1 = xk + wk − γYγ M(xk + wk).
Thus

∥xk+1∥22 = x⊤k+1 (xk + wk − γYγ M(xk + wk))

≤ 1

2
∥xk+1∥22 +

1

2
∥xk∥22

− Jγ M(xk + wk)
⊤ (γYγ M(xk + wk)− wk) , (60)

where we used the fact that ⟨x, y⟩ ≤ 1
2
∥x∥22 + 1

2
∥y∥22. Setting the Lyapunov function candidate as Vk+1 =

1
2
∥xk+1∥22, it is obtained

Vk+1 − Vk ≤ −Jγ M(xk + wk)
⊤ (γYγ M(xk + wk)− wk) . (61)

In what follows, it is shown that the right-hand side of (61) is negative definite. To that end, we point out that
assumption (59) implies that for any b ∈ B and any k ∈ N, εb − wk ∈ γM(0). Thus, it follows from (28) and
the maximal monotonicity of γM, that for all k ∈ N

⟨Jγ M(xk + wk), γYγ M(xk + wk)− εb− wk⟩ ≥ 0. (62)

After rearranging terms, we can see that

⟨Jγ M(xk + wk), γYγ M(xk + wk)− wk⟩ ≥
ε sup

b∈B
⟨b,Jγ M(xk + wk)⟩. (63)

That is,

⟨Jγ M(xk + wk), γYγ M(xk + wk)− wk⟩ ≥ ε ∥Jγ M(xk + wk)∥
≥ ε ∥xk+1∥ . (64)

Therefore, Vk+1 − Vk ≤ −ε ∥xk+1∥ and the global asymptotic stability of the origin follows. Now, for the
finite-time convergence, notice that (57) is equivalent to

xk + wk ∈ (Id +γM)(xk+1), (65)

whereas (59) and the asymptotic stability of the origin imply that there is k∗ ∈ N and ε2 > 0 such that for all
k ≥ k∗ and any b ∈ B,

wk + xk + ε2b ∈ (Id +γM)(0). (66)

Thus, (65)-(66) and the maximal monotonicity of Id +γM imply that for all b ∈ B

ε2⟨b, xk+1⟩ ≥ 0. (67)

It thus follows that xk+1 = 0 for all k ≥ k∗.
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example, the implicit discretization of the unit control is

−usv(xk) = K̃ ProjM

(
B2; K̃

−1ξ(xk)
)
. (103)

Again, it is possible to choose K̃ such that M = γ2I and
use (43) to compute an explicit form for the projection.

3.3.2 Link with Passivity

Both control design methodologies described above follow
the celebrated passivity plus zero-state detectability or
observability results [68, 75, 67] (see [72] for the discrete-
time version). Regarding the direct passivity-based de-
sign, Theorem 4 shows that a triplet (V (xk), sk+1, vk+δ̃k)
can be chosen, defining a passifiable system. Hence it is
necessary that the system has relative degree zero and
is of minimum phase. The system is actually rendered
passive with ulin(xk), so that

xk+1 = Ãxk + B̃ulin(xk) + B̃(vk + δ̃k)

sk+1 = C̃xk+1

(104)

happens to be zero-state detectable (ZSD) [72, Definition
2.2]. In this setting, the discretization with an implicit
scheme certainly turns out to be necessary for assuring
passivity (a fact that was not noticed in previous works
on the topic). The next step is in fact an extension of [72,
Theorem 2.6], using a set-valued static output feedback
controller. The principle is the same for the discrete-
time classical controller design although, in most of the
classical literature, the ZSD property is assumed a priori
rather than shown like it was done in Theorem 4. A
notion that is closely related to feedback passivity is that
of control Lyapunov functions. The connection between
sliding variables and control-Lyapunov functions has been
explicitly recognized and exploited, for example, in [76,

71], although it is worth mentioning that the idea already
appears in its early stages in [77, 78].

3.3.3 Closed-Loop Properties

It is well known that, in continuous time, a sliding-mode
controller gives rise to a differential inclusion. For a prop-
erly designed controller, closed-loop solutions converge to
a sliding surface {ξ ∈ Rn | σ(ξ) = 0} in finite time. More-
over, once it has reached the sliding surface, a solution
stays on the surface and becomes independent from any
perturbations matched by the control. The latter is a
remarkable property that can only be explained by the
set-valued nature of the closed-loop vector field. A suit-
ably discretized controller should approximately replicate
these properties. This is the case, for example, of the
implicitly-defined control law (67), since the condition
σ(xk, uk) = 0 is attained in finite time and maintained
there after, regardless of any bounded matched perturba-
tion.

The discretization usv(xk) ∈ −K̃ Sgn(K̃s̃k) produces
digital chattering and loses the robustness and stability
properties of its continuous-time counterpart, no matter
how small h > 0 is. The implicit discretization, on the
other hand, maintains these properties, even for relatively
large h (a fact verified experimentally). At the same
time, implicit discretizations are consistent, in the sense
that discrete-time solutions and inputs converge to their
continuous-time counterparts as h ↓ 0 [43, 21]. When
written explicitly, the implicit (or, backward-Euler) dis-
cretization takes the form of a projection function of the
state on a set, which in some simple instances can be com-
puted using saturation functions. Mark, however, that
when using the implicit discretization, correct parameters
for the saturation functions are automatically provided by
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Discretization with a backward-Euler scheme turns out to be necessary for
assuring passivity.

the method: no trial-and-error tuning is required.

The properties described in the previous two para-
graphs can be formulated using asymptotic notation.
Consider, for example, the nominal case. If the state is
inside a neighborhood of order h2 of the sliding surface,
∥sk∥ = O(h2), then at the following step we only have
∥sk+1∥ = O(h) and the state exits the neighborhood [21,
Lemma 10]. If, on the other hand, the discretization is im-
plicit, the sliding variable remains inside a neighborhood
of the same order, ∥sk+1∥ = O(h2) [21, Lemma 11].

The implicit discretization method results in a con-
trolled system that is also robust with respect to uncer-
tainty in the system parameters [42, 43]. With the appro-
priate choice of the maximal monotone operators, it is also
possible to obtain robustness with respect to unmatched
external perturbations as well [79, 44]. The explicit com-
putation of the control law can be carried out in several
ways, depending on the complexity of the problem. In
some cases, it is possible to obtain an analytic expression
(for example, as in (100)). In more complex scenarios, it
is always possible to resort to the numerical machinery
described in section ”6”.

3.3.4 On the Nature of Sliding Mode Control

Contrarily to a widely spread idea, sliding-mode control
is not intrinsically related to discontinuous and infinitely-
fast switching inputs (bang-bang-like controllers). The
implicit discretization shows this fact, as it allows us to
correctly approximate not only the closed-loop system’s
output s but, most importantly, the set-valued input.
Two fundamental notions are prominent: the selection of
a set-valued map (Definition 3 in “Sidebar III”) and the
calculation of the controller with optimization tools, as
detailed below. See Figure 8 below, for a typical illustra-
tion of discontinuous and selections of set-valued control
inputs.

4 HIGHER-ORDER SET-VALUED CON-
TROLLERS AND DIFFERENTIATORS

The goal of this section is to show how the foregoing de-
velopments extend to “modern” sliding-mode algorithms
dedicated to control, state observation, or differentiation.
Most importantly, higher-order schemes, introduced by
Arie Levant and co-authors [9, 8, 10], have witnessed
considerable attention in the past twenty years. Roughly
speaking, first-order schemes permit the designer to guar-
antee that a sliding variable (denoted s in section ”2”)

vanishes in finite-time. Then the origin is attained asymp-
totically while the state trajectories evolve on the slid-
ing surface. Higher-order schemes of order r (or, order-r
schemes) guarantee the finite-time convergence of the slid-
ing variable s and its derivatives up to the (r−1)th order,
to zero. This is named an r-sliding surface and the r-
sliding mode is defined by {x ∈ Rn | s(x) = ṡ(x) = · · · =
s(r−1)(x) = 0}. From a practical point of view, higher-
order sliding-mode method offers several advantages: 1)
in the extreme case r = n > 1, the origin is attained in fi-
nite time, a feature not possible with first-order schemes,
2) by adding integrators at the plant’s input, it is possi-
ble to steer the plant using arbitrarily smooth controls,
3) given a signal with bounded (r + 1)th time derivative,
it is possible to recover the first r derivatives.

The main principle used in the discretization schemes
presented in previous sections is structure preservation,
that is, the preservation of passivity and maximal mono-
tonicity. Structure preservation presents several chal-
lenges in the case of r-sliding mode control. First, a nec-
essary condition for establishing an r-sliding mode on s
is that the sliding output has relative degree r. Thus, for
r > 1 the plant cannot be feedback equivalent to a passive
system. Second, most higher-order sliding-mode control
algorithms are not defined by maximal monotone differ-
ential inclusions. Finally, the main underlying structure
is homogeneity [80], a property that is not meaningful in
discrete time. However, we will show in this section that
maximal monotonicity still plays an essential role in the
backward-Euler discretization of such schemes.

The first part of this section is dedicated to the
super-twisting algorithm [10], which is certainly the
most widespread modern sliding-mode scheme. Then,
other higher-order differentiators and controllers are pre-
sented. The section ends with a short paragraph about
homogeneity-based schemes and on how proximal-point
algorithms appear in this setting.

4.1 Super-Twisting Algorithm

The super-twisting is an order-2 algorithm. It has proven
useful for control, differentiation and state observation.
In the following, all three application fields are presented.

4.1.1 Differentiator

Consider a signal f : R → R and suppose that we wish
to differentiate it in real time. A common solution in
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Sliding-mode control is not intrinsically related to infinitely-fast switching inputs
(bang-bang-like controllers).

Sidebar VIII: Implicit Sliding-Mode and Model Predictive Control (MPC)

Implicit discrete-time sliding-mode control and differentiation require the solution of an optimization problem
at each time-step. Model predictive control requires the solution of an optimization problem on longer time
intervals. Besides this feature, there exists a closer and more formal link between implicit sliding modes and
model predictive control. Consider an optimization problem over an horizon event of one step,

min
(sk+1,uk)

f(sk+1 − hδk) +
h

2
∥uk∥2 ,

such that sk+1 = sk + huk + hδk (68)

where the function f : Rm → R is proper, convex and LSC. In this problem, at time tk = kh, sk is treated as a
known parameter, whereas δk is an unknown parameter and the target is to find the optimal controller value
uk and the optimal state value sk+1 that minimize the given cost function. The Lagrangian associated with
(68) is given as,

L(sk+1, uk, λk+1) = f(sk+1 − hδk) +
h

2
∥uk∥2

− λ⊤
k+1(sk+1 − sk − huk − hδk) . (69)

The Karush-Kuhn-Tucker conditions associated with (68) are

i) 0 ∈ ∂sk+1L(s
∗
k+1, u

∗
k),

ii) 0 = ∇ukL(s
∗
k+1, u

∗
k), and

iii) s∗k+1 = sk + hu∗
k + hδk.

From KKT-i) one sees that 0 ∈ ∂f(s∗k+1 − hδk) − λ∗
k+1 ⇔ λ∗

k+1 ∈ ∂f(s∗k+1 − hδk), whereas KKT-ii) yields
0 = hu∗

k + hλ∗
k+1 ⇔ λ∗

k+1 = −u∗
k. Hence, the combination of both relations together with condition KKT-iii)

yields hλ∗
k+1 = −hu∗

k = sk + hδk − s∗k+1 ∈ h∂f(s∗k+1 − hδk). Consequently,

sk ∈ (I + h∂f)(s∗k+1 − hδk) ⇔ s∗k+1 − hδk = Proxhf (sk) , (70)

and the substitution of (70) back into KKT-iii) leads to

s∗k+1 − hδk = sk + hu∗
k = Proxhf (sk), (71)

equivalently,

u∗
k = − 1

h
(sk − Proxhf (sk)) . (72)

Setting the dummy variable s̃k+1 as s̃k+1 = s∗k+1 − hδk yields

s∗k+1 = s̃k+1 + hδk

s̃k+1 = sk + hu∗
k

−u∗
k ∈ ∂f(s̃k+1)

, (73)

which are the same equations as the implicit discretization with f(·) = γ ∥·∥, γ > 0.
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Sidebar IX: Projected Dynamical Systems

Projected dynamical systems (PDS) make a class of nonsmooth systems which, as seen below, is closely related
to sliding-mode systems. They were introduced in [S36, S37]. Recently, they have witnessed a strong interest
from the automatic-control scientific community, see, for example, [S38, S39]. PDS may be expressed under
different equivalent forms [S40, S41] (see definitions 8 and 9 in “Sidebar VI”). Some examples of such equivalent
dynamics are:

ẋ ∈ −f(x)− g(t)−NC(x)

with ẋ = −f(x)− g(t)− Proj[NC(x);−f(x)− g(t)] (74a)

ẋ ∈ −f(x)− g(t)−NTC(x)(ẋ) (74b)

ẋ = (Id +NTC(x))
−1(−f(x)− g(t)) (74c)

ẋ = Proj[TC(x);−f(x)− g(t)] (74d)

see [S40, S41] for details. The second condition in (74a) means that solutions are slow (with −ẋ(t) of minimal
norm inside f(x) + g(t) +NC(x)). The resolvent of the normal cone to the tangent cone appears in (74c). Use
was made of Fact 5 in “Sidebar VI”, (50), and the comment just after (54) in “Sidebar VII” to obtain (74d)
. The projection is a particular instance of Prox, see (55), showing that PDS belong to the class of proximal
systems.

3.3.5 Discrete-time PDS

Let us now discretize (74a) as
xk+1 ∈ xk − h(f(xk)− gk)−NC(xk+1) (75)

h > 0. This is rewritten equivalently as

xk+1 = (Id +NC)
−1(xk − h(f(xk) + gk)) (76)

and as
xk+1 = Proj[C;xk − h(f(xk) + gk)], (77)

where the same tools as above have again been used to pass from (74c) to (74d). It is seen once again that
resolvents are ubiquitous in PDS. The system (77) furnishes a convenient way to obtain solutions whenever
the projection onto the set C can be computed. This is the case when C is nonempty convex polyhedral (48).
Indeed, in this case the normal cone can be expressed as NC = {ξ ∈ Rn | ξ = G⊤λ, 0 ≤ λ ⊥ −Gξ + b ≥ 0}. In
other words, the normal cone is generated by the outwards normals to the active constraints at x. Thus, using
(75), the PDS is equivalently rewritten as a complementarity system

xk+1 = xk − h(f(xk)− gk)−G⊤λk+1

0 ≤ λk+1 ⊥ wk+1 = −Gxk+1 + b ≥ 0.
(78)

The discrete-time PDS in (78) is a mixed linear complementarity problem [S42] with unknowns xk+1 and λk+1.
It gives the linear complementarity problem (LCP)

0 ≤ λk+1 ⊥ wk+1 =

−G(xk − h(f(xk)− gk)) +GG⊤λk+1 + b ≥ 0, (79)

Obviously, GG⊤ ≻ 0 if and only if, G has row-rank m (which implies that m ≤ n), otherwise GG⊤ ≽ 0 and it
is also a copositive-plus matrix. Using [S42, Theorem 3.8.6], if b ∈ (SOL(GG⊤, 0))⋆, where SOL(M, 0) denotes
the set of solutions to 0 ≤ λ ⊥Mλ ≥ 0 and (SOL(M, 0))⋆ is its dual cone, then the LCP in (79) has a solution.
Assuming a Slater condition (that is, that there exists λ such that GG⊤λ − G(xk − h(f(xk) − gk)) + b > 0)
then by [S42, Theorem 5.3.9] the LCP in (79) has a solution. Also if λ1 and λ2 are any two solutions, then
GG⊤(λ1 − λ2) = 0 [S42, Theorem 3.1.7]. Therefore λ1 − λ2 ∈ Ker(GG⊤) = Ker(G⊤) [65, Theorem 3.5.3]. It is
easily deduced that, if

xik+1 = xik + h(f(xik)− gk)−G⊤λi
k+1, (80)

i = 1, 2, then x1k = x2k implies x1k+1 = x2k+1, k ≥ 0. As expected, the projection onto C is unique. A quite
interesting fact is that efficient algorithms can be used to solve the LCP in (79) [S42, 59], at each time-step
k ≥ 1.
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Sidebar (cont.)

3.3.6 Sliding Modes in PDS

Some kind of sliding modes can occur in PDS when the single-valued vector field is such that the trajectory
evolves persistently on the boundary of C. In this case there exists an element of λ(x, t) ∈ −NC(x) (a selection,
see Definition 3 in “Sidebar III”) which “compensates” for the part of −f(x)− g(t) which tends to “push” the
trajectory outside C (in a way quite similar to what occurs in Contact Mechanics where the interaction contact
force balances the other forces which otherwise would make the system leave the admissible domain). It is
noteworthy that the set-valued controlled systems in [79, Equation (6)] can be transformed into a PDS after
the classical state space transformation (see [S41, section 3.4]). It guarantees robust output tracking.
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practice is to replace ḟ by its dirty derivative, ĝ, which is
obtained by passing f through a linear filter of the form

ż(t) = −γ(z(t) + γf(t))

ĝ(t) = z(t) + γf(t)
(105)

with γ ≫ 1. It can be easily shown that, as γ approaches
+∞, the transfer function of the filter converges to the
transfer function of a differentiator. This high-gain strat-
egy benefits from simplicity, but it has two important
drawbacks: noise amplification and phase lag. If ḟ is Lip-
schitz continuous with Lipschitz constant L > 0, then a
super-twisting differentiation algorithm can be used. The
advantages of such scheme are: 1) exact differentiation
with finite gains in the absence of noise, 2) limited noise
amplification, 3) no phase lag.

We will make use of the operator ⌈w⌋α := |w|α sgn(w),
α ≥ 0, w ∈ R. Notice that ⌈w⌋α = ∂ζα(w) with

ζα(w) =
1

α+ 1
|w|α+1. (106)

The convexity of ζα immediately guarantees the maxi-
mal monotonicity of ⌈·⌋α, see Theorem 3 in ”Sidebar V”.
Notice also that ⌈·⌋α is single-valued for α > 0, but mul-
tivalued at the origin when α = 0. The super-twisting
differentiation algorithm [6] reads as:

ż0(t) = z1(t)− γ0L
1
2 ⌈s0(t)⌋

1
2

ż1(t) ∈ −γ1L sgn(s0(t))
, (107)

where s0(t) := z0(t) − f(t) and γ0, γ1 are positive gains.
The differentiator properties are best appreciated un-
der the coordinate transformation σ0(t) := 1

L
(z0 − f(t))

and σ1(t) := 1
L
(z1(t) − ḟ(t)). In these coordinates, sys-

tem (107) is rewritten in recursive form as [81]

σ̇0(t) = σ1(t)− γ0 ⌈σ0(t)⌋
1
2

σ̇1(t) ∈ −γ1 sgn(σ0(t))− f̈(t)
. (108)

If γ0 and γ1 are appropriately chosen, then the origin
(σ0, σ1) = (0, 0) is reached in finite time, and thus the
condition s0(t) = ṡ0(t) = 0 is attained and maintained
after a finite time [82]. Hence, the differentiator attains a
2-sliding surface. On the sliding surface s0(t) ≡ 0 we have
z1(t) ≡ ḟ(t), which shows that the signal’s derivative is
available in finite-time.

The backward-Euler (or, implicit-Euler) discretization
of (107) is

s0,k+1 = s0,k + hz1,k+1 − hγ0L
1
2 ⌈s0,k+1⌋

1
2 −∆fk

(109a)

z1,k+1 ∈ z1,k − hγ1L sgn(s0,k+1), (109b)

where ∆fk := fk+1 − fk. Our purpose now is to derive
an explicit representation of (109). Substituting (109b)
into (109a) and solving for s0,k+1 yields

s0,k+1 = (Id +hMh)
−1(s0,k + hz1,k −∆fk), (110)

where

Mh(w) = γ0L
1
2 ⌈w⌋

1
2 + hγ1L sgn(w) (111)

is a maximal monotone operator (being the sum of two
maximal monotone operators, both with domain R). The
iteration (110) is compactly written as the resolvent-based
algorithm

s0,k+1 = JhMh(s0,k + hz1,k −∆fk) (112)

(see (57) and Proposition 8 in “Sidebar VII”), where
the resolvent is defined in (23) in “Sidebar V” (compare
with the classical algorithm (96) and the general itera-
tion (57)). It is interesting to note that choosing an ex-
act discretization as in [83] and neglecting unmeasurable
terms also yields a form like (112) [83, Equation (24)]. To-
gether with (10), (73), and (96), this shows the ubiquity
of resolvent-based algorithms in the implicit discretiza-
tion of sliding-mode systems. The algorithms provided in
[84, 83] also correspond to the resolvent in (112). As seen
later in this article, there is no unique way to compute
the resolvents numerically.

With an explicit expression for s0,k+1 available in (112),
we can readily solve for the state z1,k+1 for all h > 0
in (109a),

z1,k+1 =
1

h

(
s0,k+1 − s0,k + hγ0L

1
2 ⌈s0,k+1⌋

1
2 +∆fk

)
.

(113)
Therefore, the pair of equations (112), (113) forms a non-
linear difference equation with state vector (s0,k z1,k)

⊤

and allows us to advance the discretized super-twisting
differentiator from step k to step k+1. Notice in passing
that, having computed the future state z1,k+1 in (113),
the equation z1,k+1 = z1,k − hγ1Lλk+1 can be used to
compute a selection λk+1 ∈ sgn(s0,k+1) such that (109b)
holds.

Remark 8. In real-time applications it is possible to sub-
stitute ∆fk by ∆fk−1 in (109a), and hence in (113), to
render the differentiator non-anticipative.

Semi-implicit discretization is also possible. Let us re-
place (109) by

s0,k+1 ∈ s0,k + hz1,k+1 − hγ0L
1
2 |s0,k|

1
2 sgn(s0,k+1)−∆fk

(114a)

z1,k+1 ∈ z1,k − hγ1L sgn(s0,k+1), (114b)

where the implicit terms have been restricted to the set-
valued functions. Solving again for s0,k+1 leads now to

s0,k+1

= (Id +(hγ0L
1
2 |s0,k|

1
2+h2γ1L) sgn)

−1(s0,k+hz1,k−∆fk).
(115)

Compared to (111), the maximal monotone operator is
modified to

Mk,h(w) = (γ0L
1
2 |s0,k|

1
2 + hγ1L) sgn(w). (116)
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Computing z1,k+1 is somewhat more complicated than be-
fore. First let us define the selection λk+1 ∈ sgn(s0,k+1)
and recall that it holds if, and only if, s0,k+1 ∈
N[−1,1](λk+1) (see Definition 3 in “Sidebar III”, Fact 7
and (37) in “Sidebar VI”). By inverting the operators
in (114), the system in the new coordinates can be rewrit-
ten as

s0,k + hz1,k+1 − hγ0L
1
2 |s0,k|

1
2 λk+1 −∆fk ∈ N[−1,1](λk+1)

(117a)

z1,k+1 = z1,k − hγ1Lλk+1,
(117b)

and then solved for λk+1. To do so, first substitute (117b)
in (117a) to obtain

λk+1 ∈ 1

h2γ1L

(
s0,k + hz1,k − hγ0L

1
2 |s0,k|

1
2 λk+1

−∆fk −N[−1,1](λk+1)
)
. (118)

The inclusion is equivalent to

λk+1 = JMk,h

(
s0,k + hz1,k −∆fk

h2γ1L

)
, (119)

Mk,h(w) =
γ0

hγ1L
1
2

|s0,k|
1
2w +N[−1,1](w). (120)

Finally, z1,k+1 is recovered from (117b) as

z1,k+1 = z1,k − hγ1L JMk,h

(
s0,k + hz1,k −∆fk

h2γ1L

)
.

(121)
The resolvent JMk,h(·) can be calculated as indicated in
“Sidebar VII”, after (55). It happens that resolvents of
this kind are basic tools which are to be found in all the
higher-order algorithms in this section.

4.1.2 Controller

When the super-twisting algorithm is used for control
(as opposed to differentiation), a perturbed integrator
ẋ1(t) = u(t) + φ(t) is considered. This dynamics may
stem from some transformation of the plant’s dynamics,
and x1 may represent a sliding variable (similar to s in
the first order schemes), hence it may be a combination of
the plant’s state variables [85]. The proposed controller
is given by

u(t) = ν(t)− γ0L
1
2 ⌈x1(t)⌋

1
2

ν̇(t) ∈ −γ1L sgn(x1(t))
. (122)

It is apparent that u in (122) is a kind of nonlinear non-
smooth set-valued proportional-integral input. The main
interest in this controller stems from the fact that, con-
trarily to the first-order case, the applied control, u, is
a continuous function of the state. By making the time-
varying change of variable x2(t) = ν(t)+φ(t), one obtains
the closed-loop system

ẋ1(t) = x2(t)− γ0L
1
2 ⌈x1(t)⌋

1
2

ẋ2(t) ∈ −γ1L sgn(x1(t)) + δ(t)
(123)

with δ(t) = φ̇(t). The closed-loop dynamics (123) is the
same as the differentiator’s dynamics (108). Finite-time
stability of the origin x1 = x2 = 0 is guaranteed under
similar assumptions on the gains [82], hence x1 = ẋ1 = 0
defines the 2-sliding surface. Notice that, similarly to
(21) and (39), the controller compensates exactly for the
perturbation on the sliding surface {0} ⊂ R2, along which
u(t) = ν(t) = −φ(t).

The objective now is to compute a discrete-time version
of the controller, similar to the explicit expressions (12)
and (13). A discrete-time model for the plant is

x1,k+1 = x1,k + huk + hφ̄k (124a)

φk+1 = φk + hδ̄k (124b)

Here, φ̄k and δ̄k are discretized versions of φ(t) and δ(t)
(see [34] for details). The implicit discretization can
now be achieved by following the same steps as in (109).
Let us introduce, for instance, a nominal virtual variable
x̃1,k := x1,k − hφ̄k−1 as done in (62) and (93), see [34,
Equations (8), (9)]. According to (124a), the nominal
variable evolves as

x̃1,k+1 = x1,k + huk, (125)

while the nominal backward-Euler discretization of (122)
is

uk ∈ −γ0L
1
2 |x̃1,k+1|

1
2 sgn(x̃1,k+1) + νk+1

νk+1 = νk − hγ1L sgn(x̃1,k+1).
(126)

Substitution of (126) in (125) gives

x̃1,k+1 = (Id +hMh)
−1(x1,k + hνk)

= JhMh(x1,k + hνk), (127)

with Mh as in (111). The explicit expression for the con-
trol in (126) is [34, 86]

u(x1,k, νk) = −γ0L
1
2 βk sgn(x1,k + hνk)

+ νk − hγ1LProj

(
[−1, 1];

x1,k + hνk
h2γ0L

)
(128)

with

βk =
−hγ0L

1
2

2
+

√
h2γ2

0L

4
+ ρk (129)

ρk = max{0, |x1,k + hνk| − h2γ1L}, (130)

while

νk+1 = νk − hγ1 Proj

(
[−1, 1];

x0,k + hνk
hµk

)
. (131)

Alternatively, we may rewrite the control as

u(x1,k, νk) =
1

h
(Id +hMh)

−1(x1,k + hνk)−
x1,k
h
. (132)

It is noteworthy that this boils down once again to the cal-
culation of a resolvent and of a projection (the saturation
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function). That is, equation (127) defines a resolvent-
based algorithm similar to (112) and (114).

As above, a semi-implicit method can be applied [35].
It yields

x̃1,k+1 = (Id +hMk,h)
−1(x1,k + hνk) (133)

but now with

Mk,h(w) = (γ0L
1
2 |x1,k|

1
2 + hγ1L) sgn(w), (134)

similar to (116). Another choice is

Mk,h(w) = (γ0L
1
2 |x̃1,k|

1
2 + hγ1L) sgn(w). (135)

Which alternative should be chosen is an open issue.

Note that, during the sliding motion, x̃1,k+1 = x̃1,k = 0,
and the inclusion

νk + φ̄k ∈ 1

h
(Id +hMh)(0) = hγ0L[−1, 1] (136)

follows from (127). Using (128), (130) we obtain

u(x1,k, νk) = −x1,k
h

= − x̃1,k + hφ̄k−1

h
= −φ̄k−1. (137)

It is inferred that, similarly to first order controllers, see
(98), the implicit super-twisting scheme compensates for
the perturbation with one-step delay.

4.1.3 Multivariable super-twisting

The above extends to the multivariable super-twisting
[87], with x1, x2 ∈ Rn. One replaces (106) by

ζα(w) =
1

α+ 1
∥w∥α+1

2 , (138)

so that instead of |x1|
1
2 sgn(x1) one has

∥x1∥
1
2
2 ∂∥x1∥2 = ∥x1∥

1
2
2 N−1

B2
(x1) (139)

(see (41) in “Sidebar VI”), and sgn(x1) by ∂∥x1∥2 (or the
subdifferential of any other norm), in (122). This yields
the resolvent JhMh , to be computed at each step with

Mh(w) = α1∥w∥
1
2
2 ∂∥w∥2 + hα2∂∥w∥2, (140)

α1 > 0, α2 > 0. Note that Mh = ∂
(
α1ζ1/2 + hα2ζ0

)
.

It follows from the convexity of ζα and Theorem 3 in
“Sidebar V” that Mh is maximal monotone.

4.1.4 Generalized Observer

The equivalence between uniform observability and the
ability to recover the complete state by differentiating the
system output is well known. In view of (107), it is not
surprising that the super-twisting algorithm can be used
to observe planar systems. Recall that a planar system is

uniformly observable if and only if there exists a coordi-
nate transformation such that the system can be written
as [88]

ẋ1 = f1(x1, u) + x2

ẋ2 = f2(x1, x2, u)

y = x1

, (141)

from where it is clear that the remaining state x2 can be
recovered by differentiating the output y. Let us consider
the class of set-valued super-twisting observers presented
in [89, Equations (12.3)–(12.5)]

˙̂x1 = f1(x̂1, u) + x̂2 − l1γϕ1(e1) (142a)

˙̂x2 ∈ f2(x̂1, x̂2, u)− l2γ
2ϕ2(e1) (142b)

ϕ1(e1) = µ1 ⌈e1⌋
1
2 + µ2 ⌈e1⌋q (142c)

ϕ2(e1) =
µ2
1

2
sgn(e1) + µ1µ2 ⌈e1⌋q−

1
2 + µ2

2 ⌈e1⌋2q−1 ,

(142d)

where µ1 ≥ 0, µ2 ≥ 0, µ1µ2 ̸= 0, q ≥ 1
2
, l1 > 0, l2 > 0,

γ > 0, and e1 = x̂1 − x1 is the state estimation error. An
implicit discretization of (142) reads

x̂1,k+1 = x̂1,k + hf1(x̂1,k+1, uk) + hx̂2,k+1 − hl1γϕ1(e1,k+1)
(143a)

x̂2,k+1 ∈ x̂2,k + hf2(x̂1,k+1, x̂2,k+1, uk)− hl2γ
2ϕ2(e1,k+1)

(143b)

with e1,k+1 = x̂1,k+1−yk. Noting that ϕ2(e1,k+1) is a set-
valued function of e1,k+1, it is assumed that (143b) can be
solved to get x̂2,k+1 ∈ Φ(e1,k+1, yk, x̂2,k, uk, hϕ2(e1,k+1))
for some function Φ. Inserting the latter in (143a) yields

e1,k+1 ∈ yk−1 − yk + e1,k + hf1(e1,k+1, yk, uk)

+ hΦ(e1,k+1, yk, x̂2,k, uk, hϕ2(e1,k+1))

− hl1γϕ1(e1,k+1). (144)

It is inferred that

e1,k+1 ∈ (Id −hf1(·, yk, uk) + hΦ(·, yk, x̂2,k, uk, hϕ2(·))

+hl1γϕ1(·))−1 (yk−1 − yk + e1,k). (145)

Then, provided that the operators x 7→ −f1(x, yk, uk) +
l1γϕ1(x) and x 7→ Φ(x, yk, x̂2,k, uk, hϕ2(x)) are maximal
monotone (notice that ϕ1 and ϕ2 are strongly monotone
for q > 1

2
), the inclusion in (145) is an equality and the

right-hand side is a resolvent. Depending on the non-
linearities, the closed form of this resolvent may be im-
possible to obtain, in which case the numerical solutions
described below are necessary. The observed variable
x̂2,k+1 is obtained from (143a) and (145). Of course, semi-
implicit methods can also be applied so that the compu-
tations are easier and the assumptions may be relaxed.
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4.2 Higher-Order Differentiators

It is sometimes necessary to compute higher-order deriva-
tives of f . A naive approach is to cascade several dif-
ferentiators of the form (107) (which may provide rea-
sonably good results for the second derivative [90]). A
more efficient solution is to directly construct a differen-
tiator of order r − 1, r ≥ 2, by enforcing an r-sliding
mode. The arbitrary-order super-twisting differentiator
(AO-STD) has the dynamics in non-recursive form [7, 81]

żi(t) = zi+1(t)− γiL
i+1
r+1 ⌈s0(t)⌋

r−i
r+1 , i = 0, . . . , r − 1

żr(t) ∈ −γrL sgn(s0(t))
(146)

with s0(t) = z0(t)−f(t), which is the counterpart of (107),
while the counterpart of (108) writes as the recursive form

σ̇i(t) = σi+1(t)− γi ⌈σ0(t)⌋
r−i
r+1 , i = 0, . . . , r − 1

σ̇r(t) ∈ −γr sgn(σ0(t)) + f (r+1)(t)
,

(147)
where σi(t) := 1

L
(zi(t) − f (i)(t)). Accuracy and robust-

ness of these differentiators have been studied by ex-
ploiting the homogeneity of (147) [81, 49]. As shown in
[84] and [83, 91], their discrete-time versions lend them-
selves to transformations which yield the same struc-
tures as in (127) or (112). In particular it is shown
in [84, Table 2] that “classical” higher-order differentia-
tors known as URED (uniform robust exact differentia-
tor) [92], AO-STD as above [7, 81], HDD (homogeneous
discrete-time differentiator), GHDD (generalized homo-
geneous discrete-time differentiator) [93], FDFF (first-
order differentiator with first-order sliding-mode filter-
ing) [5, 94], AO-FDFF (arbitrary-order differentiator with
first-order sliding-mode filtering) [94, 95] yield, when im-
plicitly or semi-implicitly discretized, the equation

s0,k+1 = JhMh(−bk), (148)

where Mh = Msing,h +Mset,h with Mset,h set-valued
maximal monotone, Msing,h single-valued monotone, and
bk = b(s0,k, z1,k, . . . , zn,k,∆fk), ∆fk = fk+1 − fk.

Let us provide the implicit URED operators, which
consist of the super-twisting operators with additional
higher-order terms [84, Table 2, Equation (39)]. Its defin-
ing operators are

Msing,h(w) = γ0L
1
2

(
⌈w⌋

1
2 + µ ⌈w⌋

3
2

)
+

3

2
hµ2γ1L ⌈w⌋2

+ 2hγ1Lµw (149a)

Mset,h(w) =
1

2
hγ1L sgn(w) (149b)

and the argument is

b(s0,k, z1,k,∆fk) = −s0,k − hz1,k +∆fk, (149c)

where λ0, λ1, µ are parameters. Similarly to the super-
twisting differentiator, the URED has an additional state

variable x1, see, for example, [84, equation (6)]. The
URED counterpart of (113) takes the form

z1,k+1 =
1

h

(
s0,k+1 − s0,k +∆fk + hγ0L

1
2 ⌈s0,k+1⌋

1
2 +

hL
1
2 µ ⌈s0,k+1⌋

3
2

)
. (150)

The semi-implicit version of this algorithm is derived as
follows. First, s0,k+1 = JhMk,h(−bk) is computed with

Mk,h(w) =
(
γ0L

1
2

(
|s0,k|

1
2 + µ|s0,k|

3
2

)
+

3

2
hµ2γ1Ls

2
0,k

+ hγL|s0,k|+
1

2
hγ1L

)
sgn(w), (151)

which is the URED counterpart of (115). Let λk+1 ∈
sgn(s0,k+1) be a selection of the set-valued sign function.
Solving for s0,k+1 ∈ N[−1,1](λk+1) gives

s0,k +hx1,k −∆fk −hγ0L
1
2

(
|s0,k|

1
2 + µ|s0,k|

3
2

)
λk+1−

h2γ1L

(
2µ|s0,k|+

3

2
µ2s20,k +

1

2

)
λk+1 ∈ N[−1,1](λk+1),

(152)

so that λk+1 = JMk,h

(
− 2bk

h2γ1L

)
with

Mk,h =
2

hλ1L
1
2

(
γ0
(
|s0,k|

1
2 + µ|s0,k|

3
2

)
+hγ1L

1
2

(
2µ|s0,k|+

3

2
µ2s20,k +

1

2

))
Id +N[−1,1] .

(153)

Finally, we can recover

z1,k+1 = z1,k + hγ1L

(
2µ|s0,k|+

3

2
µ2s20,k +

1

2

)
λk+1,

(154)
which is the URED counterpart of (121). Thus,
(112), (113), and (115), (121), and (148), (150), and
(151), (154) make nonlinear difference equations with
state vector (s0,k z1,k)

⊤. Some of these may be named
higher-order proximal-point algorithms since inserting,
for example, (113) into (112) yields a difference equation
with s0,k and s0,k−1 in its right-hand side. From the point
of view of the resolvent calculation at step k, all terms
depending only on measurements at k are considered as
being constants.

Similar developments can be carried out for the AO-
STD in both implicit and semi-implicit cases [84, sections
5.1, 5.8]. For instance, the AO-STD of order 3 yields
s0,k+1 = JhMk,h(−bk) with

Mk,h(w) =

2∑
l=0

hlγlL
l+1
4 ⌈w⌋

3−l
4 + h3γ3L sgn(w) (155)
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for the implicit method, and

Mk,h(w) =

(
2∑

l=0

hlγlL
l+1
4 |s0,k|

3−l
4 + h3γ3L

)
sgn(w)

(156)
for the semi-implicit method. The remaining state vari-
ables z1,k+1, z2,k+1, z3,k+1 (which are the higher-order
derivatives of f) are calculated similarly as for the
super-twisting and the URED, yielding other higher-order
proximal-point algorithms.

4.3 Relay polynomial controllers

As mentioned above, an interesting feature of higher-
order sliding modes is the possibility for the state to at-
tain the origin in finite time. There exist several classes of
algorithms achieving such objective (see, e.g., the quasi-
continuous or the nested controllers [96]). The following
algorithm is one of the simplest. Consider a perturbed
chain of integrators

ẋi(t) = xi+1(t) , i = 1, . . . , n− 1,

ẋn(t) = u(t) + δ(t).
(157)

The relay polynomial controller u(t) = û(x(t)) with

û(x) ∈ −γn sgn
(
⌈xn⌋n + γn−1 ⌈xn−1⌋

n
2 + · · ·+ γ1x1

)
(158)

establishes an n-sliding mode at the origin in finite time,
provided that the perturbation δ(t) is uniformly bounded
and that the gains γi > 0 are appropriately chosen [97,
76]. The forward-Euler discretization of the open-loop
system is

xi,k+1 = xi,k + hxi+1,k , i = 1, . . . , n− 1,

xn,k+1 = xn,k + huk + δk.
(159)

The backward-Euler discretization of (158) takes the im-
plicit form uk ∈ −γn Mk,h(uk) with

Mk,h(w) = sgn
(
⌈xn,k + hw⌋n + γn−1 ⌈xn−1,k + hxn,k⌋

n
2

+ · · ·+ γ1(x1,k + hx2,k)) . (160)

It is not difficult to see that, for every xk, Mk,h is
maximal monotone, hence a unique solution uk(xk) =
(Id +γn Mk,h)

−1(0) exists. In fact, it is possible to write
an analytic expression for the solution. Note that uk ∈
−γn Mk,h(uk) is equivalent to

uk ∈ −γn sgn(uk − ū(xk)), (161)

where

ū(xk) = − 1

h

(⌈
γn−1 ⌈xn−1,k + hxn,k⌋

α
2 + · · ·

+γ1 ⌈x1,k + hx2,k⌋
α
n

⌋ 1
α
+ xn,k

)
. (162)

The control action is thus uk = ū(xk) − Jγn sgn(ū(xk)),
that is,

uk = min{|ū(xk)|, γn} sgn(ū(xk)), (163)

which once again is a form of minimum-operator formal-
ism as (13c). Consider now the ZOH discrete model of
the chain of integrators,

xi,k+1 = xi,k +

n−i∑
j=1

hj

j!
xi+j,k +

hn+1−i

(n+ 1− i)!
(uk + δ̄i,k),

(164)
where i = 1, . . . n and δ̄i are (possibly unmatched) dis-
turbances resulting from δ(t). Consider also the inclusion
uk ∈ −γn Mk,h(uk), where

Mk,h(w) = sgn
(
⌈xn,k + hw⌋n

+ γn−1

⌈
xn−1,k + hxn,k +

h2

2!
w

⌋n
2

+

· · ·+ γ1
(
x1,k +

n−1∑
j=1

hj

j!
x1+j,k +

hn

n!
w
))
. (165)

For each fixed xk, the operator Mk,h is again maximal
monotone, so the resolvent (Id +Mk,h)

−1 has domain R
and is single-valued. While an analytic expression is no
longer available, it is still possible to compute it numeri-
cally by using the techniques described in Section “6”.

4.4 Stability Analysis

The closed-loop systems (112), (113), or (114), or (148),
(150), or its semi-implicit version in (151), (154), are
higher-order proximal-point algorithms which do not fit
within the robust proximal-point algorithm in (57) in
“Sidebar VII”. Boundedness of the closed-loop state with
(128) is proved only in the absence of perturbations in
[34]. As shown in [86], the algorithm is not robust with
respect to an unbounded perturbation. A modification to
(128) is proposed in [86] that enhances robustness. Some
results concerning higher-order differentiators of the im-
plicit AO-STD type can be found in [84]. Some properties
of the implicit higher-order differentiators (sliding sur-
face invariance, accuracy, finite convergence) are shown in
[84, 91]. The stability of the semi-implicit super-twisting
controller is analysed in [35], see also the semi-implicit
discretization [31, Equation (60)] of the super-twisting
velocity observer [98].

4.5 Homogeneity and maximal monotonicity

Homogeneity is a powerful tool for control design [99].
It plays an important role in all of the higher-order
sliding-mode algorithms presented above. While homo-
geneity has no clear discrete-time counterpart, it is pos-
sible to construct consistent discretizations by keeping
track of the maximal monotone operators that appear
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Backward-Euler discretization of sliding-mode systems gives rise to new variants
of proximal-point algorithms.

in the homogeneous vector fields. Consistent discretiza-
tion of finite-time convergent systems have been presented
in [19, Definitions 2.1, 2.2]. As an example, let us con-
sider the systems analysed in [19, Section 6.2]. The first
analysis concerns the discretization of a generalized ho-
mogeneous closed-loop system with homogeneity degree
d = 1 (see [99] for definitions). After a suitable transfor-
mation into another homogeneous system, the consistent
discrete-time dynamics

xk+1 = xk − h∥xk∥(In − Ã)xk+1 (166)

is obtained [19, Section 6.2, Equation (6.8)]. Similar to
the discrete dynamics presented in the subsections above,
this dynamics is given by the resolvent of a maximal
monotone operator. Indeed, these are equivalent to

xk+1 =
(
Id +h∥xk∥(In − Ã)

)−1

(xk), k ≥ 0, (167)

with Ã⊤P +PÃ = 0 for some P = P⊤ ≻ 0 [19, Definition
2.1]. Let us define R = R⊤ ≻ 0, R2 = P , then we obtain
R−1(Ã−In)⊤R+R(Ã−In)R−1 = −2In ≺ 0, from where
it follows that R(In − Ã)R−1 ≻ 0. Using the new state
variable x̄k = Rxk, the system dynamics takes the form

x̄k+1 = x̄k − h∥R−1x̄k∥R(In − Ã)R−1x̄k+1, (168)

which is equivalent to

x̄k+1 =
(
Id +h∥R−1x̄k∥R(In − Ã)R−1

)−1

(x̄k), k ≥ 0.

(169)
Therefore, at each step k the scheme is updated by calcu-
lating the resolvent JMk of the maximal monotone oper-
ator Mk : w 7→ ∥R−1x̄k∥ R(In − Ã)R−1w. The proximal
algorithm that is obtained is x̄k+1 = JMk (x̄k), it may be
named a time-varying proximal-point algorithm.

A second case, with homogeneity degree d = −1, is
treated in [19, Section 6.2, Equation (6.4)]. It yields the
consistent discretization

xk+1 ∈ xk − h(In − Ã)F̃ (xk+1), (170)

which is equivalent to

xk+1 =
(
Id +h(In − Ã)F̃

)−1

(xk) (171)

with

F̃ (x) =

{
x

∥x∥P
if x ̸= 0

BP if x = 0,
(172)

and ∥x∥P =
√
x⊤Px. Using again the state variable x̄k =

Rxk one obtains

x̄k+1 ∈ x̄k − hR(In − Ã)R−1RF̃ (xk+1)

= x̄k − hR(In − Ã)R−1∂∥x̄k+1∥2.
(173)

For the same reasons given in the first case, d = 1, it
follows that Λ = R(In − Ã)R−1 ≻ 0. However Λ ̸= Λ⊤

in general. Now, let us proceed as in the proof of [19,
Theorem 4.1]. For all x̄k ̸= 0,

x̄⊤k x̄k = x̄⊤k+1x̄k+1 + 2hx̄⊤k+1Λ∂∥x̄k+1∥2
+ h2(Λ∂∥zk+1∥2)⊤(Λ∂∥zk+1∥2) (174)

= x̄⊤k+1x̄k+1 + 2h
x̄⊤k+1Λx̄k+1

∥x̄k+1∥2
+ h2(Λ∂∥x̄k+1∥2)⊤Λ∂∥x̄k+1∥2 (175)

> x̄⊤k+1x̄k+1 + h2(Λ∂∥x̄k+1∥2)⊤Λ∂∥x̄k+1∥2 (176)

= x̄⊤k+1x̄k+1 + h2 x̄
⊤
k+1Λ

⊤Λx̄k+1

∥x̄k+1∥22
. (177)

Since Λ⊤Λ ≻ 0,

inf
ξ ̸=0

h2 ξ
⊤Λ⊤Λξ

∥ξ∥22
> 0, (178)

for all h > 0, from where the convergence of x̄k to zero in a
finite number of steps is inferred. Thus, in spite of the fact
that neither the operator inside (171) nor inside x̄k+1 =
(Id +hΛ∂|| · ||2)−1 (x̄k) are maximal monotone in general,
finite-time convergence of this algorithm is guaranteed.
Moreover the calculation is made in [19, Section 6.2]. As
a side note, mark that (173) is equivalent to

x̄k+1 ∈ x̄k − h(Λsym + Λsk)∂∥x̄k+1∥2, (179)

with Λsym = 1
2
(Λ + Λ⊤), Λsk = 1

2
(Λ − Λ⊤). Therefore,

Equation (173) is interpreted as a discrete-time Hamilto-
nian system

x̄k+1 ∈ x̄k + h(J −R)∂H(x̄k+1) (180)

with J = −Λsk, R = Λsym ≻ 0, and Hamiltonian function
H(x) = ∥x∥2. This is the implicit discretization of the
Hamiltonian dynamics

ẋ(t) ∈ (J −R)∂∥x(t)∥2. (181)

Thus, Hamiltonian proximal-point algorithms with resol-
vents JhM = (Id −h(J−R)∂∥ · ∥)−1, M = −(J−R)∂∥ · ∥
may be introduced. More details on the discretization of
Hamiltonian systems can be found in [100].
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5 FURTHER IMPLICIT ALGORITHMS

5.1 Other Classes of Set-Valued Algorithms

The implicit discretization for first-order sliding-mode
controllers, super-twisting controller, observer and dif-
ferentiator, and higher-order differentiators, has been
studied in the foregoing sections. The implicit dis-
cretization of other classes of algorithms has been anal-
ysed in the literature: terminal sliding-mode control for
first and second order systems [41, 101], twisting con-
troller [102], proxy-based sliding-mode [32, 94, 103], ho-
mogeneous differentiators and observers [38, 39], super-
twisting velocity observer [31], other types of differen-
tiators [94, 95, 104, 105, 106, 107], the differentiator
proposed in [5] discretized in [84], sliding-mode con-
trol of nonsmooth actuators [36], homogeneous systems
and controllers [19, 108], nested controllers for second-
order systems with unmatched perturbations [44], first-
order controllers applied to Lagrangian nonlinear sys-
tems with parameter uncertainties [42] and to linear hy-
perbolic infinite dimensional systems [109], fixed-time
or prescribed-time schemes [19, 110, 111, 101], adaptive
sliding-mode algorithms [112, 113, 114], sliding-mode con-
trol with reaching law [115], fractional-order differentia-
tors [116, 117], multivariable super-twisting [118], mod-
ified super-twisting using minimum-operator-based algo-
rithms (similar to (13c)) [119].

The articles mentioned above study implicit or semi-
implicit schemes. The solvability of the one-step nons-
mooth problem (do the generalized equations possess a
solution to advance the scheme from step k to step k + 1
?) is usually analyzed. Some also analyze the bounded-
ness/stability properties, and only a few of them analyse
the discrete solutions convergence towards the solutions
of the continuous-time closed-loop. The analysis made
in foregoing sections focuses on the first step, which is
necessary for the implementation.

5.2 Limitations and Modifications of Implicit
Algorithms

The fact that implicit and semi-implicit discretization
methods supersede the explicit one is widely accepted
and validated (see section ”7”). Nevertheless, open is-
sues have emerged which show that room exists for sig-
nificant improvements. The implicit method has been
studied in [102] for the twisting scheme and in [34] for
the super-twisting one. However, the straightforward im-
plicit discretization of the twisting scheme (i.e., the im-
plicit or backward-Euler emulation) does not guarantee
finite-time convergence to the origin [120]: a modifica-
tion of the emulated implicit method is proposed in [102]
which secures it. As noticed in [86], the implicit emula-
tion of the super-twisting scheme (127), (128) does not
yield acceptable robustness (a fact also noticed experi-
mentally in [121], see also [122] for the influence of the
plant discretization). Again, a suitable modification of

the implicit emulation allows us to enhance it. Also, im-
plicit emulation discretization of some higher-order dif-
ferentiators may still undergo numerical chattering, and
suitable modifications have to be made to avoid it [123].
Finally, finite-time stability may be lost after an implicit
emulation discretization has been performed, and may be
recovered if a suitable state transformation is applied be-
fore implicitly discretizing [19].

6 COMPUTATIONAL ISSUES

The analysis of closed-loop systems with implicit discrete-
time controllers and the computation of output differ-
entiators, relies on computing proximal maps to convex
functions, or more generally, resolvents of maximal mono-
tone operators (in order to solve the associated general-
ized equations). Figure 5 depicts the steps to follow in
order to compute the resolvent of the sign multifunction.
However, as seen in foregoing sections, some algorithms
yield nontrivial resolvents. In general, finding closed-form
expressions for such proximal maps is a hard task, so that
the computation of the control law has to rely on numer-
ical methods from convex optimization. Moreover, the
numerical method used to calculate the resolvent can in-
fluence significantly the closed-loop behavior in some ap-
plications [40, 83, 90, 124].

6.1 Solving Generalized Equations with
Proximal Operators

The computation of the variable of interest (control input
or differentiator output) is reduced to solving either the
generalized equation

ζk+1 = φ(xk) + ρη(xk)

−η(xk) ∈ M(ζk+1)
(182a)

with unknown ζk+1, or the generalized equation

−η(xk) =
1

ρ
φ(xk)−

1

ρ
ζk+1

ζk+1 ∈ M−1(−η(xk))
, (182b)

with unknown η(xk), where φ : Rn → Rm is a known
function of the state, ρ > 0, and M : Rm ⇒ Rm is maxi-
mal monotone.

As an example, note that equation (71) has this form
with ζk+1 = s̃′k+1, η(xk) = usv(xk),

M = ∂ ∥·∥1 ◦ K̃(B̃⊤P̃−1B̃)
1
2 , (183)

and φ(xk) = L̃xk. Likewise, equation (95) with ζk+1 =

s̃′k+1, η(xk) = usv(xk), M = ∂ ∥·∥1 ◦ K̃
1
2 , and φ(xk) =

K̃− 1
2 sk belongs to this class. Equations (124)–(130) also

have this form with ζk+1 = x̃0,k+1, η(xk) = uk(x0,k,
νk), M as in (111), φ(xk) = x0,k + hνk. Equations
(148)–(149) are an instance of (182) with ζk+1 = s0,k+1,
M = Msing +Mset,h, φ(xk) = −bk. The unknown ζk+1
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Maximal monotone operators and their resolvents provide a powerful and
unified tool for implicit algorithms computation.

−κ

κ

i) y ∈ κsgn(x)

−ακ

ακ

ii) y ∈ (Id + ακsgn)(x)

−ακ

ακ

iii) x = (Id + ακsgn)−1(y)

−ακ

−κ

ακ

κ

iv) x = 1
α

(
Id − (Id + ακsgn)−1

)
(y)

Figure 5: Graphical computation of resolvent and Yosida
approximation (lower left and right figures, respectively)
for the sgn multifunction in the scalar case. Note that,
at each step, a maximal monotone operator is obtained.

for the generalized equation in (182a) corresponds to a
“virtual”, “nominal” or “unperturbed” sliding variable,
which can be used to determine precisely whether or not
a sliding mode is occurring in discrete time. The general-
ized equation in (182b) has the unknown η(xk) and can
be interpreted as the dual, or reciprocal of (182a). From
(182a) the selection η(xk) is explicitly given as

−η(xk) =
1

ρ
(Id −JρM) (φ(xk)) = YρM(φ(xk)) (184)

(see (50) in “Sidebar VII”), whereas (182b) gives

−η(xk) = J 1
ρ

M−1

(
1

ρ
φ(xk)

)
. (185)

The expressions (184)–(185) yield the same control law.
The main difference relies on the proximal map to be
computed. That is, for a certain M, it could be easier to
compute first the inverse map M−1 and then (185), while
for other cases (184) might be a simpler choice. In any
case, a convex optimization problem has to be solved at
each time-step.

For M = ∂ ∥·∥p, the calculation of the control inputs
can be performed according to (39)–(41) in “Sidebar VI”,
so that

−η(xk) = Proj

(
Bp⋆ ;

1

ρ
φ(xk)

)
. (186)

When p = 1 then p⋆ = ∞ and, according to (44), the
control can be computed component-wise as

η(xk)i = − sgn(φ(xk)i)min

{
1

ρ

∣∣φ(xk)i∣∣, 1} , i = 1, . . . , n,

which is a minimum-operator formalism, whereas if p =
p⋆ = 2 then, according to (43), it is inferred that

η(xk) =

{
− 1

ρ
φ(xk) if ∥φ(xk)∥ ≤ ρ,

− 1
∥φ(xk)∥2

φ(xk) otherwise.

For sliding-mode control, it is also common to find
maps f given as the composition of norm functions with
linear maps. In this case, the projectors change accord-
ingly by considering instead a weighted norm. Indeed, if
M = ∂(∥·∥p ◦R), where R is non-singular, then it follows
from [S28, Proposition 23.23] that

JρM(φ(xk))

=

(
Id −R⊤ ◦

(
RR⊤ + (∂ρ∥ · ∥p)−1

)−1

◦R
)
(φ(xk))

=

(
Id −R⊤ ◦

(
RR⊤ +NρBp⋆

)−1

◦R
)
(φ(xk))

= φ(xk)−R⊤ ProjRR⊤ (
ρBp⋆ ;R

−⊤φ(xk)
)

(187)

where we have made use of (39) to get the second equality
and (45c) to get the last equality, both in the sidebar
“Sidebar VI”.

In the more general case in which M = ∂(g ◦ R) with
g a proper, convex, LSC function, we have

J 1
ρ

M−1

(
1

ρ
φ(xk)

)
= R⊤θ, (188)

where

θ = argmin
ξ∈Rn

{
g⋆(ξ)

+
ρ

2

(
ξ − 1

ρ
R−⊤φ(xk)

)
RR⊤

(
ξ − 1

ρ
R−⊤φ(xk)

)}
.

(189)

The following proposition will be useful for computing
proximal maps associated with higher-order sliding-mode
controllers and differentiators, as well as their associated
splittings.

38



Proposition 9. Let M : R ⇒ R be the maximal mono-
tone map

M(x) =

(
N∑
i=0

ai|x|
pi
qi

)
sgn(x) + b0, (190)

where ai ≥ 0 and pi
qi

is a nonnegative rational number

for all i ∈ {1, ..., N} and p0 = 0. Then, for ρ > 0 the
resolvent JρM has the form

JρM(x) = βM(x, b0, ρ)
C sgn(x− ρb0), (191)

where C is the least common denominator of the set of

fractions
{

pi
qi

| i = 1, . . . , N
}
and βM : R×R×R++ → R+

is the unique nonnegative root of the polynomial

βC + ρ

N∑
i=1

aiβ
ri −max{0, |x− ρb0| − ρa0} (192)

with indeterminate β and powers ri = C pi
qi

∈ Z+.

Proof. From the definition of resolvent in (23), it follows
that y = JρM(x) if, and only if, x ∈ y+ ρM(y). That is,

x− ρb0 ∈

(
|y|+ ρa0 + ρ

N∑
i=1

ai|y|
pi
qi

)
sgn(y). (193)

Since all the coefficients ai are nonnegative, it follows from
(193) that y = 0 if, and only if, |x − ρb0| ≤ ρa0. Hence,
if |x − ρb0| > ρa0, then y ̸= 0 and from (193) it follows
that sgn(x−ρb0) = sgn(y), so that (193) becomes single-
valued as

|y|+ ρ

N∑
i=1

ai|y|
pi
qi − (|x− ρb0| − ρa0) = 0. (194)

Let C > 0 be the least common denominator of the set{
pi
qi

| i = 1, . . . N
}
. The change of variables |y| = βC ,

where β > 0, transforms (194) into a root-finding problem
for the polynomial

βC + ρ

N∑
i=1

aiβ
ri − (|x− ρb0| − ρa0), (195)

where ri = C pi
qi
. Hence, in order to solve (194) let

us look for the positive root of (195). Note that, the
non-negativity of all ai, i ∈ {1, . . . , N} together with
Descartes’ rule of signs [125, Theorem 2.23] imply the
uniqueness of such positive root of (195) in the cases when
|x−ρb0| > ρa0. The polynomial (192) includes both cases
above. Indeed, if |x − ρb0| ≤ ρa0, then the unique non-
negative root of (192) is β = 0, implying y = 0. Finally,
it follows that

JρM(x) = y = |y| sgn(y) = βM(x, b0, ρ)
C sgn(x− ρb0).

(196)
The proof is complete.

Instances of Proposition 9 have been independently de-
veloped in [84] and [83] in the context of higher-order
differentiators, since (191) is the unique solution of the
generalized equation

0 ∈ y +

N∑
i=0

ai|y|
pi
qi sgn(y) + b0 − x. (197)

6.2 Computation of proximal maps via split-
tings

For complex strategies such as higher-order sliding-mode
control and differentiation, the associated monotone op-
erator is composed as the addition of several simpler oper-
ators. In this situation, the splitting algorithms in “Side-
bar X” can be used to compute the associated proximal
map in an iterative way.

Example 1. The splitting (89) can be used to compute
the URED proximal map in (148), (149) as follows. Con-
sider the optimization problem (84) with A = 1 and

f(ξ) =
2

3
hγ0L

1
2 |ξ|

3
2 +

1

2
h2γ1L|ξ|, (198a)

g(ξ) =
1

2
h2µ2γ1L|ξ|3, (198b)

h(ξ) =
2

5
hγ0L

1
2 µ|ξ|

5
2 + h2γ1Lµξ

2 +
1

2
(ξ + bk)

2. (198c)

With the given parameters, the solution of (84) indeed
gives the proximal map JhMh(−bk), where Mh is as
in (149). Also, note that ∇h(·) is Lipschitz continuous
in any bounded set of R, since

∂2

∂ξ2
h(ξ) =

3

2
hγ0L

1
2 µ|ξ|

1
2 + (1 + 2h2γ1Lµ). (199)

Notice that, with such decomposition, each map appearing
in (89) is proximable. Indeed, it follows from Proposition
9 that

Proxα1f (x) = Jα1∂f (x) = β∂f (x, α1)
2 sgn(x), (200)

where

β∂f (x, α1) =
−α1hγ0L

1
2 +

√(
α1hγ0L

1
2

)2
+ 4ρ(x)

2
,

(201)

where ρ(x) = max
{
0, |x| − α1h

2γ1L
2

}
. Now, in order to

compute the proximal map associated with g⋆(·) in (89),
we make use of Moreau’s decomposition (see, e.g., [S28,
Theorem 14.3] in ”Sidebar V”),

x = Proxα2g⋆(x) + α2 Prox 1
α2

g

(
x

α2

)
. (202)

Thus, let us compute Prox 1
α2

g

(
x
α2

)
using once again

Proposition 9, so that

Prox 1
α2

g

(
x

α2

)
= β∂g

(
x

α2
,
1

α2

)
sgn(x), (203)
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where

β∂g(x, ρ) =
−1 +

√
1 + 6h2µ2γ1Lρ|x|
3h2µ2γ1Lρ

. (204)

Finally, it follows from (202) and (203) that

Proxα2g⋆(x) = x− α2 Prox 1
α2

g

(
x

α2

)
= x− α2β∂g(x, ρ) sgn(x). (205)

Therefore, by using the expressions (200) and (205) in
the iteration (89) and by selecting the parameters α1 and
α2 sufficiently small such that (90) holds, we have that
ξj+1 → JhMh(−bk) as j ↑ +∞.

It is worth mentioning that, for problems with more
than two maximal monotone terms, parallel algorithms
as those described in [126, S35] can be used.

Example 2. The Douglas-Rachford splitting can also be
used to compute the proximal map in (148), (149). This
time a splitting of the following form is considered:

f(ξ) =
2

5
hγ0L

1
2 µ|ξ|

5
2 +

2

3
hγ0L

1
2 |ξ|

3
2 +

1

2
h2γ1L|ξ|,

(206)

g(ξ) =
1

2
h2µ2γ1L|ξ|3 + h2γ1Lµξ

2 +
1

2
(ξ + bk)

2. (207)

From Proposition 9, the expressions

Proxαf (x) = β∂f (x, α)
2 sgn(x), (208)

Proxαg(x) = β∂g(x, bk, α) sgn(x− αbk), (209)

are obtained, where β∂f (x, α) is the unique positive root
of the cubic polynomial

αhλ0L
1
2 µβ3 + β2 + αλ0L

1
2 β −max

{
0, |x| − αh2λ1L

2

}
,

(210)
that is,

β∂g(x, bk, α) =
−2(1 + h2µλ1L)

3h2µ2λ1L

+

√
4(1 + h2µλ1L)2 + 6h2µ2λ1L|x− bk|

3h2µ2λ1L
. (211)

Hence, by taking the Douglas-Rachford iteration (94) with
Proxαf and Proxαg as in (208)–(211), we have that ζj
converges to the resolvent (148)–(149) as j ↑ +∞.

6.3 Relaxation

One of the main objectives of sliding-mode control con-
cerns the finite-time stability of the sliding variable, whose
discrete-time dynamics are of the form

sk+1 = sk + ρ usv(xk) + δk. (212)

Notice that, as the disturbance δk is assumed unknown,
the finite-time stability of sk cannot be achieved, so that a

ẋ = u+ δ
x(t)

Controller

uk xk

ZOH

u(t)

+

δ(t)

h

Figure 6: Closed-loop system. The state of the
continuous-time dynamics is sampled every h seconds.
Such information is used for computing the control in-
put uk which passes through a classical zero-order-hold
(ZOH) mechanism to obtain the feedback input signal
u(t) = uk for kh < t ≤ (k + 1)h.

new variable s̃k is introduced. The form of such “virtual”
sliding variable is largely open. One option consists in
considering a copy of the nominal behavior as in (182)
One way of accelerating the convergence of s̃k towards
the origin consists in setting the control law as

−usv(xk) ∈ ∂f(s̃k+1) (213)

s̃k+1 = sk + µ usv(xk), (214)

where µ > 0, so that the closed-loop is given as

s̃k+1 = Proxµf (sk) (215a)

sk+1 = sk +
ρ

µ
(s̃k+1 − sk) + δk. (215b)

The iteration (215) is known as a relaxed iteration in the
literature of proximal-point algorithms [127]. In the cases
when δk ≡ 0, it has been shown that (215) converges to-
wards a minimum of f(·) [S28, Corollary 5.16]. Moreover,
for certain values of ρ

µ
∈ (0, 2), the algorithm (215) has

a faster convergence with respect to the case ρ = µ, see,
e.g., [127].

6.4 Numerical Experiments

Taking advantage of the fact that the super-twisting con-
troller can be calculated in the closed form (128), it is used
as a benchmark to test algorithms which approximate im-
plicit or semi-implicit discrete-time inputs. It appears
that there are several ways to implement a given controller
or differentiator, and it is certainly crucial to launch a re-
search effort to tackle such issues. Let us consider a per-
turbed integrator in feedback with a discrete-time con-
troller as shown in Figure 6. The target amounts to driv-
ing the state x0(t) towards the origin in the presence of the

persistent disturbance δ(t) = cos(πt) sin
(
5
√

t
3

)
. To this

end, let us consider the super-twisting algorithm, taking
in to account the two main approaches for its discrete-
time implementation, i.e., emulation of the continuous-
time controller and discrete-time design. For the emu-
lation part, i) the explicit (forward) Euler discretization,
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ii) the implicit (backward) Euler discretization in [34] and
iii) the semi-implicit discretization in [35], are considered.
In each case the control law takes the form

uk = −γ0L
1
2 |x0,k|

1
2 sgn(x0,k) + νk

νk+1 = νk − hγ1L sgn(x0,k),
(216)

and

uk = −γ0L
1
2 βk sgn(x0,k + hνk) + νk

− hγ1LProj

(
[−1, 1];

x0,k + hνk
h2γ1L

)
βk =

−hγ0L
1
2

2
+

√
h2γ2

0L

4
+ max{0, |x0,k + hνk| − h2γ1L}

νk+1 = νk − hγ1LProj

(
[−1, 1];

x0,k + hνk
h2γ1L

)
,

(217)
and

uk = νk − µk Proj

(
[−1, 1];

x0,k + hνk
hµk

)
νk+1 = νk − hγ1 Proj

(
[−1, 1];

x0,k + hνk
hµk

)
µk = γ0L

1
2 |x0,k|

1
2 + hγ1L.

(218)

For the second approach, which relies on the direct de-
sign in discrete-time, the following controller, which is
proposed in [86], is considered:

uk = −γ0βk sgn(x1,k)− 2hγ1 Proj

(
[−1, 1];

x1,k
h2γ1

)
+ νk

βk = −hγ0
2

+
1

2

√
(hγ0)2 + 4max{0, |x1,k| − h2γ1}

νk+1 = νk − hγ1 Proj

(
[−1, 1];

x1,k
h2γ1

) .

(219)
The controller (219) is in explicit form, though strongly
motivated from the implicit controller obtained from the
backward-Euler discretization (217). In addition, the
splitting schemes (89) and (94) are considered, applied
to the implicit super-twisting algorithm in (110). That
is, for solving the minimization problem

min
ξ∈R

2

3
hγ0L

1
2 |ξ|

3
2 + h2γ1L|ξ|+

1

2
(ξ − (x0,k + hνk))

2 .

(220)
As a last scheme to compare, the problem (220) is solved
numerically at each time step by using the interior point
solver Clarabel [128]. The listings 1 and 2 show the
code implementation in Python 3 used for the Douglas-
Rachford and Condat-Vũ splittings, respectively.

For the simulations, the initial condition x0(0) = 5 is
taken and several discretization steps 100µs ≤ h ≤ 1s are
considered. For each simulation a final time of tf = 20s
is chosen. Figure 7 displays the L2-norm, L∞-norm, and
the step-to-step variation SVar of the state and control

signals for different sampling times. The latter is defined
for a finite sequence {ξk} of N samples as

SVar({ξk}) =
N−2∑
k=0

|ξk+1 − ξk|. (221)

For large sampling times, 0.5s < h < 1s, all the con-
trollers lead to similar values on the L2-norm of the state
x0. Notice that, in terms of the L2-norm of the control in-
put and the step-to-step variations, the controllers (219)
and (216) are less performing. Indeed, for the explicit
controller (216), SVar[0,20]({uk}) ≈ 500 units, regardless
of the sampling time. For smaller sampling times, i.e.,
2ms < h < 20ms, all controllers perform in a similar
way in terms of the L2-norm of the state and the input,
even though the step-to-step variation of the state with
the controller (216) is also higher that in the other cases.
Finally, when h < 2ms, all the controllers show the same
performance, except for the numerical approach, which
shows a sudden increment in the step-to-step variation
of the input u (that at some point even surpasses that
of the explicit controller (216)). Such increment in the
step-to-step variation, whilst maintaining the L2-norm
unchanged, is a sign of the presence of chattering in the
input.

Listing 1: Douglas-Rachford splitting for the super-
twisting controller (217)

import numpy as np

def bracket(x, a):
return np.sign(x)*np.abs(x)**a

def J_A0(alpha, x, h_c, g0):
beta_A = (-alpha*h_c*g0 +

np.sqrt((alpha*h_c*g0)**2 +
4.0*np.abs(x)))/2.0

return (beta_A**2)*np.sign(x)

def J_A1(x, h_c, g1):
return 0 if np.abs(x)<=(h_c**2)*g1 else

v-(h_c**2)*g1*np.sign(x)

def sta_dgl_rfd(h_c, g0, g1, x_0_k, nu, x_0_tilde, w,
N):

r = x_0_k + h_c*nu[-1]
z = w[-1]
for i in range(N):

R_A1 = 2.0*J_A1(z, h_c, g1) - z
z = 0.5*(z - R_A1) + J_A0(0.5, 0.5*(r +

R_A1), h_c, g0)
x_0_next_tilde = J_A1(z, h_c, g1)
u_k = -(x_0_k - x_0_next_tilde)/h_c
nu_next = u_k + g0*bracket(x_0_next_tilde, 0.5)
x_0_tilde.append(x_0_next_tilde)
nu.append(nu_next)
w.append(z)
return u_k

Listing 2: Condat-Vũ splitting for the super-twisting con-
troller (217)
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Figure 7: Norms and total variations of state and con-
trol signals for several discrete-time super-twisting con-
trollers. In terms of the L2-norm of the state x0 and
the control input u, the implicit controller (217) (and its
associated splittings); the semi-implicit controller (218);
and the numerical solver for (220), have a similar behav-
ior for all sampling times. In terms of the step-to-step
variation (221) of the control input sequence, the explicit
controller shows the larger values. It is noteworthy that
for sampling times h < 2ms, the numerical solver presents
an increment in the variation of the controller u, indicat-
ing the presence of numerical chattering. In terms of the
∥x0∥L∞([15,20]), the controller (219) shows the best per-
formance for h ≤ 200ms.

import numpy as np

def bracket(x, a):
return np.sign(x)*np.abs(x)**a

def J_B0(x, h_c, g0):
beta = (-h_c*g0 + np.sqrt((h_c*g0)**2 +

4.0*np.abs(x)))/2.0
return (beta**2)*np.sign(x)

def J_B1(x, a):
return x if np.abs(x)<=a else a*np.sign(x)

def sta_cdt_vu(h_c, g0, g1, x_0_k, nu, x_0_tilde, mu,
N, a1, a2):

z=x_0_tilde[-1]
m = mu[-1]
for i in range(N):

z_next = J_B0((1 - a1)*z + a1*(x_0_k +
h_c*nu[-1] - m, h_c, g0)

m = J_B1(m + a2*(2.0*z_next - z), g1*h_c**2)
z = z_next

x_0_next_tilde = z
u_k = -(x_0_k - x_0_next_tilde)/h_c
nu_next = u_k + g0*bracket(x_0_next_tilde,0.5)
x_0_tilde.append(x_0_next_tilde)
nu.append(nu_next)
mu.append(m)
return u_k

7 EXPERIMENTAL RESULTS AND VALI-
DATIONS

7.1 A Quick Review

Implicit and semi-implicit control and differentiation al-
gorithms have been experimentally tested, mostly on lab-
oratory setups. It is noteworthy that the fundamen-
tal properties like insensitivity with respect to the gain
during sliding phases (stemming from (77), (98), (137)),
moderate deterioration of the performance with increas-
ing sampling times, significant chattering alleviation at
both outputs and inputs, are validated experimentally,
see, e.g., [21, 33, 130, 131]. It is also often observed
that explicit and implicit algorithms behave similarly
for very small sampling times, though no clear explana-
tion of this fact has been given yet. The classical first-
order sliding-mode controller [33, 130, 131], the twisting
controller [130], several higher order and homogeneous
differentiators have been implemented on an electrop-
neumatic system [90, 124, 38] and compared. Homoge-
neous differentiators have been tested on an RLC circuit
[132], differentiators have been implemented on DC-DC
buck converters in [133]. Various discretizations of the
classical first-order sliding-mode control [21], a switch-
ing input upgrading linear control [134], several higher-
order differentiators [90, 124, 135] have been tested and
compared in closed-loop on the inverted pendulum and
the rotary inverted pendulum (including cascaded first-
order differentiators). Set-valued admittance controllers
[136, 107, 137, 138, 139], first-order differentiators [94],
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Sidebar X: Proximal Splitting Algorithms

Consider the following problem. Given two maximal monotone operators M1,M2 : Rn ⇒ Rn, find ξ ∈ Rn

such that
0 ∈ M1(ξ) +M2(ξ). (81)

Under constraint-qualification assumptions guaranteeing that M1 +M2 is maximal monotone, it follows from
(23) in “Sidebar V” that problem (81) is equivalent to finding ξ ∈ Rn such that

ξ = Jρ(M1 +M2)(ξ) (82)

for any ρ > 0. The formulation (82) allows for a search of a solution to (81) in an iterative way. Indeed, it
follows from the contents of “Sidebar VII” that the fixed-point iteration

ξk+1 = Jρ(M1 +M2)(ξk) (83)

converges towards a solution of (82). However, an explicit expression for the resolvent map of the sum M1 +M2

in (83) may not be available. To solve such issue, proximal splitting schemes are applied to compute alternative
iterations that converge to a solution of (81) and that only involve the individual resolvents of M1(·) and
M2(·) at each iteration. In what follows, two popular splitting schemes are discussed: the Condat-Vũ and the
Douglas-Rachford splittings.

6.5 Condat-Vũ splitting

The Condat-Vũ splitting was independently proposed in [S43] and [S44] for solving the optimization problem

min
ξ∈Rn

f(ξ) + g(Aξ) + h(ξ), (84)

where f : Rn → R, g : Rm → R, and h : Rn → R are proper, convex, LSC functions. The function h
is continuously differentiable and A ∈ Rm×n. Recalling that the proximal map is itself the solution of a
convex optimization problem (see (51) and (53) in “Sidebar VII”), the Condat-Vũ splitting can be used for
approximating the values of elaborated proximal maps such as those appearing in higher-order sliding-mode
controllers, observers and differentiators (see for instance (127) and (148)). The splitting relies on the fact that
g(Aξ) = supµ∈Rm{⟨Aξ, µ⟩ − g⋆(µ)} (Fenchel-Moreau theorem [S28, Theorem 13.32]) so that, as pointed out in
[S43], the primal problem (84) can be rewritten as

min
ξ∈Rn

sup
µ∈Rm

L(ξ, µ), (85)

where L : Rn × Rm → R is of the form

L(ξ, µ) = f(ξ) + h(ξ) + ⟨µ,Aξ⟩ − g⋆(µ). (86)

Thus, the saddle points of L(·) are characterized by the following generalized equations:

0 ∈ ∇h(ξ) +A⊤µ+ ∂f(ξ), (87a)

0 ∈ −Aξ + ∂g⋆(µ). (87b)

Proceeding in a similar way as above, (87) is equivalent to the following fixed-point conditions:

ξ = Proxα1f

(
ξ − α1(∇h(ξ) +A⊤µ)

)
, (88a)

µ = Proxα2g⋆(µ+ α2Aξ), (88b)

for any α1, α2 > 0. It is well-known that, if ξ⋆ and µ⋆ are solutions of the primal problem (84) and its associated
dual problem, respectively, then they also satisfy (88), see e.g., [S28, Proposition 19.18]. The converse is true
if, in addition, a constraint qualification such as 0 ∈ rint(Adom f − dom g) holds. Under such total duality
assumption, the following iteration was proposed in [S43, S44]:

ξj+1 = Proxα1f

(
ξj − α1(∇h(ξj) +A⊤µj)

)
, (89a)

µj+1 = Proxα2g⋆
(
µj + α2A(2ξj+1 − ξj)

)
. (89b)
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Sidebar (cont.)

Thus, if the gradient of h(·) is Lipschitz continuous with constant ℓ, and

α1ℓ

2
+ α1α2λmax(A

⊤A) < 1, (90)

then the iteration (89) converges towards solutions of (88), implying that the sequence {ξk}k∈N converges to a
solution of (84).

6.6 Douglas-Rachford splitting

Similar to the previous approach, the Douglas-Rachford splitting can be used to approximate proximal maps
composed by the sum of two maximal monotone operators. Let us start considering the problem of finding
ξ ∈ Rn such that

0 ∈ ∂f(ξ) + ∂g(ξ), (91)

where, as before, f(·) and g(·) are proper, convex, LSC functions. Thus, as pointed out in [S35, p. 44] the
following equivalence is true:

0 ∈ ∂f(ξ) + ∂g(ξ)

⇔ z = (Rα∂f ◦ Rα∂g)(z), and ξ = Proxαg(z), (92)

where Rα∂f (·) = (2Proxαf − Id)(·) is the reflected resolvent. Now, since the operator Rα∂f ◦ Rα∂g is simply
non-expansive, a Picard iteration using (92) may not converge. To overcome such issue, the Douglas-Rachford
splitting uses the following Krasnosel’skĭı-Mann iteration

zj+1 =
1

2
zj +

1

2
(Rα∂f ◦ Rα∂g)(zj)

= Proxαf ◦(2Proxαg − Id)(zj) + (Id −Proxαg)(zj), (93)

for which its convergence is guaranteed for any α > 0 [129, Theorem 1]. Thus, the iteration

zj+1 = Proxαf ◦(2Proxαg − Id)(zj) + (Id −Proxαg)(zj) (94a)

ξj+1 = Proxαg(zj) (94b)

converges and ξj+1 approaches a solution of (91) as j ↑ +∞.
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have been tested on robotic systems. The super-twisting
observer and sliding mode observers have been validated
in silico on pancreas and diabetes control, and glucose
regulation with insulyn infusion in [140, 141, 142]. A
parabolic differentiator is implemented on a direct current
servomotor equipped with an optical encoder in [106]. A
set-valued anti-sway controller is applied on an overhead
crane in [143]. A super-twisting observer is applied to a
magneto-rheological clutch in [144, 145], while a super-
twisting controller semi-implicitly discretized is applied
to an electromechanical system with time-delay in [146].
Various controllers (super-twisting, first-order) are ap-
plied on a floating wind turbine in [147, 148, 149], with ex-
tensive comparisons with other types of controllers. The
super-twisting controller is applied to functional electri-
cal stimulation of index finger’s metacarpophalangeal in
[150]. A first-order sliding-mode set-valued input is de-
signed for the stabilization of a nonsmooth model of an
hydraulic actuator in [36] and applied to an industrial
commercial excavator [151, 152, 153]. A toolbox for au-
tomatic gain-tuning of higher-order differentiators imple-
mented with the backward-Euler method as those intro-
duced in section ”4.2” is proposed in [154, 84] (see also
[155] for a toolbox dedicated to differentiators with the
forward-Euler discretization).

7.2 Typical Experimental Results

Let us present a few experimental results which have been
obtained in [120, 156, 21, 33, 130, 157, 131] on two setups:
an electropneumatic system, and an inverted pendulum.
Two controllers are tested: the classical first-order SMC
and the twisting algorithm. They nicely illustrate some
important properties of backward-Euler schemes. The
aim is to illustrate the main specific features without
presenting details which are available in the cited arti-
cles. The first property is digital chattering alleviation
and magnitude decrease in the input, see Fig. 8 for first-
order SMC applied to the electropneumatic setup [33] (see
[158] for a video showing the setup). The explicit con-
troller (Fig. 8 top) switches between the two extremes of
the sign function at each sampling step: this is a high-
frequency bang-bang signal. By contrast, the values of
the implicit controller are selected from the graph of the
sign set-valued map at each sampling step. Consequently,
when the sliding surface has been reached, the amplitude
of the explicit controller depends on the feedback gain,
whereas the amplitude of the implicit controller is inde-
pendent of such gain and it only depends on the distur-
bance (in this case a square force signal, see Fig. 8 bot-
tom): we are therefore exactly in a situation where (98)
(or (77) for the passivity-based first-order SMC) hold.
Fig. 9 and 10 depict experiments on the same electrop-
neumatic system, using the twisting algorithm for a tra-
jectory tracking task [120, 130, 102]. It is seen in Fig.
9 that the explicit implementation performance deterio-
rates a lot when h increases, while the implicit one keeps

a very good level of performance. In Fig. 10 the gain
insensitivity property (as a consequence of (21) and (98))
is shown for three different sampling times h, and a large
range of control gains (equivalent to K in (19)). Very
similar results on gain insensitivity are obtained in [21]
(first-order SMC and inverted pendulum) and [33] (first-
order SMC and electropneumatic system). Fig. 11 and
12 show the evolution of the system’s output for two dif-
ferent sampling times (first-order SMC, electropneumatic
system [33]). Explicit and implicit controllers produce
similar outputs for very small h (Fig. 11 and 12, top fig-
ures). However it is striking to notice that although the
explicit method displays large chattering for h = 15ms,
the implicit one remains with very low chattering for both
h = 2ms and h = 15ms. This confirms the results de-
picted in Fig. 9. This also demonstrates that both meth-
ods yield similar outputs for very small h, however the
inputs are still quite different one from each other (they
always look like in Fig. 8). Quite similar results are ob-
tained with a first-order SMC applied to a six-component
thrust generator installed on the head of a floating wind
turbine [148, Fig. 7-10], where codimension n ≥ 2 sliding
surfaces are considered.

8 CONCLUSIONS AND PERSPECTIVES

The implicit (or, backward-Euler) discretization of set-
valued sliding mode systems has received significant at-
tention during the last decade, since it was shown in [31]
that it applies to systems with unknown matched dis-
turbances and is an efficient way to significantly allevi-
ate the digital chattering at both the output and the in-
put. This article aims to show the close link between
implicit/semi-implicit discretization of set-valued sliding-
mode control and differentiation, and optimization. In
particular, proximal-point algorithms using the resolvents
of maximal monotone operators are shown to be at the
core of the analysis and of the implementation of implicit
methods. The crucial role played by passivity in the de-
sign of implicit discretization of first-order sliding-mode
algorithms is highlighted. Robust, time-varying, Hamil-
tonian and higher-order versions of the proximal-point al-
gorithm are introduced. Computational issues, which are
crucial for real-time implementations, are analyzed. Split-
ting and relaxation algorithms, which provide systematic
ways to solve the generalized equations associated with
the one-step problems, are reviewed. Some numerical ex-
periments illustrate the presentation.

It is the authors’ belief that the analysis of this class
of algorithms is still in its infancy, but existing results
and experiments show its great potential. The implicit
discretizations of infinite-dimensional systems (maximal
monotonicity being well suited to the study of some
classes of partial differential equations), output feedback
control, fixed-time and prescribed-time convergent sys-
tems, are still largely open problems. The problem’s
complexity (which can stem from the sliding surface codi-
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Figure 8: Typical control inputs for explicit (above) and
implicit (below) first-order SMC with same gain and sam-
pling period [156, Figures 4, 5], see also [33, 157]. See [158]
for further illustration of chattering alleviation.

mension, or from the controller/differentiator’s structure)
also deserves future studies. Finally, it seems that there
exists a gap between monotonicity (extensively used in
this article) and homogeneity (extensively used recently
in continuous-time sliding-mode systems design). Analyz-
ing deeply the link between both deserves future attention
as well. The choice of solvers for the one-step generalized
equations also represents a source of investigations for
real-time implementation.
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Birkhäuser, New York, USA, 2013.

[53] B. Wang, N-V. Truong, B. Brogliato, and S. Khoo.
The oscillation behaviors in Euler discretized termi-
nal sliding mode control sytems. In 2013 Interna-
tional Conference on Control, Automation and In-
formation Sciences (ICCAIS), pages 201–205, 2013.

[54] R. T. Rockafellar. Monotone operators and the
proximal point algorithm. SIAM Journal on Con-
trol and Optimization, 14(5):877–898, 1976.

[55] N. Parikh and S. Boyd. Proximal algorithms. Foun-
dations and Trends in Optimization, 1(3):127–239,
2014.

[56] Q.-L. Dong, Y. J. Cho, S. He, P. M. Pardalos,
and T. M. Rassias. The Krasnosel’skĭı-Mann It-
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