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Abstract. Argument Generation (AG) is becoming an increasingly ac-
tive research topic in Natural Language Processing (NLP), and a large
variety of terms has been used to highlight different aspects and meth-
ods of AG such as argument construction, argument retrieval, argument
synthesis and argument summarization, producing a vast literature. This
article aims to draw a comprehensive picture of the literature concerning
argument generation and counter-argument generation (CAG). Despite
the increasing interest on this topic, no attempt has been made yet to
critically review the diverse and rich literature in AG and CAG. By con-
fronting works from the relevant subareas of NLP, we provide a holistic
vision that is essential for future works aiming to produce understand-
able, convincing and ethically sound arguments and counter-arguments.

Keywords: Argument generation · Counter-argument generation · Ar-
gument retrieval · Argument mining

1 Introduction

Argument Mining (AM) is a research area which aims at identifying and classify-
ing argumentative structures from text. The increasing interest in the literature
for this area, due to its applications in tacking substantial societal challenges
as propaganda detection, fact checking and explainable Artificial Intelligence,
resulted in the publication of several surveys [13, 30]. The research area of AM
has now been expanded to the generation of natural language arguments. To
this date, Argument Generation (AG) is still considered as a hard task and no
standard methods exist. To the best of our knowledge, no survey has been pub-
lished on this subject. A recent paper by Lauscher et al. [29] discussed the role
of knowledge in the general context of argumentation including AM, argument
assessment, argument reasoning and AG, without focusing on the state of the
art of this latter domain as well as the main trends and challenges faced by most
researchers. However, researches in AG are clearly on the rise and a huge vari-
ety of methods have been explored. Also, multiple research directions have been
sketched, from the perspective of generating argumentative components (e.g.,
claim, premise and enthymeme) as well as the employment of rhetorical strate-
gies [45] and users’ beliefs [1] to guide the argument generation. Applications
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of AG are diverse and numerous, of which the most relevant are writing assis-
tance [48], legal decision making [6], collective decision making [12] and Counter
Narrative Generation [43] to fight online hate speech.

In this paper, we aim to lay out a comprehensive picture of the studies on
AG and Counter-argument Generation (CAG), where counter-arguments are in
essence arguments against other arguments. Due to the large variety of topics
and research communities covered by AG and CAG, studies published in these
two fields often fail to cite each other. It is important to underline that AG is a
complex task including multiple subtasks and it is essential to have a holistic view
of the ongoing works in all the relevant subareas in order to design reliable end-
to-end argumentative systems. With the idea of federating relevant communities
in mind, we propose the current survey with the following contributions:

1. We draw a historical view of the development of studies in AG and CAG,
providing a detailed outline of the main results and trends in various subareas
of AG and CAG, along with a summary of the main datasets for these tasks.

2. We discuss the main issues and some open challenges in AG and CAG.
3. We point out 4 most promising research directions in AG and CAG.

2 Data to text argument generation

Studies on argument generation started around 1990s in the spirit of recom-
mender systems. Considerable research has been devoted to developing com-
putational models for automatically generating and presenting evaluative argu-
ments. The general idea of these studies was to design computer systems serving
as advisors to support humans in similar communicative settings. These studies
were mainly concerned with producing short texts from structured data such as
knowledge graphs representing domain knowledge as well as users. We call this
family of approaches Data to Text Generation.

The general principles of data to text generation were formalized by Care-
nini [14] and applied to their Generator of Evaluative Arguments recommending
houses to a client. The generation process first involves a deep generation phase
which is agnostic of the target language since it consists mainly in the selection
of knowledge chunks based on the comparison of a User Model and a Domain
Model (e.g., the profile of a buyer and the profile of a house), and the selection of
the argumentative strategy. The second phase, content realization, involves the
actual text generation requiring specific grammatical knowledge of the target
language such as verbal inflections and logical connectors.

Data to text generation is cumbersome since it involves a lot of manual work
to build the knowledge bases and the actual knowledge acquisition process has
to be restarted whenever a new domain is being tackled. Around the beginning
of the 2010s, a shift took place in argument generation: first, the design of de-
bating systems started to draw the attention of researchers (a prominent event
was the Project Debater1 of IBM, started in 2012); secondly, inspired by tech-
niques in Natural Language Generation (NLG), researchers adopt a Text to Text
1 https://www.research.ibm.com/artificial-intelligence/project-debater/
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Generation approach, which can either be further divided into several subtasks
or generate full arguments in an end-to-end fashion.

3 Text to text argument generation

This section provides a complete outline of the main trends in AG and CAG
using the text to text approach, summarized in Table 1.

3.1 Generation of argument components

A claim forms the basis of an argument, being the assertion that the argument
aims to establish. Therefore, claim construction may be viewed as a first step in
argument generation. It should be noted that Claim Generation (CG) is different
from Claim Retrieval which consists in employing argument mining to identify
existing claims in a corpus. To retrieve arguments, Levy et al. [32] have developed
the task of Context-dependent Claim Detection whose objective is to identify
supporting and attacking claims related to a topic from a Wikipedia corpus.
The tasks of Evidence Retrieval [38] and Claim Stance Classification [7] are
also related topics for the AG task. The goal here is to retrieve pro and con
arguments for a given query. In the following sections, however, we will focus
mainly on claim generation.

In its simplest form, Claim Generation takes a debate topic as input and the
output is a concise assertion with a clear stance on this topic. To automatically
generate new claims, Bilu and Slonim [10] used traditional linguistic features
for predicting the suitability of candidate claims. Concretely, the authors drew
insights from the fact that a predicate on a certain topic can be used to other top-
ics under certain constraints. For instance, the predicate "is a violation of free
speech" can be applied both to "banning violent video games" and "Internet
censorship". Their framework employs two stages: first, given a topic, word2vec
embeddings are used to select top k similar predicates from a Predicate Lexicon;
second, the top-k predicates are combined with new topics and a logistic regres-
sion classifier is used to predict if the new claim is valid or not, using features
such as n-grams. Gretz et al. [21] expanded this framework by leveraging GPT-2
to generate claims on topics and showed the potential of large language models
in this task. Furthermore, Alshomary et al. [1] studied how to encode specific
beliefs into generated claims.

Contrastive Claim Generation (CAG) is motivated by the observation that
negation has an important function in argumentation. Bilu et al. [9] proposed
a rule-based system to augment a set of claims by automatically suggesting a
meaningful negation, which means that an opposite claim must be grammatically
correct, semantically clear and logically valid. The authors concluded from this
study that explicit negation is not always possible. To better tackle this issue,
Hidey and McKeown [24] used a sequence to sequence model to encode the
original claim with an attention mechanism. They used a sequence of words and
a sequence of edits as encoder representations and found that the latter is more
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effective. Another line of research, initiated by Chen et al. [16], is related to
CAG. The authors proposed to use autoencoders for the task of Bias Flipping
(i.e., switch the left or right bias of an article). An encoder conditioned on the
source bias is used to encode the input text, while a decoder conditioned on the
target bias decodes the encoder representation into a new text.

Bar-Haim et al. [7] introduced the task of Premise Target Identification (PTI)
which identifies the target in a premise. Based on this task, Alshomary et al. [5]
initiated the task of Conclusion Target Inference (CTI), inspired by the obser-
vation that conclusions are not often explicitly formulated. They used a BIO
sequence labeling to detect the boundary of the target of premises, then a rank-
ing model [47] to select the premise target that is the most representative of the
conclusion target. The authors also explored the use of a triplet neural network
to select the most similar conclusion target to a premise target from a knowledge
base containing all the conclusion targets. A hybrid approach, however, yielded
the best results.

The last subtask of AG is called Enthymeme Reconstruction (ER), where
an enthymeme is an implicit premise that clarifies how a conclusion is inferred
from the given premises. Boltužić and Šnajder [11] studied how to identify such
enthymemes given the other components. Similarly, Habernal et al. [23] present
the task of identifying the correct enthymeme from two options. More recently,
a large dataset [15] studying abductive reasoning in narrative text was created
to enable the use of neural models in this line of research.

3.2 Generation of full arguments

Rule-based argument generation. Sato et al. [40] presented the first end-to-
end rule-based retrieval system to generate argument scripts in the first round of
a debate. A user first selects a motion and a stance which agrees or disagrees with
the motion. A Motion Analysis component then extracts the target of the motion
and its stance. The Value Selection component selects the 5 most relevant talking
points. Then the Sentence Retrieval Component retrieves sentences relevant to
each value from the corpus, and finally, the Sentence Rephrasing component
arranges the retrieved sentences to build the final argument.

Summarization-based approach. Due to the complexity to maintain the
components in systems like [40], some studies proposed to use a neural summa-
rization approach. Instead of producing single-sided arguments, summarization-
based approaches also generate arguments representing both stances, which is
particularly useful for controversial topics. From the perspective of argument
generation, Alshomary et al. [2] argued that the objective of argument sum-
marization is to extract snippets containing the main claim and the support-
ing reason of an argument. This task is called Argument Snippet Generation
(ASG). The authors addressed two goals of ASG: representativeness based on
how much the core information of an argument is kept, and argumentativeness.
They modified the LexRank algorithm [19] to account for the representativeness
and improved argumentativeness of sentences by using lexicons of discourse and
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claim markers. One limitation of this approach is redundancy: since the sum-
marization is based on top-ranked arguments retrieved by an argument search
engine, there is no guarantee that the snippets represent different aspects. To
tackle this redundancy issue, Alshomary et al. [3] adapted an approach from
comparative summarization which was designed to answer questions like “What
is different between the coverage in NYTimes and BBC?”. The authors defined
an argument snippet as contrastive if it highlights the uniqueness of an input
argument compared to other arguments returned by an argument search engine.
They extended the graph-based approach of [2], which ranks sentences based on
their centrality and argumentativeness, by encoding an extra term to account
for the sentence’s similarity to other arguments. Their results showed a clear
improvement, with a tradeoff between representativeness and contrastiveness.

Other research directions in AG. One of the emerging research areas in
full argument generation is Audience-oriented Argument Generation. Alshomary
et al. [1] implemented audience-based features in AG to enhance the persuasive-
ness of the generated arguments. They trained a BERT-based classifier to iden-
tify morals such as care, fairness and loyalty in arguments and used the Project
Debater’s API to generate arguments based on morals on 6 topics. In Rhetoric-
based Argument Generation, Wachsmuth et al. [45] created a benchmark dataset
with manually synthesized arguments that follow rhetorical strategies, contain-
ing 260 argumentative texts on 10 topic-stance pairs. Based on this dataset, EI
baff et al. [18] proposed a computational model to generate arguments accord-
ing to a specific rhetorical strategy (Logos vs. Pathos) by imitating the process
of selecting, arranging, and phrasing Argumentative Discourse Units (ADUs).
Concretely, their approach viewed AG as a Language Modeling Task by consid-
ering ADUs as words and arguments as sentences. They first identified different
ADU types using clustering then learned to select unit types matching the given
strategy. The selected units are then arranged according to their argumentative
roles (Thesis, Con, Pro). Finally, the argument is phrased by predicting the best
set of semantically related ADUs for the arranged structure using supervised re-
gression. Finally, the dialogue aspect of AG is getting more and more attention
from researchers. Graph-based [36], rule-based [20] and retrieval-based neural
generative systems [31] have all been explored, with more or less success and
very different metrics for evaluation.

Counter-argument generation. Besides Sato et al. [40]’s value-based AG
system, Wachsmuth et al. [46] designed another rule-based system to retrieve a
counter-argument by identifying opposing conclusions to a given claim in the de-
bate pool idebate.org. Concretely, their system detects similar conclusions with
dissimilar premises and consider such arguments as counter-arguments. How-
ever, neural CAG is by far the most investigated approach because of the in-
herent overhead of maintaining rule-based systems. Hua and Wang [26] tackled
this task in two steps: evidence retrieval and text generation. The authors first
retrieved relevant Wikipedia articles using sentences in the original argument
and then re-ranked the articles’ paragraphs using TF-IDF similarity to the ar-
gument. The top-ranked sentences, concatenated with the input argument, were
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encoded and fed to the decoder producing first some keyphrases, then the coun-
terarguments per se by attending to the keyphrases at the same time. Hua et
al. [25]’s model further improves the previous method by extracting (instead
of generating) keyphrases from the input statement. Also, it ranks evidence
passages by their keyphrase overlap with the input statement and also their
sentiment toward the input statement to encourage counter-evidence. More re-
cently, Alshomary et al. [4] proposed to attack an argument by challenging the
validity of one of its premises on the CMV dataset [28]. Concretely, the task is
divided into two subtasks: Weak-Premise Ranking using the learn-to-rank frame-
work [35] and Premise Attack Generation. For the generation part, they used
OpenAI’s GPT [37] as a pretrained language model and a joint-learning approach
combining next-token prediction and counter-argument classification (given two
concatenated segments, decide whether the second is a counter-argument to the
first). Their approach did not outperform the baseline of [27], however, a manual
evaluation in terms of content richness, correctness and grammaticality showed
that their approach yielded better results.

Table 1. Datasets in AG and CAG classified by subareas.

Task Datasets Source Size

CG [22] Crowd annotation 30k arguments, 71 topics
[38] Wikipedia articles 2.3k claims, 58 topics

Belief-based CG [1] debate.org 51k claims, 27k topics
CCG [24] Reddit 1,083,520 pairs of contrastive

claims
Bias Flipping [16] Biased headlines from all-

sides.com
6458 claim-like headlines

CG or PTI [7] Wikipedia articles 2,394 claims, 55 topics
CTI [47] idebate.org 2,259 arguments, 676 topics

ER [23] Comments section of the
New York Times

2k arguments with two en-
thymemes of which one is
correct

[8] Extended from a collection of
five sentence stories

7,2k argument-hypothesis
pairs

ASG [2] args.me 83 arguments along with
two-sentence snippets

AG
and
CAG

[45] Written by experts based on
pools of ADUs representing
pros and cons

130 logos-oriented and 130
pathos-oriented arguments,
10 topics

[26] Change My View (CMV)
channel of Reddit

26,525 arguments, 305,475
counter-arguments

[4] CMV 111.9k triples of argument,
weak premise and counter-
argument
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4 Challenges and open research directions

Despite the rich literature produced in AG and CAG, these two fields are still
rapidly evolving and many challenges remain to be addressed. In this section,
we highlight some of the most important challenges faced in AG and CAG.

Evaluation. Most automatic evaluation metrics used in CG and CAG are
some commonly adopted metrics in machine translation and summarization such
as BLEU, ROUGE and METEOR. Although automatic metrics are necessary for
large-scale evaluation, the above-mentioned metrics are not specifically designed
for argumentation and do not capture the essential qualities of an argument such
as cogency (when an argument contains acceptable premises that are relevant to
the argument’s conclusion and that are sufficient to draw the conclusion), and
reasonableness (when an argument contributes to the resolution of the given is-
sue in a sufficient way that is acceptable to the target audience) [44]. In [26, 25],
despite some encouraging results using BLEU and ROUGE, for both studies, hu-
man evaluation shows that the quality of fully-generated counterarguments is yet
lower than that of a simple concatenation of evidence passages in terms of topical
relevance and counterness. In fact, the simple criteria of understandability of an
argument is far from being reached. In [16], out of 200 generated headlines, only
73 were understandable. The rule-based system of Sato et al. [40] has the same
drawback (50 out of 86 sentences are judged as non-understandable). In addition,
Chen et al. [16] found that for a successful flipping (CAG), the overlapping of
generated and ground-truth headlines is very low, making overlap-based metrics
unreliable. As for manual evaluation, a huge variety of author-dependent met-
rics is defined in the literature, making the cross-study comparability difficult.
Studies concerning automatic argument quality evaluation [41, 34] are arising
and should be integrated to AG and CAG.

Argumentation strategies other than rhetoric. Argumentation strate-
gies such as hypothetical reasoning, reasoning by cases, premise-to-goal argu-
ments such as inference to the best explanation [33] have been the focus of the
earliest studies in AG [49]. Current studies are mainly focused on the computa-
tional aspects and concentrate less on these aspects, which are however important
to produce convincing arguments according to different audience, in the same
vein of the modeling of users’ beliefs in AG and CAG systems.

Other challenges. Although the main goal of argumentation is to convince
instead of proving the truthfulness of a thesis, the truthfulness issue must be
considered to fight against online disinformation. In the case of retrieval-based
systems, the reliability of the retrieved claims and evidences must be checked.
Recent studies have started investigating the automatic evaluation of fairness in
argument retrieval [17], the automated fact-checking of claims [39] and the auto-
matic detection of insufficiently supported arguments [42]. These dimensions are
particularly relevant to prevent the spread of disinformation, especially in view
of the increasing use of large language models such as GPT which, trained on
datasets such as CMV [28], are prone to inject bias and unreliable information
in the generated texts. Last but not least, when the argument is not sufficiently
elaborated, clarification questions should be triggered to request additional in-
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formation to have a meaningful dialogue with the end user. This line of research
has already been introduced in question answering, but a deeper investigation is
required in AG and CAG.

Notes on ethical issues. As for many other NLP methods, AG has the
potential of being misused, as it allows to automatically generate a variety of
potentially false assertions regarding a topic of interest. Also, as discussed above,
current methods in AG and CAG inherit the biases and truthfulness issues of the
underlying language models. While ethical issues must be considered when AG
systems are deployed at a large scale, two points are worth noting: i) the main
objective of AG and CAG is to generate coherent and understandable (counter-
)arguments based on a given input, which still remains the biggest challenge
to be resolved; ii) AG and CAG systems allow for arguments to be generated
on both stances towards a topic, thus if one side on a topic is misrepresented,
it would be easily uncovered and this can contribute to the discovery of the
inherent bias pertaining to large generative language models.

5 Conclusions

Studies on AG and and CAG are clearly on the rise, with multiple subareas and
research directions. In this work, we draw a comprehensive outline of the subareas
of AG and CAG as well as the biggest challenges in these two research fields.
Our comparative examination of the existing literature highlights four promising
lines of future research: i) the integration of users’ beliefs and preferences in AG,
which is reminiscent of early studies on AG in recommender systems where the
user’s profile play a role; ii) the development of intelligent argument dialogue
systems, since arguments must be exchanged in a continuous fashion to reach a
consensus; iii) the design of novel evaluation metrics concerning the quality of
automatically generated arguments, and iv) the integration of fact-checking into
AG to produce consistent, verified and sound arguments. All these challenges
call for more innovative and reliable methods which would eventually allow for
applications of AG and CAG in a even larger diversity of scenarios.
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