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Abstract

This article is mainly concerned with the time-discretisation of multivalued Hamiltonian systems with multivalued dissipation,
a special class of differential inclusions. Two classes of set-valued Hamiltonian systems are considered, depending on the
dissipation function being position or momentum dependent. The backward-Euler discretisation is analyzed in both cases:
well-posedness of the generalized equation obtained after discretisation is proved, then stability of fixed-points is tackled. The
well-known sliding-mode twisting and super-twisting algorithms, as well as an example from Contact Mechanics, illustrate the
theoretical developments.
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1 Introduction

The Hamiltonian formalism encompasses a large class
of systems with diverse applications such as mechan-
ics [3], circuit theory [29], thermodynamics [14], ecol-
ogy [32], and economy [36]. In the classical formulation,
a Hamiltonian system is characterized by two objects:
a two-form on a smooth manifold (called a symplectic
form) and a smooth function (called a Hamiltonian func-
tion) [3]. The main property of Hamiltonian systems is
the simultaneous preservation of the symplectic form
and the Hamiltonian function along the system trajecto-
ries [17]. For electrical or mechanical systems, the Hamil-
tonian function corresponds to the energy stored in the
system, so preservation of the Hamiltonian amounts to
energy conservation.

The Hamiltonian approach has been generalised in sev-
eral directions. An important one in the control litera-
ture is the port-Hamiltonian formalism, where Hamilto-
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nian systems are endowed with dissipative elements and
external ports so that they can interact with the envi-
ronment and, e.g., a controller [28,?]. Port-Hamiltonian
systems are not necessarily energy-conserving, but sat-
isfy the more general property of passivity and are
amenable to passivity-based control [39]. Another in-
teresting generalisation consists in allowing systems to
be described by differential inclusions in place of differ-
ential equations. There are several reasons for doing so,
the main one being the possibility to treat nondifferen-
tiable Hamiltonian functions [13]. This paper considers
systems with possibly nonsmooth Hamiltonian func-
tions and nonsmooth Rayleigh dissipation potentials
(systems with additional external ports will be ad-
dressed in future contributions). Our main motivation
is that this class of systems contains several higher-
order sliding-mode controllers, such as the twisting and
super-twisting algorithms [23], which have been difficult
to classify in the literature. The primary interest in such
controllers is the finite-time stability of the closed-loop
system.

An important issue concerning dynamical systems is
time discretisation. In the context of pure Hamiltonian
systems, research has focused on the development of
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discrete-time maps that approximate the Hamiltonian
flow while ensuring that the symplectic form and a per-
turbed Hamiltonian function are invariant along dis-
crete orbits [17]. In the context of port-Hamiltonian sys-
tems, the usual objective is to preserve either passiv-
ity [37,20,16,2,31,27] or the closely related Dirac struc-
ture [38].

In the framework of this work, multivalued Hamiltonian
systems result from closing the loop with multivalued
controls. The objective is to derive well-posed discreti-
sation schemes that preserve finite-time stability. The
practical incentive is that the corresponding discrete-
time control law is immediately revealed once an appro-
priate discrete-time model is obtained.

The following section contains the minimal background.
The main contributions of this paper are distributed in
Sections 3 and 4. These are:

• A unified framework for proving the finite-time sta-
bility of the twisting and super-twisting controllers.
The proposed framework, multivalued Hamiltonian
systems with dissipation, can be used to study other
systems and creates the possibility for devising new
sliding-mode algorithms (Section 3).

• A criterion for establishing finite-time stability in dis-
crete time (Proposition 2 in Section 4).

• Sufficient conditions for the backward-Euler discreti-
sation of multivalued Hamiltonian systems to inherit
finite-time convergence (Theorem 3 in Subsection 4.1
and Theorem 5 in Subsection 4.3). The twisting and
super-twisting algorithms satisfy such conditions.

• A splitting method, inspired by the Douglas-Rachford
method in Optimisation, for approximating the pro-
posed discrete-time maps (and hence the correspond-
ing discrete-time controllers) of multivalued Hamilto-
nian systems with intricate Hamiltonian or dissipation
functions (Theorem 4 in Subsection 4.2). The method
is applied to the twisting algorithm and shown to pre-
serve finite-time stability, even though it is an approx-
imation.

Finally, Section 5 contains some conclusions.

2 Background

In this section we provide the necessary material to re-
call a useful invariance theorem for differential inclusions
and level sets of nonsmooth functions [4]. The following
preliminary results and definitions are taken from classi-
cal references [33,34,18,6]. We consider convex functions
V : Rn → R. Note that, in contrast with the above-
mentioned references, we exclude the value +∞ from the
range of the functions we consider. Thus, convex func-
tions are automatically continuous and proper (indeed,

their domains are equal to Rn). The convex subdifferen-
tial of V at the point x is given by

∂V (x) := {η ∈ Rn | ⟨η, ξ − x⟩ ≤ V (ξ)− V (x),

for all ξ ∈ Rn} . (1)

By [18, Remark 4.1.7], ∂V also has domain Rn and is lo-
cally bounded. The graph of a set-valued map F : Rn ⇒
Rm is the set

gphF := {(x, y) ∈ Rn × Rm | y ∈ F(x)}. (2)

The set of zeros of F : Rn ⇒ Rn is denoted by

ZeroF := F−1(0) = {ξ ∈ Rn | 0 ∈ F(ξ)}. (3)

Let r ∈ [1,+∞), the r-norm of a vector x ∈ Rn is de-
noted as

∥x∥r =

(
n∑

i=1

|xi|r
) 1

r

. (4)

By convention, we set ∥x∥∞ = maxi∈1,...,n |xi|. The open
ball, with respect to the r-norm, centered at the origin
and having radius 1, is denoted by

Br = {ξ ∈ Rn | ∥ξ∥r < 1} . (5)

To avoid cumbersome notation, ∥·∥2 and B2 are denoted
simply as ∥ · ∥ and B, respectively. The closure of a set
S is denoted clS.

F is said to be outer semicontinuous (osc) at x∗ ∈ domF
if, for any y /∈ F(x∗), there are neighborhoods of x∗ and
y (denoted respectively as N (x∗) and N (y)) such that
N (x∗)

⋂
F−1(N (y)) = ∅. When F is closed-valued and

locally bounded, outer semicontinuity at x∗ is equivalent
to the following (see e.g., [11, Proposition 2.5.24]): For
every ε > 0, there exists a neighborhood N (x∗) such
that x ∈ N (x∗) implies that

F(x) ⊂ F(x∗) + εB. (6)

A set-valued operator F is said to be monotone (respec-
tively, strongly monotone) if, for any two pairs (xi, yi),
xi ∈ Rn, yi ∈ F(xi), i = 1, 2,

⟨x1 − x2, y1 − y2⟩ ≥ 0 (7)

(respectively, if

⟨x1 − x2, y1 − y2⟩ ≥ γ∥x1 − x2∥2, (8)

for some γ > 0). The operator F is maximal monotone
if it is monotone and its graph is not strictly contained
inside the graph of any other monotone operator. It is
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well known that, in finite dimensions, maximal mono-
tone operators are osc [11, Proposition 4.2.1].

The proximal map associated with a convex function
V : Rn → R is

ProxV (x) = argmin
w∈Rn

{
V (w) +

1

2
∥w − x∥2

}
. (9)

Equivalently, px = ProxV (x) if, and only if, x ∈
(Id +∂V )(px), where Id denotes the identity map. In
other words, ProxV (x) = (Id +∂V )−1(x).

Consider a differential inclusion

ẋ(t) ∈ F(x(t)), x(0) = x0. (10)

We assume that the multivalued vector field F is such
that, for each x0 ∈ Rn, there exists a unique abso-
lutely continuous solution x(·). Recall that the set-valued
derivative of a convex function V : Rn → R along F is
defined as [4]

LFV (x) := {a ∈ R | ∃ ξ ∈ F(x) such that

⟨η, ξ⟩ = a, for all η ∈ ∂V (x)} . (11)

Lemma 1. [4] Let x(·) be a solution of (10) and let
V : Rn → R be a convex function. Then d

dtV (x(t)) exists

almost everywhere and d
dtV (x(t)) ∈ LFV (x(t)) almost

everywhere.
Theorem 1. [4] Let V : Rn → R be a convex positive-
definite function. If, for all x ∈ Rn, one has either
maxLFV (x) ≤ 0 or LFV (x) = ∅, then (10) is Lyapunov
stable at x = 0.

To simplify the exposition, we follow the convention
max ∅ = −∞. A set Ω is said to be invariant with re-
spect to (10) if for every initial condition x0 ∈ Ω, the
maximal solution x(·) of (10) lays in Ω.
Theorem 2. [4] Let V : Rn → R be a function satisfy-
ing the conditions of Theorem 1 and let us assume that,
for some l > 0, the set {ξ ∈ Rn | V (ξ) ≤ l} is bounded.
Define the set

ZFV := ZeroLFV, (12)

let x0 ∈ Ll, and let M be the largest invariant subset of
ZFV ∩ Ll. Then,

Dist(x(t),M) → 0 as t → ∞. (13)

3 Multivalued Hamiltonian systems
with dissipation

Let us consider a Hamiltonian system with generalized
coordinate q ∈ Rn and generalized momentum p ∈ Rn.
For a given convex function H : Rn × Rn → R, (q, p) 7→
H(q, p), the subdifferentials of H with respect to the

first and second arguments are denoted as ∂qH and ∂pH,
respectively. We consider differential inclusions of the
form

q̇ ∈ ∂pH(q, p)− ∂qg(q, p)

ṗ ∈ −∂qH(q, p)− ∂pg(q, p)
, (14)

where g : Rn × Rn → R is also convex. Let us define
themultivalued Hamiltonian vector field H : Rn×Rn ⇒
Rn × Rn as

H(q, p) =

(
∂pH(q, p)

−∂qH(q, p)

)
. (15)

Notice that, if H is continuously differentiable and g is
a constant function, the multivalued Hamiltonian vec-
tor field reduces to a classic one. In analogy with single-
valued Hamiltonian vector fields, multivalued Hamilto-
nian vector fields preserve the Hamiltonian function H.
Proposition 1. Consider a convex function H : Rn ×
Rn → R. The function H remains constant along the
integral curves of the vector field H.

Proof. The set-valued derivative of H along the trajec-
tories of H is

LHH(q, p) =
{
a ∈ R | ∃ (ξ1, ξ2) ∈ ∂H(q, p),

such that ⟨η1, ξ2⟩+ ⟨η2,−ξ1⟩ = a,

for all (η1, η2) ∈ ∂H(q, p)
}
. (16)

The condition ⟨η1, ξ2⟩ + ⟨η2,−ξ1⟩ = a must hold, in
particular, for η1 = ξ1 and η2 = ξ2, in which case we
have

⟨ξ1, ξ2⟩+ ⟨ξ2,−ξ1⟩ = a = 0, (17)

so either LHH(q, p) = ∅ or LHH(q, p) = {0}. By
Lemma 1, H remains constant along the integral curves
of H.

Assumption 1. The vector field −∂g in (14) is dissi-
pative. That is,

maxL−∂gH(q, p) ≤ 0 (18)

for all (q, p) ∈ Rn × Rn.

This assumption is common, e.g., in classical mechan-
ics. Indeed, in the Lagrangian and Hamiltonian frame-
works, the dissipative forces are typically included in the
form of Rayleigh dissipation potential functions. These
are typically convex functions depending on the second
argument only, i.e.. such that ∂qg = {0}. The twisting
sliding-mode algorithm [23] also falls in this category, as
shown below.

The dissipativity of −∂g implies that maxL(H−∂g)H ≤
0, so H is a Lyapunov function if it is also positive defi-
nite. Asymptotic stability can then be established using
the Invariance Principle formulated in Theorem 2.
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Example 1 (Twisting Algorithm). Consider a differen-
tial inclusion of the form (14), where n = 1,

H(q, p) = γ1|q|+
1

2
p2, g(q, p) = γ2|p|, (19)

and
γ1 > γ2 > 0. (20)

These parameters give the inclusion

q̇ = p

ṗ ∈ −γ1 sgn(q)− γ2 sgn(p),
(21)

which is the twisting algorithm (we have used ∂| · | =
sgn(·), the set-valued signum function). The Hamilto-
nian H is positive definite and its set-valued derivative
H along (21) is

L(H−∂g)H(q, p) =
{
a ∈ R | ∃ ξ2 ∈ −γ1 sgn(q)−γ2 sgn(p)

such that ⟨η1, p⟩+ ⟨p, ξ2⟩ = a,

for all η1 ∈ γ1 sgn(q)
}
. (22)

Note that L(H−∂g)H(q, 0) = 0 for any q ∈ R, that
L(H−∂g)H(q, p) = −γ2|p| for any p ∈ R if q ̸= 0, and
that L(H−∂g)H(q, p) = ∅ otherwise. This can be com-
pactly written as

L(H−∂g)H(q, p) =

{
∅ if q = 0 and p ̸= 0

−γ2|p| otherwise
, (23)

from which Lyapunov stability can be readily concluded.
To establish asymptotic stability, we begin by computing

Z(H−∂g)H = ZeroL(H−∂g)H = R× {0}. (24)

Clearly, any element (q, p) of an invariant subset of R×
{0} must also be contained in the set

S =
{
(q, p) ∈ R2 | 0 ∈ −γ1 sgn(q)− γ2 sgn(p)

}
. (25)

In other words, the set M in Theorem 2 is a subset of
(R× {0}) ∩ S. It can be readily seen that

(R×{0})∩S =
{
(q, 0) ∈ R2 | 0 ∈ −γ1 sgn(q) + [−γ2, γ2]

}
,

(26)
and that the condition (20) ensures that (R × {0}) ∩
S = {(0, 0)}. This establishes the asymptotic stability
of the origin. Finite-time convergence can be established
by verifying that (28) is homogeneous with weights (2, 1)
and negative degree −1 [5, Cor. 5.4]. △

Before presenting the following example, allow us to de-
fine the signed bracket as ⌈x⌋γ = |x|γ sgn(x), γ ≥ 0,
x ∈ R.

Example 2 (Super-Twisting Algorithm). Consider a
differential inclusion of the form (14), where n = 1,

H(q, p) = γ2|q|+
1

2
p2, g(q, p) = γ1

2

3
|q|3/2, (27)

γ1 > 0, and γ2 > 0. These parameters give the differen-
tial inclusion

q̇ = −γ1 ⌈q⌋1/2 + p

ṗ ∈ −γ2 sgn(q)
, (28)

which corresponds to the super-twisting algorithm [25,22,24].
The only minimum of H is the origin. Following the
same reasoning as in Example 1, we can see that the
set-valued derivative of H along (28) is

L(H−∂g)H(q, p) =

{
∅ if q = 0 and p ̸= 0

−γ1|q|1/2 otherwise
,

(29)
from which Lyapunov stability follows. Asymptotic sta-
bility of the origin can be easily confirmed by noting that
Z(H−∂g)H = {(0, 0)}. Finite-time convergence can be
established by verifying that (28) is homogeneous with
weights (2, 1) and negative degree −1 [5, Corollary 5.4].

△
Example 3 (First-order sliding-mode control with ac-
tuator dynamics). Consider a simple integrator

q̇ = p (30a)

with p a control input. It is well-known that the control
law p ∈ −γ sgn(q) renders the system finite-time stable.
Suppose that the actuator has parasitic dynamics, so that
the control law cannot be enforced exactly. Instead, we
have

ṗ ∈ −1

τ
(p+ γ sgn(q)) , 0 < τ ≪ 1. (30b)

The differential inclusion (30) is of the form (14) with
H(q, p) = γ

τ |q| +
1
2p

2 and g(q, p) = 1
τ p

2. Similar com-
putations as those performed in Example 1 show that
the system is asymptotically stable. However, the sys-
tem is not homogeneous, so finite-time stability cannot
be claimed. △
Example 4 (Mechanical system with Coulomb’s fric-
tion). Let us consider a multibody system with n degrees
of freedom andm contact points with 3-dimensional fric-
tion. It is assumed that the Lagrange dynamics read as
[8, Section 5.3.2]

M(q)q̈ + C(q, q̇)q̇ +G(q) =

m∑
i=1

Ht,i(q)λt,i +∇hn(q)λn

λt,i ∈ −µi|λn,i| ∂q̇∥H⊤
t,i(q)q̇∥

hn(q) = 0

,

(31)
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where q ∈ Cconf ⊆ Rn, Cconf is the configuration space of
the system when all m constraints are removed, M(q) =
M(q)⊤ ≻ 0 is the inertia matrix, C(q, q̇)q̇ contains Cori-
olis and centripetal torques, G(q) is the potential force
that derives from a smooth potential P (q) (gravity, elas-
ticity), µi > 0 are the friction coefficients, λn,i are the
normal components of the contact forces at contact i,
Ht,i(q) and hn(q) : Cconf → Rm are defined from the
local kinematics at contact points, such that the relative
tangential velocity at contact i satisfies vt,i = H⊤

t,i(q)q̇,

and the relative normal velocity is vn,i = ∇h⊤
n,i(q)q̇ [8,

Chapters 4, 5]. Proceeding as usual with the generalized
momentum p = M(q)q̇, Equation (31) is rewritten in a
Hamiltonian formalism:

q̇ =
∂H

∂p
(q, p)

ṗ ∈ −∂H

∂q
(q, p)−

m∑
i=1

µi|λn,i| Ht,i(q) ∂q̇∥H⊤
t,i(q)M

−1(q)p∥+∇hn(q)λn

hn(q) = 0

,

(32)
where H(q, p) = 1

2p
⊤M−1(q)p + P (q). We may rewrite

the dissipative contact force as

µi|λn,i| M(q)M−1(q)Ht,i(q) ∂q̇∥H⊤
t,i(q)M

−1(q)p∥
= µi|λn,i|M(q) ∂pgi(q, p), (33)

with gi(q, ·) = ∥ · ∥ ◦ H⊤
t,i(q)M

−1(q), i.e., gi(q, p) =

∥H⊤
t,i(q)M

−1(q)p∥. Notice that q̇⊤∇hn(q)λn = 0, while

q̇⊤M(q)∂pgi(q, p) = p⊤∂pgi(q, p) ≥ 0. Also, it is well-
known that bilaterally constrained systems such as (31)
may possess solutions with discontinuous velocities [8,
section 5.6.4], [15,21]. Therefore (32) does not fit (14) in
general. However in some cases it has absolutely contin-
uous solutions and it fits with the above dissipative mul-
tivalued Hamiltonian framework. This is for instance the
case for a planar disc sliding on a ground with persis-
tent contact, or n stacked blocks with horizontal motion
as in Fig. 4. In both cases M(q) = M and Ht(q) = Ht

are constant matrices, and λn = λn(t) is known, hence
gi(q, p) = gi(p). Thus, in a reduced set of coordinates
Equation (32) boils down to

q̇ =
∂H

∂p
(q, p)

ṗ ∈ −∂H

∂q
(q, p)−

m∑
i=1

µi|λn,i(t)|M∂gi(p)
(34)

where the term ∇hn(q)λn is no longer present, because it
is irrelevant for the considered set of reduced coordinates.
Notice that q and p in (34) are not the same as q and p
in (32), however we keep the same notation (see the next
examples).

For the homogeneous disc system with one frictional con-
tact point we have q = (x, θ)⊤ (the disc center has co-
ordinates (x, y), its rotation angle is θ, and it is acted
upon by a linear spring horizontally). The kinetic energy

is T (ẋ, θ̇) = 1
2mẋ2 + 1

2Iθ̇
2 with I = mr2

2 , while the po-

tential energy is P (x) = 1
2k(x − l)2 with l > 0 the un-

loaded linear spring’s length, and hn(y) = y − r = 0
(hence the vertical coordinate y of the center of mass can

be eliminated from the dynamics). Thus p = (mẋ, Iθ̇)⊤,
H(q, p) = 1

2mp21 +
1
2I p

2
2 +

1
2k(x− l)2, gi(q, p) = gi(p) =

|rθ̇ + ẋ| = |r p2

I + p1

m |, i = 1, 2, λn = mg, Ht,i = (1, r)⊤.
The disc’s dynamics is in the set-valued Hamiltonian for-
malism

ẋ =
1

m
p1

θ̇ =
1

I
p2

ṗ1 ∈ −k(x− l)− µm2g ∂p1

∣∣∣∣( 1

m
,
r

I

)
p

∣∣∣∣
ṗ2 ∈ −µmgI ∂p2

∣∣∣∣( 1

m
,
r

I

)
p

∣∣∣∣ .
(35)

Let us now examine the dynamics of n stacked blocks with
mass mi, i = 1, . . . , n, moving horizontally. The gener-
alized coordinates and momentum are q = (q1, . . . , qn)

⊤

and p = (p1, . . . , pn)
⊤, respectively, with pi = miq̇i. Let

H(q, p) = 1
2p

⊤M−1p+ P (q), where the potential energy

is P (q) = 1
2 (q − L)⊤K(q − L), L = (l1, . . . , ln)

⊤, li > 0

are the springs’ unloaded linear lengths, K = K⊤ ≽ 0 is
the stiffness matrix, and M = diag(mi). Coulomb fric-
tion is acting between each block and between the first
block and the ground. Hence λn,i =

∑n
j=i mjg. Then:

q̇ = M−1p

ṗ = −K(q − L) +Htλt

λt,i ∈ −µi

 n∑
j=i

mj

g sgn

(
pi
mi

− pi−1

mi−1

) (36)

where p0 = 0 (the ground velocity is null),

Ht,1 = (1, 0, . . . , 0)⊤

Ht,i = (0, . . . , 0,−1, 1, 0, . . . , 0)⊤

Ht,n = (0, . . . , 0,−1, 1)⊤,

(37)

i = 2, . . . , n− 1 and Ht = (Ht,1, . . . ,Ht,n). Therefore,

ṗ ∈ −K(q − L)

−
n∑

i=1

µi

 n∑
j=i

mj

gMM−1Ht,i∂
∣∣H⊤

t,iM
−1p
∣∣ . (38)
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That is,

ṗ ∈ −K(q − L)−
n∑

i=1

µi

 n∑
j=i

mj

gM∂gi(p), (39)

where gi(p) = (| · | ◦H⊤
t,iM

−1)(p) = |H⊤
t,iM

−1p|. △

x

θ

r

q1q2

m1

m2

m3

q30

−g −g

y

k

1

Fig. 1. Left: Sliding disc. Right: stacked blocks.

4 Time discretisation

A vast literature exists on the time discretisation of
classical Hamiltonian systems, i.e., single-valued and
without dissipation, see, e.g., [17] and references therein.
It has been found that discrete-time models are well-
posed and best retain the continuous-time properties
when discretised using sophisticated combinations of
backward–forward schemes [17]. In the multivalued sce-
nario, however, well-posedness becomes critical, and
many of such schemes are not implementable. In this sec-
tion we show that, under reasonable assumptions, pure
backward-Euler schemes for multivalued Hamiltonian
systems are well-posed and inherit finite-time stability.

Motivated by Examples 1 and 2, we consider the time
discretisation of (14) for two classes of dissipation po-
tentials, one that depends on p only and is analogous to
mechanical friction, and one that depends on q alone and
has been disregarded in the literature. We will show that
backward-Euler discretisation schemes preserve the dis-
sipativity property of multivalued systems with dissipa-
tion, inasmuch as the Hamiltonian function is decreas-
ing along the orbits of the discrete scheme. Thus, when
positive definite, the Hamiltonian serves as a Lyapunov
function for proving stability.

Finite-time convergence is proved using a simple argu-
ment that is particularly well suited for backward-Euler
schemes.
Proposition 2. Consider the discrete-time system
xk+1 = T (xk) and let

FixT := {ξ ∈ Rn | T (ξ) = ξ} (40)

be the set of fixed points of T . Suppose that FixT is a
globally asymptotically stable set and suppose that there

existm ∈ N and a uniform neighborhood U of FixT such
that

U ⊆ T−m(FixT ). (41)

Then, FixT is globally finite-time stable.

Proof. If FixT is globally asymptotically stable, there
exists a finite k∗ ∈ N such that xk ∈ U for all k ≥ k∗.
Thus, the inclusion (41) implies that FixT is reached
after k∗ +m steps.

4.1 Momentum-dependent dissipation

Motivated by mechanical friction, we consider first the
case in which dissipation depends on the momenta alone.
Assumption 2. The functions H and g in (14) satisfy
the following:

(1) The Hamiltonian function is of the form H(q, p) =
P (q)+ 1

2∥p∥
2 for some convex function P : Rn → R.

(2) The function g depends only on p, i.e., g(q, p) = g̃(p)
for some convex function g̃.

Lemma 2. Consider a set-valued Hamiltonian sys-
tem (14) satisfying Assumption 2. For each current state
(qk, pk) there exists a unique future state

(qk+1, pk+1) = T (qk, pk) (42)

satisfying the backward-Euler discretisation scheme

qk+1 ∈ qk + h∂pH(qk+1, pk+1) (43a)

pk+1 ∈ pk − h∂qH(qk+1, pk+1)− h∂g̃(pk+1). (43b)

Proof. Taking into account Assumption 2, system (43)
takes the particular form

qk+1 = qk + hpk+1 (44a)

pk+1 ∈ pk − h∂P (qk+1)− h∂g̃(pk+1) (44b)

The substitution of (44a) into (44b) yields

pk+1 ∈ pk − h∂G̃k(pk+1), (45)

where G̃k is the step-dependent map p 7→ 1
hP (qk+hp)+

g̃(p). Since G̃k is maximal monotone for each k, the fu-
ture momentum pk+1 is uniquely determined by the ex-
pression

pk+1 = ProxhG̃k
(pk). (46)

The future position qk+1 is now uniquely determined
via (44a), and the conclusion follows.

A usual strategy for showing the asymptotic stability
of continuous-time dissipative Hamiltonian systems con-
sists of three steps: i) Use H as a Lyapunov function to
establish stability, ii) use Barbalat’s lemma to show that
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the dissipation function LH−∂g̃H converges to zero, and
iii) show (or assume) that LH−∂g̃H = 0 implies that the
state converges to zero.We will follow a similar approach
in the discrete-time setting. The following lemma will be
useful in accomplishing the discrete-time counterparts
of steps i) and ii).
Lemma 3. Consider a convex function V : Rn → R and
a sequence {(vk, wk)}k∈N such that (vk, wk) ⊂ gph ∂V
for all k ∈ N. If limk→∞ vk = 0 then

lim
k→∞

Dist(∂V (0), wk) = 0. (47)

Proof. Assume, for the sake of contradiction, that
Dist(∂V (0), wk) ↛ 0 as k → ∞. That is, that there
exists ε > 0 such that, for any k∗ ∈ N, there is a
k > k∗ such that Dist(∂V (0), wk) > ε. In particular,
wk /∈ ∂V (0) for some k > k∗. Thus, as ∂V is outer semi-
continuous at zero [11, Proposition 4.2.1-ii)], it follows
that there exist neighborhoods of wk and zero (denoted,
respectively, as N (wk) and N (0)) such that

N (0) ∩ (∂V )−1(N (wk)) = ∅, (48)

a contradiction, since vk → 0 as k → ∞ and vk ∈
(∂V −1)(N (wk)). Therefore, (47) holds.

The following assumption is used to establish the finite-
time convergence to (q, p) = (0, 0) for the scheme (44).
It is a generalization of inequality (20).
Assumption 3. The subdifferentials ∂P and ∂g̃ in As-
sumption 2 satisfy

0 ∈ −∂g̃(0) ⊂ int ∂P (0), (49)

where int ∂P (0) is the interior of ∂P (0). In addition, for
any pair (p, ξ) ∈ gph ∂g̃ there exists m ≥ 1 and α > 0
such that

⟨p, ξ⟩ ≥ α∥p∥m. (50)

Since 0 ∈ ∂g̃(0), condition (50) holds under diverse situ-
ations. For instance, if g̃ is µ-strongly convex [18], then
it holds withm = 2 and α = µ. Alternatively, if g̃ is con-
vex and 0 ∈ int ∂g̃(0), then there is α > 0 such that (50)
holds with m = 1. Indeed, if 0 ∈ int ∂g̃(0), then there
exists α > 0, sufficiently small, such that αB ∈ ∂g̃(0).
Thus, it follows from the maximal monotonicity of ∂g̃
that, for any (p, ξ) ∈ gph ∂g̃,

⟨p− 0, ξ − αb⟩ ≥ 0 for all b ∈ B. (51)

Consequently,

⟨p, ξ⟩ ≥ α sup
b∈B

⟨b, p⟩ = α∥p∥. (52)

Also functions of the form g̃(p) = ∥p∥1+β
r where β > 0

satisfy condition (50). Notice that in this case g̃ is nei-
ther strongly monotone for all cases of β > 0 nor 0 ∈
int ∂g̃(0), since g̃ is continuously differentiable. Never-
theless, the inequality (50) holds since, for any (p, ξ) ∈
gph ∂g̃,

⟨p, ξ⟩ = (1 + β)∥p∥βr ⟨p, ξ̃⟩
= (1 + β)∥p∥βr (∥p∥r +ΨBs(ξ))

= (1 + β)∥p∥1+β
r

≥ α∥p∥1+β , (53)

where we have used the fact that ξ = (1 + β)∥p∥βr ξ̃, ξ̃ ∈
∂∥p∥r in the first equality and in the second equality the
fact that, for any (p, ξ) ∈ gph ∂V , ⟨p, ξ⟩ = V (p)+V ⋆(ξ),
see e.g., [6, Proposition 16.9].

Note that, by maximal monotonicity, the condition 0 ∈
int ∂P (0) implies that

Zero ∂P = {0}. (54)

Indeed, for the sake of contradiction, let us assume there
is v ̸= 0 such that 0 ∈ ∂P (v). Thus, using Assumption
3, there exists ε > 0 such that εb ∈ ∂P (0) for all b ∈ B.
Now, the maximal monotonicity of ∂P implies that

0 ≤ ⟨0− εb, v − 0⟩ = −ε⟨b, v⟩ for all b ∈ B, (55)

which leads to v = 0, a contradiction. Therefore, (54)
holds. This in turn ensures that the origin is the only
equilibrium and that P is positive definite.
Theorem 3. Consider the backward-Euler discretisa-
tion (44) of an inclusion (14) satisfying Assumptions 2
and 3. Then, the origin is globally finite-time stable.

Proof. Take H as a Lyapunov function candidate. By
the definition of the convex subdifferential we have

H(qk+1, pk+1)−H(qk, pk) ≤ ⟨η1,k+1, qk+1 − qk⟩
+ ⟨η2,k+1, pk+1 − pk⟩ (56)

for any η1,k ∈ ∂P (qk) and η2,k = pk. It follows from the
discrete dynamics (44) that

H(qk+1, pk+1)−H(qk, pk) ≤ ⟨η1,k+1, hpk+1⟩
+ ⟨pk+1,−hξ1,k+1 − hξ2,k+1⟩, (57)

where ξ1,k ∈ ∂P (qk) and ξ2,k ∈ ∂g̃(pk). Inequality (57)
holds in particular for η1,k = ξ1,k, which implies that

H(qk+1, pk+1)−H(qk, pk) ≤ −h⟨pk+1, ξ2,k+1⟩. (58)

Because of Assumption 3, we have

⟨pk, ξ2,k⟩ ≥ γα∥pk∥m, (59)
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for all k ∈ N and for some γ > 0, α > 0, m ≥ 1,
so that H(qk+1, pk+1) ≤ H(qk, pk). This establishes the
stability of the origin. By summing both sides of (58) we
obtain

N∑
k=0

(H(qk+1, pk+1)−H(qk, pk))

= H(qN+1, pN+1)−H(q0, p0)

≤ −h

N∑
k=0

⟨pk+1, ξ2,k+1⟩. (60)

Since the sequence {H(qN , pN )}N∈N is decreasing and
bounded from below, we conclude that it converges to a
limit H̄ ≥ minq,p H(q, p). Thus,

h

∞∑
k=0

⟨pk+1, ξ2,k+1⟩ ≤ H(q0, p0)− H̄. (61)

The fact that ⟨pk, ξ2,k⟩ is non-negative implies that
limk→∞⟨pk, ξ2,k⟩ = 0, while the bound (59) ensures
that limk→∞ pk = 0. It follows from Lemma 3 that
limk→∞ Dist(∂g̃(0), ξ2,k) = 0 but, according to (44b),
we have

ξ1,k + ξ2,k → 0 as k → ∞, (62)

so limk→∞ Dist(∂g̃(0),−ξ1,k) = 0 and, by (49), there
exist ε > 0 and k∗ ∈ N such that, for all k ≥ k∗, ξ1,k +
bk ∈ ∂P (0) for any bk ∈ εB. From ξ1,k ∈ ∂P (qk+1) and
the monotonicity property of subdifferentials we know
that

⟨bk, qk⟩ ≥ 0, (63)

for any bk ∈ εB and all k ≥ k∗. Therefore, qk = 0 for
all k ≥ k∗, and hence pk+1 = 0 for all k ≥ k∗ in view of
(44).

Example 5. Examples 1 and 3 satisfy Assumptions 2
and 3. Consider Example 4. It satisfies Assumption 2 if
M = M⊤ ≻ 0 is constant (at the price of changing the
norm accordingly). The linear elasticity potential P (q)
considered both in (35) and (36) does not satisfy (49) (in
both cases it is possible to change q to q′ := q − L). It
is however possible to shape the potential by introducing
a set-valued controller of the form u = −G ∂

∑n
j=1 |qj |,

G ∈ Rn×n a suitable control gain (thus the disc has one
input for x and one for θ, while each mass is controlled
in the system of stacked blocks). The potential P (q) is
changed to P (q)+G

∑n
j=1 |qj |. Then (50) can be satisfied

also. The obtained closed-loop dynamics is similar to a
twisting scheme and may be seen as an extension of [1].

△

4.2 Douglas-Rachford-like Splitting Discretisation

Lemma 2 and Theorem 3 show that, when the dissi-
pation function depends only on the momenta p, the

discrete-time system (44) is well-posed and finite-time
stable. However, an explicit expression for the proximal
map (46) is, in general, hard to obtain. Nevertheless, ap-
proximations can be computed via splitting schemes as
follows. Let us start by considering the following system:

qk+1 = qk + hpk+1 (64a)

pk+1 = pk − hξ1,k+1 − hξ2,k+1 (64b)

ξ1,k+1 ∈ ∂P
(
qk+1 + h2(ξ2,k+1 − ξ2,k)

)
(64c)

ξ2,k+1 ∈ ∂g̃(pk+1). (64d)

It can be seen as a dynamic extension of (44). Indeed, the
particular value of the ξ2,k+1 ∈ ∂g̃(pk+1) now depends
implicitly on ξ2,k, effectively making ξ2 a new state vari-
able. By the outer semicontinuity of ∂P we know that,
for any ε > 0, there exists h > 0 sufficiently small such
that

∂P (qk+1 + h2(ξ2,k+1 − ξ2,k)) ⊂ ∂P (qk+1) + εB. (65)

If ∂g̃ is uniformly bounded, then for all k ∈ N, ∥ξ2,k∥ ≤
M for some M > 0. Thus, qk+1 + h2(ξ2,k+1 − ξ2,k) ∈
{qk+1}+ 2h2M · B = {qk+1}+O(h2) · B. In this sense,
the scheme (64) approximates (44). We now address its
well-posedness.
Lemma 4. Consider a difference equation (64) satis-
fying Assumption 2. For each current state (qk, pk, ξ2,k)
there exists a unique future state

(qk+1, pk+1, ξ2,k+1) = T (qk, pk, ξ2,k) (66)

Furthermore, the selections ξ1,k+1, ξ2,k+1 are determined
as

ξ1,k+1 =
1

h2
(Id −Proxh2P )

(
qk + hpk − h2ξ2,k

)
(67a)

ξ2,k+1 =
1

h
(Id −Proxhg̃) (pk − hξ1,k+1) . (67b)

Proof. Define θk+1 := qk+1+h2(ξ2,k+1−ξ2,k). It follows
from (64a)-(64c) that

θk+1 + h2ξ1,k+1 = qk + hpk+1 + h2(ξ2,k+1 − ξ2,k) + h2ξ1,k+1

= qk + hpk − h2ξ2,k (68)

Since ξ1,k+1 ∈ ∂P (θk+1), we have

θk+1 = Proxh2P

(
qk + hpk − h2ξ2,k

)
. (69)

Substituting (69) into (68) and solving for ξ1,k+1

gives (67a), while (64b) gives

pk+1 + hξ2,k+1 = pk − hξ1,k+1, (70)

Hence, (64d) implies that

pk+1 = Proxhg̃(pk − hξ1,k+1). (71)
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Substituting (71) into (70) and solving for ξ2,k+1 gives
(67b). Thus, pk+1, and hence qk+1, depend on data avail-
able at time tk so that (64) is well-defined. This con-
cludes the proof.

Lemma 4 shows the explicit expression for the selection
values ξ1,k+1 and ξ2,k+1. Notice that ξ2,k+1 depends on
its past values, so that the full state of the proposed
approximation (64) lies in R3n.
Remark 1. As introduced in [30] for the case of multi-
variable super-twisting-like schemes, the approximation
of the selection values in (67) is reminiscent of the cele-
brated Douglas-Rachford splitting [26,?]. Indeed, set

ϑk+1 = pk+1 + hξ2,k+1 (72)

and note that it follows from (64d) that pk+1 =
Proxhg̃(ϑk+1), so that after simple computations we
arrive at the expressions

ϑk+1 =
1

h

(
Proxh2P

(
qk + h(2Proxhg̃ − Id)(ϑk)

)
− qk

)
+ (Id −Proxhg̃)(ϑk) (73a)

pk+1 = Proxhg̃(ϑk+1), (73b)

which define the Douglas-Rachford splitting associated
with the generalized equation

0 ∈ h∂P (q + hp) + h∂g̃(p), (74)

see e.g., [35, Section 2.7].

In what follows the stability properties of the set

Γ :=



q

p

ξ2

 ∈ R3n
∣∣ q = p = 0, ξ2 ∈ Rn

 (75)

are studied.
Theorem 4. Consider a discrete-time system (64) sat-
isfying Assumption 2. Strengthen Assumption 3 to

µB ⊂ −∂g̃(0) ⊂ int ∂P (0) (76)

for some µ > 0. In addition, assume that ∂g̃ is uniformly
bounded. Then, there exists h∗ > 0, sufficiently small,
such that for all 0 < h < h∗ the set Γ in (75) is globally
asymptotically stable.

Proof. Let us consider the function H introduced in As-
sumption 2. Using again the definition of convex subd-
ifferential, we can readily show that

H(qk+1, pk+1)−H(qk, pk) ≤ ⟨η1,k+1, qk+1 − qk⟩
+ ⟨η2,k+1, pk+1 − pk⟩ (77)

for any η1,k ∈ ∂P (qk) and η2,k = pk. It follows
from (64c), (65), and the outer semicontinuity of ∂P
that, for any 0 < ε1 < µ, there exists h > 0 sufficiently
small such that

ξ1,k+1 ∈ ∂P (qk+1+h2(ξ2,k+1−ξ2,k)) ⊂ ∂P (qk+1)+ε1B.
(78)

It is inferred that, for any k ∈ N, there always exists
bk ∈ B such that

ξ1,k + ε1bk ∈ ∂P (qk). (79)

Hence, taking η1,k = ξ1,k + ε1bk and η2,k = pk in (77)
leads us to

H(qk+1, pk+1)−H(qk, pk) ≤ ⟨ξ1,k+1+ε1bk+1, qk+1−qk⟩
+ ⟨pk+1, pk+1 − pk⟩

= h⟨ξ1,k+1 + ε1bk+1, pk+1⟩ − h⟨pk+1, ξ1,k+1 + ξ2,k+1⟩
≤ hε1∥pk+1∥ − h⟨pk+1, ξ2,k+1⟩. (80)

It follows from (76) that

⟨pk, ξ2,k⟩ > µ∥pk∥. (81)

To see this, note that −µbk ∈ ∂g̃(0) for any bk ∈ B and
that, by the maximal monotonicity of ∂g̃, we have

⟨pk, ξ2,k − µbk⟩ ≥ 0. (82)

In other words, ⟨pk, ξ2,k⟩ ≥ µ⟨pk, bk⟩ for all bk ∈ B.
Therefore,

⟨pk, ξ2,k⟩ ≥ µ sup
bk∈B

⟨pk, bk⟩, (83)

which implies (81). Hence, (80) can be further bounded
as

H(qk+1, pk+1)−H(qk, pk) ≤ −h(µ− ε1)∥pk+1∥ (84)

Since by assumption 0 < ε1 < µ, it follows that h(µ −
ε1)∥pk∥ ≥ 0 for all k ∈ N and stability of the set Γ is
concluded. To show asymptotic convergence, we apply
the same arguments as in the proof of Theorem 3, leading
us to

lim
k→∞

pk = 0 and lim
k→∞

Dist(∂g̃(0),−ξ1,k) = 0. (85)

By following the same steps as in the proof of Theorem 3,
we can conclude from (64c), (76), and (85) that there
exists k∗ ∈ N such that for all k > k∗,

qk+1 + h2(ξ2,k+1 − ξ2,k) = 0. (86)

Now, the substitution of (64a) into (86) yields

lim inf
k→∞

(qk + h2ξ2,k+1) = lim inf
k→∞

(−hpk+1 + h2ξ2,k) (87)
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Notice that both lim inf in (87) are well-defined, as their
arguments are bounded. Moreover, it follows from (85)
and (64a) that limk→∞ qk exists, as {qk}k∈N is a Cauchy
sequence. Thus, (87) becomes

lim
k→∞

qk + h2 lim inf
k→∞

ξ2,k+1 = lim
k→∞

−hpk+1 + h2 lim inf
k→∞

ξ2,k

= h2 lim inf
k→∞

ξ2,k (88)

and the convergence of {qk}k∈N towards zero follows.
The proof is complete.

Let us illustrate the above with the twisting algorithm.
In addition it will be proved for this particular (yet im-
portant) case, that the finite-time stability is obtained.
Example 6 (Twisting Algorithm). The twisting algo-
rithm (21) has a dissipation function that depends only
on the momenta p. Indeed, it satisfies Assumption 2 with
P (q) = γ1|q| and g̃(p) = γ2|p|. Thus, its discretised ver-
sion

qk+1 = qk + hpk+1 (89a)

pk+1 = pk − hξ1,k+1 − hξ2,k+1 (89b)

ξ1,k+1 ∈ γ1 sgn(qk+1) (89c)

ξ2,k+1 ∈ γ2 sgn(pk+1) (89d)

is globally finite-time stable whenever γ1 > γ2 > 0, in
view of Theorem 3. However, an explicit expression for
the proximal map (46) (and for the selection values ξ1,k
and ξ2,k) is, in general, hard to obtain. Nevertheless, the
approximation proposed in (64) can be computed. Indeed,
simple computations show that

Proxh2P (s) = s− h2γ1 Proj

(
[−1, 1];

s

h2γ1

)
, (90a)

Proxhg̃(s) = s− hγ2 Proj

(
[−1, 1];

s

hγ2

)
, (90b)

so that (64) becomes

qk+1 = qk + hpk+1 (91a)

pk+1 = pk − hξ1,k+1 − hξ2,k+1 (91b)

ξ1,k+1 = γ1 Proj

(
[−1, 1];

qk + hpk − h2ξ2,k
h2γ1

)
(91c)

ξ2,k+1 = γ2 Proj

(
[−1, 1];

pk − hξ1,k+1

hγ2

)
(91d)

Like the origin of (89), the origin (91) is also finite-time
stable. Indeed, from (64) simple computations show that
Γ = FixT , so that T−1(Γ) is computed from the implicit

−2 −1 0 1 2
−4

−2

0

2

4

T−1(0)→ ← T−2(0)

q

p

Fig. 2. Discrete orbits of backward-Euler implementation of
the twisting algorithm (44) with P (·) = γ1| · |, g̃ = γ2| · |,
γ1 = 4, γ2 = 2, and h = 0.3s. The red line denotes the set
T−1(0), whereas the light blue region denotes the set T−2(0).

model (64) as

T−1(Γ) =

{
q

p

ξ2

 ∈ R3
∣∣ q = 0, |p− hξ1| ≤ hγ2,

|ξ1| ≤ γ1

}
= {0} × [−h(γ1 + γ2), h(γ1 + γ2)]× R, (92)

whereas the second pre-image of Γ is given as

T−2(Γ) =

{
q

p

ξ2

 ∈ R3
∣∣ 0 = q + hp̄,

p̄ ∈ p− hξ1 − hγ2 sgn(p̄), |p̄| ≤ h(γ1 + γ2),

ξ1 = γ1 Proj

(
[−1, 1];

q + hp− h2ξ2
h2γ1

)}

=

{
q

p

ξ2

 ∈ R3
∣∣ q = −hProxhg̃(p− hξ1),

|q| ≤ h2(γ1 + γ2),

ξ1 = γ1 Proj

(
[−1, 1];

q + hp− h2ξ2
h2γ1

)}
(93)

Hence,Γ is finite-time stable in view of Proposition 2. No-
tice that the above algorithm is different from the discrete-
time twisting studied in [19], which is studied with a ZOH
discretisation of the plant, hence yielding a closed-loop
different from (89). △
Example 7 (Multivariable twisting algorithm). Con-
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4

Proj(R2;T−1(Γ))

← Proj(R2;T−2(Γ))

q

p

Fig. 3. Discrete orbits of the twisting algorithm with splitting
(64) with P (·) = γ1| · |, g̃ = γ2| · |, γ1 = 4, γ2 = 2, and
h = 0.3s. The red line denotes the projection onto the plane
q−p of the set T−1(Γ), whereas the light blue region denotes
the projection of the set T−2(Γ).

sider the multivariable twisting scheme

qk+1 = qk + hpk+1 (94a)

pk+1 = pk − hξ1,k+1 − hξ2,k+1 (94b)

ξ1,k+1 ∈ ∂P (qk+1) (94c)

ξ2,k+1 ∈ ∂g̃(pk+1), (94d)

where qk ∈ Rn, pk ∈ Rn for all k ∈ N, P (·) = γ1∥ · ∥r1 ,
and g̃(·) = γ2∥ · ∥r2 . It is easy to verify that, for the case
of n = 1, (94) reduces to the classical twisting algorithm.
The finite-time stability of (94) is guaranteed by Theorem
3 whenever Assumption 2 and 3 hold. Clearly, Assump-
tion 2 holds for the choice of maps P and g̃ considered
above, whereas for the specific case of (94), (49) becomes

0 ∈ γ2 clBs2 ⊂ γ1Bs1 , (95)

where 1/ri + 1/si = 1, for i ∈ {1, 2}. Indeed, let f(x) =
∥x∥r for r ∈ [1,+∞]. Hence,

∂f(0) = {ξ ∈ Rn | ⟨ξ, η⟩ ≤ ∥η∥r for all η ∈ Rn}

=

{
ξ ∈ Rn | sup

η∈Rn

{⟨ξ, η⟩ − ∥η∥r} ≤ 0

}
= {ξ ∈ Rn | f⋆(ξ) ≤ 0}
= clBs (96)

The last equality follows from the fact that, for f(·) =
∥ · ∥r, f⋆(·) = ΨclBs

(·), where 1/r + 1/s = 1 and ΨC

denotes the classical indicator function of the set C. If,
for instance, r1 = r2, then s1 = s2 and (95) holds when-
ever γ1 > γ2, which is the same condition as (20) for
the finite-time stability of the conventional twisting algo-
rithm. Thus, if (95) holds, then the origin is finite-time
stable in view of Theorem 3. Figure 4 depicts the time
evolution of the state trajectories of (94) for the case of
h = 0.1, n = 3, r1 = 1, r2 = 2, γ1 = 5 and γ2 = 3. It is
shown that all trajectories converge to zero in finite time.
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Fig. 4. Time evolution of state trajectories of (44) for several
initial conditions. In this case h = 0.1, n = 3, P (·) = γ1∥·∥1,
g̃(·) = ∥ · ∥2, γ1 = 5 and γ2 = 3. For this simulation the
state pk+1 is computed via (46) using the solver CVXOPT
at each iteration.

Now, let us consider the splitting scheme (64) applied to
the multivariable twisting algorithm. In this case Lemma
4 provides the explicit expressions for the control selec-
tions ξ1,k+1 and ξ2,k+1, which for the case of P (·) =
γ1∥ · ∥r1 and g̃(·) = γ2∥ · ∥r2 , they become

ξ1,k+1 = γ1 Proj

(
Bs1 ;

1

h2γ1
(qk + hpk − h2ξ2,k)

)
(97a)

ξ2,k+1 = γ2 Proj

(
Bs2 ;

1

hγ2
(pk − hξ1,k+1)

)
(97b)

where we have used Moreau’s decomposition, see e.g.,
[6, Theorem 14.3] and the fact that f⋆(·) = ΨBs

(·) for
f = ∥ · ∥r with 1/r + 1/s = 1. Figure 5 shows the time
evolution of the state trajectories with the same set of
parameters as for the previous case. It is shown that all
trajectories converge to zero in finite time. △

4.3 Position-dependent dissipation

As mentioned before, the model (14) with ∂qg = {0}
encompasses many mechanical systems with set-valued
frictional forces. Inspired by the super-twisting example,
we propose a different, somewhat complementary set of
assumptions.
Assumption 4. The functions H and g in (14) satisfy
the following:

(1) The Hamiltonian function is of the form H(q, p) =
P (q)+ 1

2∥p∥
2 for some convex function P : Rn → R.

(2) The subdifferential of the dissipation potential g is
single valued and g depends on q only, i.e., g(q, p) =
ĝ(q) for some convex function ĝ.
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Fig. 5. Time evolution of state trajectories of (64) for several
initial conditions. In this case h = 0.1, n = 3, P (·) = γ1∥·∥1,
g̃(·) = γ2∥ · ∥2, γ1 = 5 and γ2 = 3. The explicit expressions
for the values of selections ξ1,k+1 and ξ2,k+1 are given in (97).

Lemma 5. Consider the differential inclusion (14) and
let H and g satisfy Assumption 4. For each current state
(qk, pk), there exists a unique future state (qk+1, pk+1)
satisfying the backward-Euler discretisation scheme

qk+1 ∈ qk + h∂pH(qk+1, pk+1)− h∂ĝ(qk+1) (98a)

pk+1 ∈ pk − h∂qH(qk+1, pk+1). (98b)

Proof. By taking into account the assumptions and sub-
stituting (98b) into (98a), we can rewrite (98) as

qk+1 ∈ qk + hpk − h∂ĝ(qk+1)− h2ξ2,k+1 (99a)

pk+1 = pk − hξ2,k+1 (99b)

with ξ2,k ∈ ∂P (qk) the potential force. Equation (99a)
is equivalent to the inclusion

qk+1 ∈ qk + hpk − h∂G(qk+1), (100)

where G is a new function defined by G(q) = ĝ(q) +
hP (q). By the maximal monotony of G, we can uniquely
compute qk+1 as

qk+1 = ProxhG(qk + hpk). (101)

Having qk+1 fixed, we can uniquely determine the po-
tential force ξ2,k+1 ∈ ∂P (qk+1) from (99a)

ξ2,k+1 =
pk − ∂ĝ(qk+1)

h
− qk+1 − qk

h2
. (102)

Finally, we can uniquely compute pk+1 from (99b).

Theorem 5. Consider the backward-Euler discretisa-
tion (98) of an inclusion (14) satisfying Assumptions 1
and 4. Suppose, further, that

Zero ∂P = 0 (103)

and
⟨η, ∂ĝ(q)⟩ ≥ ∥q∥m (104)

for some m > 0 and all η ∈ ∂P (q). Then, the origin is
globally asymptotically stable.

Condition (103) implies that H has a unique minimum
and that it takes place at (0, 0). The latter is without
loss of generality up to a simple change of coordinates.
The condition (104) ensures that the dissipation is zero
if and only if q = 0.

Proof. By the definition of the subdifferential, we have

H(qk+1, pk+1)−H(qk, pk) ≤ ⟨η1,k+1, qk+1 − qk⟩
+ ⟨η2,k+1, pk+1 − pk⟩ (105)

for all η1,k ∈ ∂P (qk) and η2,k = pk. We have qk+1−qk =
hpk+1−h∂ĝ(qk+1) and it follows from Lemma 5 that, for
every k ∈ N, there exists a unique vector ξ1,k ∈ ∂P (qk)
such that pk+1 − pk = hξ1,k+1. Thus,

H(qk+1, pk+1)−H(qk, pk) ≤ ⟨η1,k+1, hpk+1−h∂ĝ(qk+1)⟩
+ ⟨pk+1, hξ1,k+1⟩. (106)

This is true, in particular, for η1,k = ξ1,k, which implies
that

H(qk+1, pk+1)−H(qk, pk) ≤ −h⟨ξ1,k+1, ∂ĝ(qk+1)⟩.
(107)

By (104), we have

H(qk+1, pk+1)−H(qk, pk) ≤ 0, (108)

which shows that H is a Lyapunov function for the set
of its minima.

By summing both sides of (107) we obtain

N∑
k=0

(H(qk+1, pk+1)−H(qk, pk))

= H(qN+1, pN+1)−H(q0, p0)

≤ −h

N∑
k=0

⟨ξ1,k+1, ∂ĝ(qk+1)⟩, (109)

Since the sequence {H(qN , pN )}N∈N is decreasing and
bounded from below, we conclude that it converges to a
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limit H̄ ≥ minq,p H(q, p). Thus,

h

∞∑
k=0

⟨ξ1,k+1, ∂ĝ(qk+1)⟩ = H(q0, p0)− H̄, (110)

which implies that limk→∞⟨ξ1,k, ĝ(qk)⟩ = 0. It follows
from (104) that

lim
k→∞

qk = 0. (111)

Finally, we can see from (98a) that (111) implies that

lim
k→∞

pk = 0. (112)

Remark 2. The inequality in (109) is a dissipation in-
equality showing that the system with input ξ2k = ∂ĝ(qk),
output −ξ1,k, is passive with respect to the supply rate
⟨−hξ1,k, ξ2,k⟩ and storage functionH(qk+1, pk+1) [9, sec-
tion 3.15].
Example 8 (Super-Twisting Algorithm). The super-
twisting algorithm (28) satisfies Assumption 4 with

P (q) = γ2|q| and ĝ(q) = γ1
2

3
|q|3/2. (113)

Indeed, the potential function P has a unique minimum
at q = 0, and we have ∂ĝ(0) = 0 and

∂ĝ(q) · ∂P (q) = γ1γ2|q|1/2, (114)

that is, it satisfies (104). The latter also implies Assump-
tion 1. Thus, the iteration satisfying

qk+1 = qk + hpk+1 − hγ1 ⌈qk+1⌋1/2 (115a)

pk+1 ∈ pk − hγ2 sgn(qk+1) (115b)

renders the origin globally asymptotically stable. The ex-
plicit expression associated with (115a) was obtained in
[10] as

qk+1 = qk + hpk − hγ1ξ1,k+1 − h2γ2ξ2,k+1 (116a)

pk+1 = pk − hγ2ξ2,k+1, (116b)

where

ξ1,k+1 = β̃(qk + hpk) Proj

(
[−1, 1];

qk + hpk
h2γ2

)
= ⌈qk+1⌋

1
2

(117a)

ξ2,k+1 = Proj

(
[−1, 1];

qk + hpk
h2γ2

)
∈ sgn(qk+1)

(117b)

and β : R → R+ is

β̃(s) = −hγ1
2

+
1

2

√
h2γ2

1 + 4max{0, |s| − h2γ2}.
(117c)
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Fig. 6. Discrete orbits of the backward-Euler implementation
of the super-twisting algorithm (115) with γ1 = 4, γ2 = 2,
and h = 0.3. The pre-image T−1(0) (red) does not contain
a neighborhood of the origin, however, T−2(0) (light blue)
does. Thus, discrete-time orbits (black) reach the origin in
finite time.

To establish finite-time convergence, we will begin by
computing T−1(0, 0). This is easily accomplished directly
in the implicit form of T . Setting qk+1 = 0 and pk+1 = 0
in (115) gives

T−1(0, 0) = 0× [−hγ2, hγ2]. (118)

The set does not contain a neighborhood of the origin.
We proceed to compute T−1(0 × [−hγ2, hγ2]). Setting
qk+1 = 0 in (115) yields the conditions

qk = −hpk+1 and pk ∈ pk+1 + [−hγ2, hγ2] (119)

with pk+1 ∈ [−hγ2, hγ2]. Thus, the second pre-image of
the origin is

T−2(0, 0) =
{
(q, p) ∈ R2 | |q + hp| ≤ h2γ2, |q| ≤ h2γ2

}
.

(120)
△

5 Conclusions

Gradient and Hamiltonian systems play important and
somewhat complementary roles in Dynamical Systems
Theory [7]. Hamiltonian systems with Rayleigh dissipa-
tion incorporate both classes of systems, as the dissipa-
tive vector field effectively behaves as a gradient vector
field. First-order sliding-mode control systems can be
framed into the generalised class of multivalued gradient
systems, also called subgradient systems [12]. Unfortu-
nately, higher-order sliding-mode control systems can-
not. However, we have showed that at least two second-
order sliding-mode control systems can be recast as mul-
tivalued Hamiltonian systems with dissipation, provid-
ing further insight into higher-order sliding motions.

It is well-known that the properties of continuous-time
subgradient systems are best preserved under backward-
Euler discretisation schemes [12]. We have shown here
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that the same holds for multivalued Hamiltonian sys-
tems with dissipation, as finite-time stability is also well-
preserved. Finally, splitting schemes that have been tra-
ditionally applied to subgradient systems can be effec-
tively adapted to the multivalued Hamiltonian frame-
work.

Future research could focus on extensions towards port-
Hamiltonian systems and Hamiltonian systems with dis-
turbances and uncertainties.
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