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Abstract

We consider the problem of computing tractable approximations of time-dependent d × d
large positive semi-definite (PSD) matrices defined as solutions of a matrix differential equation.
We propose to use “low-rank plus diagonal" PSD matrices as approximations that can be stored
with a memory cost being linear in the high dimension d. To constrain the solution of the
differential equation to remain in that subset, we project the derivative at all times onto the
tangent space to the subset, following the methodology of dynamical low-rank approximation.
We derive a closed-form formula for the projection, and show that after some manipulations it
can be computed with a numerical cost being linear in d, allowing for tractable implementation.
Contrary to previous approaches based on pure low-rank approximations, the addition of the
diagonal term allows for our approximations to be invertible matrices, that can moreover be
inverted with linear cost in d. We apply the technique to Riccati-like equations, then to two
particular problems. Firstly a low-rank approximation to our recent Wasserstein gradient flow
for Gaussian approximation of posterior distributions in approximate Bayesian inference, and
secondly a novel low-rank approximation of the Kalman filter for high-dimensional systems.
Numerical simulations illustrate the results.

1 Introduction

Positive semi-definite (PSD) matrices X ∈ Rd×d have storage cost in d2, and the computation cost
associated with typical matrix operations is in d3. Those two aspects may come as a limitation in
various applications where the dimension d is very large. A sensible approach is thus to work with
low-rank approximations instead. A rank p approximation of a PSD matrix X can be factored as
Y = URUT where U ∈ Rd×p has orthonormal columns and R is a p × p positive definite matrix
of much-reduced size, letting p ≪ d. We denote by S+(p,d) the set of rank-p PSD matrices. A
somewhat richer set, that will be the object of this paper, is the set of “low-rank plus diagonal”
matrices, that we denote by S+diag(p,d), composed of matrices of the form Y = URUT + ψ with ψ
a diagonal matrix with strictly positive diagonal elements, making Y invertible. We then speak of
FA decomposition, in relation to the problem of factor analysis (FA) [13]. In the case where the
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diagonal matrix ψ is made isotropic, that is, is taken of the form ψ = sId, s > 0, we speak of PPCA
decomposition, in relation to the problem of probabilistic principal component analysis (PPCA) [29],
and denote this smaller set by S+isot(p,d). A well-known “static" approximation problem consists
in computing the closest approximating matrix Y to some large PSD matrix X in the sense of the
Frobenius norm, that is, solving

min
Y ∈M

||Y −X||, (1)

whereM may denote S+(p,d), S+diag(p,d), or S+isot(p, d). IfM = S+(p, d), the problem is solved by a
singular value decomposition where eigenvalues are truncated after the p-th one, a classical result of
matrix analysis known as the Eckart–Young–Mirsky theorem [10], see also [15]. IfM = S+diag(p,d),
we recover the problem known as “minimum residual factor analysis", see [27, 3]. The problem is
not solvable in closed form, but numerical methods have been developped, see e.g. [9].

In this paper, however, we consider a different problem. We consider positive semi-definite
matricesX(t) ∈ Rd×d defined as solutions of matrix differential equations in high dimension. Instead
of attacking (1) directly, we try to solve at all times

min
Ẏ (t)∈TY (t)M

||Ẏ (t)− Ẋ(t)||. (2)

Technically, the problem differs from (1) as the derivatives live in a different space, namely the
tangent spaces. The rationale is as follows. To handle possibly high dimension d, we would like to
maintain a storage cost being linear in d–which is achieved by letting Y (t) ∈M at all times–and a
computation cost being also linear in d when incrementally evolving our approximation Y (t), hence
the need to solve (2) efficiently. The solution to

Ẋ(t) = F (X(t)) (3)

may then be approximated by letting at all times Ẏ (t) be the solution to (2), where Ẋ(t) = F (X(t))
is replaced by F (Y (t)). Indeed, even if Y (t) ∈M, the matrix F (Y (t)) generally points to a direction
that makes Y (t) step out of M, hence the need to project it onto the tangent space TY (t)M.
Although TY (t)M is a vector space for each Y (t), solving (2) exactly while maintaining operations
being linear in d is not straightforward, and this is the object of the present paper.

Let us first consider M = S+(p, d). Low-rank approximations Y (t) to X(t) conveniently write
Y (t) = U(t)R(t)U(t)T with U(t) ∈ Rd×p a matrix whose columns are orthonormal and R(t) ∈
S+(p, p) a small-size positive definite (PD) symmetric matrix, as advocated in [16, 4, 19]. [16, 19]
address the following projection problem

min
Ẏ (t)∈TY (t)S

+(p,d)
||Ẏ (t)− Ẋ(t)|| (4)

in the sense of the Frobenius norm, where TY S+(p,d) denotes the tangent space to S+(p, d) at
Y ∈ S+(p,d). [16] derives expressions for U̇(t) and Ṙ(t) such that Ẏ (t) corresponds to the solution
of (4) indeed.

Historically, [5, 7, 19] proposed approximations to the continuous-time low-rank Riccati equation
using differential geometry, which were in particular applied to approximating the Linblad equations
in quantum physics. The work [7, 19] is in line with prior results of [16], where essentially one seeks
to orthogonally project the tangent vector in the sense of the Euclidean norm, whereas the approach
of [5] builds on the geometry of [4]. A judicious numerical time integrator was proposed in [22] with
recent extensions to matrices and tensors that preserve symmetry in [8].
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The present paper builds on [16, 7, 19], providing an invertible covariance matrix, by approximat-
ing derivatives on S+diag(p, d) and S+isot(p, d) instead. This has not been addressed to our knowledge,
and we provide closed-form formulas for the projection of the tangent vector. Although the method
is general, implementing the projection depends on the underlying differential equation being ap-
proximated. Of particular interest is the Riccati differential equation, that appears in a number of
applications, e.g., Kalman filtering, linear quadratic control, in stability analysis via the Lyapunov
function, or in computational statistics to estimate covariance matrices, see [17]. The interests of
the “low-rank plus diagonal" framework in the context of matrix dynamical approximation are as
follows:

• It allows for manipulation of invertible matrices, whereas low-rank approximations are inher-
ently non-invertible. Moreover, using Woodbury’s lemma, inversion of such an approximation
is feasible at all times, see (27) below.

• Approximation with a full rank matrix is desirable in estimation problems where Y encodes
a covariance matrix. A rank-deficient covariance may lead to over-confident estimates. In
Kalman filtering, this may lead the state variable estimates to spuriously drift, as shall be
shown in simulations.

• It ensures more flexibility while retaining a storage cost linear in d. Notably, it can capture
the individual variances of the variables for a large covariance matrix Y .

• Y admits a probabilistic interpretation: URUT + sId is the covariance of x = Uz + ν, with
z ∼ N (0, R) a small-dimensional latent variable mapped via U into a subspace of Rd, plus ν
an isotropic noise of magnitude s, [29, 13].

Our contributions and the organization of the paper are as follows. Previous work on low-rank
approximation of matrix differential equations [16, 19] is recapped in Section 2. Section 3 extends
the results to the low-rank plus diagonal case: We solve exactly in closed form for each t the following
extension of problem (4):

min
Ẏ (t)∈TY (t)S

+
diag(p,d)

||Ẏ (t)− Ẋ(t)||, (5)

for the set S+diag(p,d) and also for S+isot(p,d). In Section 4, we discuss implementation in high
dimension and show the approximation can be obtained exactly with a computational cost being
linear in d. In Section 5, we leverage the result to provide a tractable approximation to the Riccati
equation. This is applied to two problems. First, we derive a low-rank approximation to our
Wasserstein gradient flow of [18]. Then, we propose a novel low-rank plus diagonal Kalman filter
and illustrate the results on a tutorial example inspired by robotics. The code is made publicly
available.

As concerns low-rank techniques for Kalman filtering, we note the problem has arisen in data
assimilation for weather forecasting and oceanography [11], [30], where the state is driven by a partial
differential equation, and is thus encoded by a high dimensional vector (say, up to 1 million). Since
the Kalman filter needs to store the covariance matrix of the estimates, it meets the computer’s
memory limits when the dimension is high. Different variants have been proposed to tackle this
memory problem. The SEEK filter [30] is based on an SVD decomposition of the covariance matrix
and provides a low-rank Riccati update in discrete time. The ensemble Kalman filter [11, 20]
approximates the Riccati equation using Monte Carlo sampling. Very recently, and closely related
to the present paper, a method for efficient, approximate Gaussian (Kalman) filtering, including
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smoothing and marginal likelihood computation was developed using low-rank approximations on
S+(p, d), see [26]. In robotics, [28] proposed the sparse information filter (SEIF) filter to process
large maps for simultaneous localization and mapping.

2 Reminders on low-rank approximation

We start with the geometry of S+(p,d), and then recap existing results on dynamical low-rank
approximation.

2.1 Geometry of S+(p, d)

Any matrix Y ∈ S+(p, d) may be written as Y = URUT where R ∈ S+(p, p) is a small size
positive definite matrix, and U ∈ V(p,d) where V(p, d) denotes the set of d × p matrices with p
orthonormal columns, hence satisfying UTU = Ip, called the Stiefel manifold. Letting ΠU = UUT

be the projector onto the span of U and Π⊥
U = Id−UUT the projector onto the orthogonal subspace,

we have (ΠU )
2 = ΠU , (Π

⊥
U )

2 = Π⊥
U , Π

⊥
UU = 0, UTΠ⊥

U = 0.
The quotient geometry of S+(p,d) is thoroughly studied in [4]. Any tangent vector to S+(p,d)

may be represented by the infinitesimal variation (δU, δR) ∈ T(U,R)S
+(p,d) with (δU, δR) ∈ Rd×p×

Rp×p of the following form

δU = (Id − UUT )Γ, Γ ∈ Rd×p; δR ∈ Rp×p, δRT = δR. (6)

This may be interpreted as follows: An infinitesimal variation of U makes its columns move in the
subspace of Rd orthogonal to span(U), as we have (δU)⊤U = 0, ensuring that δ(UTU) = 0, in
accordnace with the constraint UTU = Ip. And an infinitesimal variation of R necessarily remains
symmetric [4]. The corresponding tangent vector δY = TY S+(p, d) at Y = URUT writes

δY = (δU)RUT + U(δR)UT + UR(δU)T . (7)

2.2 Optimal approximations on the tangent space

Any tangent vector to the set of full d × d PSD matrices at X is encoded by a matrix H ∈ Rd×d,
with H symmetric, see, e.g., [4]. Hence, given matrices X(t) depending smoothly on the parameter
t ∈ R, one may write at each time Ẋ(t) = H, and turn the problem (2), which specifies to (4) in
the present case, into the generic problem of solving

min
Ẏ (t)∈TY (t)S

+(p,d)
||Ẏ (t)−H||, (8)

with H symmetric and arbitrary. Replacing H with F (Y (t)) at each time t, and completing it
with an initial condition Y (t0) will yield an approximation

(
Y (t)

)
t≥t0 to the solution of the ODE

Ẋ = F (X). We have the following:

Proposition 1 (from [16, 19]). The orthogonal projection of a symmetric matrix H onto TY S+(p, d)
at Y = URUT is, in the retained form of tangent vectors (6),

δY = PU,R,s(H) = δURUT + UδRUT + URδUT ,

where the matrices are given by:

δU = (I − UUT )HUR−1, (9)

δR = UTHU. (10)
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The tangent vector then writes

PU,R,s(H) = HUUT + UUTH − UUTHUUT .

This choice solves problem (8), that is, it minimizes over matrices of the form δY = δURUT +
UδRUT + URδUT with constraints (6) the following cost

JH;U,R(δU, δR) = Tr((H − δY )2) = ||H − δY ||2, (11)

whose minimum is given by min JH;U,R(δU, δR) = Tr((I−UUT )H(I−UUT )H), and where we used
the trace form of Frobenius norm ||A||2 = Tr(ATA) = Tr(A2) for symmetric matrices.

Given a differential equation d
dtX(t) = F (X(t)) over PSD matrices of full size d× d, Equations

(9)-(10) readily yield U̇(t) and Ṙ(t) to implement its low-rank approximation at all times, letting
H = F (Y (t)) with Y (t) = U(t)R(t)U(t)T .

3 Optimal low-rank plus diagonal approximation

We now turn to our main theoretical results which consist of extensions to the low-rank plus diagonal
case.

3.1 Geometry of S+
diag(p, d) and S+

isot(p, d)

Take Y = URUT+ψ with ψ diagonal and having all its diagonal elements strictly positive. Recalling
(6), an element Y ∈ S+diag(p,d), along with tangent vectors δY ∈ TY S+diag(p, d) to this element, write

Y = URUT + ψ

δY = δURUT + UδRUT + URδUT + δψ

}
(FA) (12)

with δU, δR as in (6) and δψ diagonal.

Remark 1. In terms of geometric structure, S+(p,d) is a smooth embedded submanifold, albeit
not straightforward to prove. The interested reader is referred to [31], which contains two proofs:
Prop. 3.11, and another from [14] which is completed therein. Unfortunately, if we wonder whether
this extends to S+diag(p,d), we discover that S+diag(p, d) is not a submanifold: The dimension of the
tangent space is not constant, as can be seen by considering Y = xxT +ψ with x = (1, 0, 0)T on the
one hand, leading to a dimension of 5 for all δY , and x = (1, 1, 1)T on the other, then leading to
a dimension of 6. Thus, S+diag(1, 3) bears no manifold structure, but this shall not prevent one from
using (12) to represent the matrices and their derivatives, and refer to the set of all such δY as the
tangent space at Y .

Let us now turn to the PPCA decomposition, of the form Y = URUT + sId. So far, it has
been introduced as a subset of S+diag(p,d) based on the constraint φ = sId, for the sake of simplicity
of exposition. However, because some degrees of freedom are removed by this constraint, the
eigenvalues of Y are necessarily lower bounded by s > 0, as Y ⪰ sId, since URUT is PSD. Thus, Y
cannot have arbitrarily small eigenvalues in span(U). This motivates the use of a slightly different–
richer–parameterization. From now onwards, we define S+isot(p,d) as matrices of the form

Y = U(R− sI)UT + sI = URUT + s(I − UUT ) = URUT + sΠ⊥
U , (13)
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and impose that R ∈ S+(p,p), U ∈ V(p, d) and s > 0. This allows for S+isot(p, d) to be a bigger
approximating set, while retaining that Y is positive definite.

This leads to the following geometry for S+isot(p, d). An element Y ∈ S+isot(p, d) with associated
tangent vector δY ∈ T S+isot(p,d) in the PPCA form writes

Y = URUT + s(I − UUT ) = U(R− sI)UT + sI

δY = δU(R− sI)UT + U(δR− δsI)UT

+U(R− sI)δUT + δsI

 (PPCA) (14)

with δU, δR as in (6) and δs ∈ R.

3.2 Optimal approximation in the PPCA form

Let us start with the simpler PPCA decomposition.

Proposition 2. The orthogonal projection of a symmetric matrix H ∈ Rd×d onto TY ∈ S+isot(p, d)
is δY = δU(R− sI)UT + U(δR− δsI)UT + U(R− sI)δUT + δsI where the matrices are given by:

δs = [Tr(H)− Tr(UTHU)]/(d− p),
δU = (I − UUT )HU(R− sI)−1,

δR = UTHU.

(15)

The tangent vector then writes

PU,R,s(H) = HUUT + UUTH − UUTHUUT + δs(I − UUT ),
This choice minimizes over matrices of the form (14) the following cost

CH;U,R,s(δU, δR, δs) = Tr((H − δY )2). (16)

Proof. The cost (16), that is, the squared Frobenius norm between H and the tangent vector,
rewrites

Tr((H̃ − [δUR̃UT + UδRUT + UR̃δUT ])2),

with H̃ = H − δs(I − UUT ) and R̃ = R− sI. In other terms

CH;U,R,s(δU, δR, δs) = JH̃;U,R̃(δU, δR),

with J as in (11). The next step consists in writing

min
δU,δR,δs

CH;U,R,s = min
δs

(
min
δU,δR

CH;U,R,s

)
(17)

= min
δs

(
min
δU,δR

JH̃;U,R̃

)
(18)

= min
δs

Tr
(
(I − UUT )H̃(I − UUT )H̃

)
, (19)

using Proposition 1, which also shows that in the present case minδU,δR JH̃;U,R̃ corresponds to

δU = (I − UUT )H̃UR̃−1 = (I − UUT )HUR̃−1 (20)

δR = UT H̃U = UTHU. (21)

To conclude, we still have to solve (19). Recalling H̃ = H − δs(I − UUT ) we differentiate
Tr

(
(I − UUT )H̃(I − UUT )H̃

)
with respect to δs

J ′(δs) = −2Tr
(
(I − UUT )H̃

)
= −2Tr

(
(I − UUT )(H − δs(I − UUT ))

)
and we find δs = [Tr(H)− Tr(UTHU)]/(d− p).
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3.3 Optimal approximation in the FA form

The problem of projecting onto S+diag(p, d) is more difficult than the latter, as in the proof of
Proposition 2 we extensively used the isotropy of the diagonal term sId, namely U(sId)U

T = sUUT .
However, it turns out we may find a closed-form expression also in the FA decomposition. This
allows for capturing different individual variances in the subspace orthogonal to span(U).

The first step is to transform the optimization problem over the matrix ψ into a least-squares
problem for a vector consisting of its diagonal. The cost we want to minimize is

CH;U,R,ψ(δU, δR, δψ)

:= Tr((H − [δURUT + UδRUT + URδUT + δψ])2)

= Tr((H − δψ − [δURUT + UδRUT + URδUT ])2)

= Tr((H̃ − [δURUT + UδRUT + URδUT ])2)

= JH̃,U,R(δU, δR),

where now H̃ denotes H̃ = H − δψ. We write

min
δU,δR,δψ

C(δU, δR, δψ) = min
δψ

(
min
δU,δR

JH̃;U,R̃(δU, δR)
)
,

which is equal to minδψ JH̃;U,R(δU, δR) with

δU = (I − UUT )H̃UR−1, (22)

δR = UT H̃U, (23)

using (9), (10). Using Proposition 1, we see the cost function to minimize becomes

C̃(δψ) := Tr
(
(I − UUT )H̃(I − UUT )H̃

)
= Tr

(
H̃2

)
− 2Tr

(
UUT H̃2

)
+Tr

(
UUT H̃UUT H̃

)
.

(24)

(24) may be re-written as a vector least squares problem for the vector δψ := (δψ11, δψ22, . . . , δψdd)
T =

diag(δψ) ∈ Rd. This leads to the following optimal approximation.

Proposition 3. The orthogonal projection of a symmetric matrix H ∈ Rd×d onto TY ∈ S+diag(p, d)

is δY = δURUT + UδRUT + URδUT + δψ where the matrices are given by

diag(δψ) = δψ,

δU = (I − UUT )(H − δψ)UR−1,

δR = UT (H − δψ)U,
(25)

and where the vector δψ ∈ Rd that encodes the diagonal matrix δψ ∈ Rd×d is defined by

δψ = ((I − UUT )◦2)+diag((I − UUT )H(I − UUT )), (26)

letting + denote the Moore-Penrose inverse and where ◦ denotes the element-wise (Hadamard)
matrix product.
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Proof. Recall the notation Π⊥
U = Id − UUT . We may rewrite the cost (24) in terms of the vector

δψ, i.e., C̃(δψ) = C̄(δψ) and we find:

C̄(δψ) = Tr
(
(Π⊥

UH −Π⊥
Udiag(δψ))

2
)

= c− 2Tr(Π⊥
UHΠ⊥

Udiag(δψ)) + Tr(diag(δψ)Π⊥
Udiag(δψ)Π

⊥
U),

where c is a constant with respect to δψ. This may be re-written as a vector least-squares problem for
the vector δψ using the relation Tr(diag(x)Adiag(y)BT ) = xT (A ◦B)y where ◦ is the element-wise
matrix product. If we note 1d the vector of ones, the cost becomes:

C̃(δψ) = c− 21d
T (Π⊥

UHΠ⊥
U ◦ I)δψ + δψ

T
(Π⊥

U ◦Π⊥
U )δψ.

Taking the derivative with respect to δψ, we obtain:

∇C̄(δψ) = −2diag(Π⊥
UHΠ⊥

U ) + 2(Π⊥
U ◦Π⊥

U )δψ

Zeroing the gradient yields (26) indeed.

4 Implementation

We now discuss the interest of the results for the high-dimensional setting. Our goal, for tractability,
is to elicit operations and storage costs being linear in the dimension d. We prove that both methods
lead to projections that require linear computation cost in the dimension d, and discuss the numerical
cost in detail. A key result to our analysis is that any matrix Y of S+diag(p, d) or S+isot(p, d) is easily
inverted via the Woodbury lemma:

(URUT + ψ)−1 = ψ−1 − ψ−1U(R−1 + UTψ−1U)−1UTψ−1, (27)

a fact we will extensively use. Note that it also proves matrices of S+diag(p,d) and S+isot(p,d), contrary
to low-rank matrices of S+(p,d), can be inverted, and this with a numerical cost of inversion is
O(p3d), hence linear in the dimension d.

4.1 Numerically efficient formulation for the FA form

Equation (26) necessitates (pseudo)-inversion of a d× d matrix (I − UUT )◦2 which may hinder its
use in large dimension. However, it is amenable to a linear computation cost.

Proposition 4. The orthogonal projection (26) can be performed with linear computation cost in
d. Indeed, the required vector δψ ∈ Rd is given by (30) below, and can be advantageously computed
via (36).

To prove the result we start with a lemma, whose proof is technical and hence postponed to the
Appendix.

Lemma 1. The cost C̃(δψ) may be re-written as a function of the vector δψ ∈ Rd as follows:

C̃(δψ) = C̄(δψ) := α+ (h̄− δψ)T (h̄− δψ)

+ 4h̄TUδψ − 2δψ
T
D̄δψ − 2ΛT δψ + δψ

T
ΥΥT δψ,

(28)
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where α is a constant, h̄, h̄U ,Λ are all vectors of Rd, and were D̄ is a diagonal d× d matrix, and Υ
is a matrix, all being given below. Hence the gradient writes

1

2
∇C̄(δψ) =

(
I − 2D̄ +ΥΥT

)
δψ − Λ + 2h̄U − h̄, (29)

and the optimizer is given by

δψ =
(
I − 2D̄ +ΥΥT

)+(
h̄− 2h̄U + Λ

)
, (30)

The parameters in the equations above are:

h̄ = diag(H), h̄U := diag(UUTH) (31)

Λ = (Λ1, . . . ,Λd)
T ∈ Rd (32)

Λk =
∑

1≤i,j≤r
(UTHU)ijUkiUkj , 1 ≤ k ≤ d (33)

Γij = ((Γij)1, . . . , (Γij)d)
T ∈ Rd (34)

(Γij)k = UkiUkj , 1 ≤ k ≤ d, (35)

with Υ a matrix of size d× p(p+1)
2 whose first p(p−1)

2 columns are given by the vectors
√
2Γij, i < j,

and whose last r columns are Γii, and D̄ is the diagonal matrix defined by D̄ii =
∑r

j=1 U
2
ij. It may

be checked (30) coincides with (26).

The problem with (30) is that it requires inverting a d × d matrix, which is not affordable
computationally. When I − 2D̄ +ΥΥT is invertible, we can use Woodbury matrix identity instead
to express the solution (30) as

δψ =
(
φ− φΥ

(
I p(p+1)

2

+ΥTφΥ
)−1

ΥTφ
)(
h̄− 2h̄U + Λ

)
, (36)

where φ := (Id−2D̄)−1 is the inverse of a diagonal matrix, which may be efficiently computed using
only vectors of Rd, and where the p(p+1)

2 × p(p+1)
2 matrix I p(p+1)

2

+ΥTψΥ needs be inverted.

4.2 Computation cost

As a preliminary remark, we see that whatever the chosen low-rank decomposition, computing the
approximation requires storing and projecting the d × d symmetric matrix H. To perform this in
a high dimension we need to assume some sort of sparsity, or low-rank structure for H of the kind
H = GGT with G ∈ Rd×r where r ≪ d, or H ∈ S+ψ (r, d). This problem is already present in the
literature on low-rank approximations and has proved not to be a limitation in applications, see
[16, 19] and articles that followed. For our complexity analysis, we will henceforth suppose the
computational cost of computing UTHU is O(dp2). Note that to project the matrix in the PPCA
or FA form, all equations must be coded “vectorially”, that is, diagonal matrices are encoded by
vectors, and we carefully choose the order of operations to never multiply full-size matrices, e.g., in
(36).

Propositions 2, 3 and 4 give the formulas that one needs to evolve the factors U(t), R(t), s(t) or
U(t), R(t), ψ(t), where their derivatives are given by (15) and (25), (36) respectively. In the PPCA
form, to compute matrices (15) we see we need to perform O(dp2) operations. In the FA form,
implementation of (25) retains linear complexity in d. However in the efficient implementation (36)
of (26), we need to invert the p(p+1)

2 × p(p+1)
2 matrix I p(p+1)

2

+ΥTψΥ. This yields a computational
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cost of order O(dp2) + O(p6). We thus see that FA decomposition–albeit richer–comes at a price:
the number of “factors” p that may be used is more limited than in the PPCA decomposition.

To illustrate how the methods compare in terms of numerical cost, we propose to apply the three
methods for the approximation of a large-scale matrix H = GGT where G is a matrix of size d× r
generated randomly, where r > p is low, but sufficiently large for the p-rank approximation not to
be exact. Using a product form for H allows for low-memory-cost operations, in particular, we have
UHUT = (UG)(UG)T yielding a linear cost in d. The execution times of the different algorithms
are shown in Table 1 in dimension d = 106 where the computations are performed on a standard
laptop with Octave. All algorithms scale well to very high-dimensional problems. However, FA has
a higher computation time since it needs to invert a p(p+1)

2 × p(p+1)
2 matrix.

Table 1: Matrix projection with d = 106, p = 10, and r = 100
Set Projection method Execution time (s) Memory cost

S+(p,d) “Low-rank" 3.5 s dp
S+isot(p,d) “PPCA" 7 s dp
S+diag(p, d) “FA" 35 s dp+ p4/4

5 Application to the Riccati equation

In this section, we consider the following classical continuous-time Riccati equation in high dimension
d:

d

dt
P = AP + PAT +Q− PCTN−1CP, (37)

with P , A and Q are d× d high dimensional matrices, N is a k × k matrix and C is of size k × d.
P , Q and N are PSD matrices.

To store this covariance matrix P in high dimension a first solution is to project it onto the
low-rank manifold S+(p, d). To do so we replace P with Y = URUT in the right-hand side (37),
and we project the obtained matrix. Prop. 1 yields

U̇ = (I − UUT )(AU +QUR−1)

Ṙ = UTAUR+RUTATU + UTQU −RUTCTN−1CUR,
(38)

termed low-rank Riccati equation in [7]. This may be used as a low-rank proxy to the Kalman
filter. The obtained filter then performs inference in the low-dimensional subspace spanned by the
dominant eigenvectors [20].

To approximate (37) in S+isot(p,d) instead, we replace P with Y = URUT + s(I − UUT ) in the
right-hand side of (37) and we project the obtained matrix using (15).

Proposition 5 (PPCA-Riccati). The lift on S+isot(p,d) of the orthogonal projection of the vector
field defined by (37) writes

ṡ =
1

d− p
Tr

(
(I − UUT )(2sA+Q− s2CTN−1C)

)
(39)

U̇ = (I − UUT )(AUR+QU + sATU − sCTN−1CUR)(R− sI)−1 (40)

Ṙ = UTAUR+RUTATU + UTQU −RUTCTN−1CUR. (41)
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We have the following interpretation: (41) is the original Riccati equation (37) where matrices
are projected onto the subspace encoded by U , (40) resembles the Oja flow [24] that tracks the
dominant subspace of a symmetric matrix, and (39) provides an adaptation of parameter s to reflect
the inflation of the covariance under the vector field in the subspace orthogonal to span(U). Note
that, (39) offers guarantees that s(t) remains positive at all times, since as long as (I−UUT )Q ̸= 0,
we have s = 0⇒ ṡ > 0. Thus the lifted equations (39)-(41) preserve our PPCA form at all times.

In terms of implementation, we will need a numerical integration method for the obtained
differential equations. With h the time step and ṡ(t) = δs, U̇(t) = δU, Ṙ(t) = δR, one needs to
define s(t + h), U(t + h), R(t + h) so as Y (t + h) ∈ S+isot(p,d). This can be performed using a
retraction, see [1]. We let

s(t+ h)← s(t) + hδs (42)
U(t+ h)← retraction_qr(U(t), hδU) (43)

R(t+ h)← R1/2 exp(hR−1/2δRR−1/2)R1/2, (44)

where (43) is based on the retraction “retraction_qr" of the Stiefel manifold from the Manopt
toolbox [6], and (44) is a natural retraction on PD matrices [4], and where “exp" denotes the
usual matrix exponential, whose computation is tractable in the small dimension p. S+diag(p,d) is
similarly treated. Note that alternative schemes have been proposed on S+(p, d), see [16, 19, 23].
[22] even proposes a numerical integration method that avoids inverting the factor R, see [8] for
recent developments.

Regarding the FA approach, we can approximate (37) in S+diag(p, d) as follows. We write H :=

Ṗ = AP +PAT +Q−PSP with S = CTN−1C and P = URUT +ψ. After some calculations this
yields

Proposition 6 (FA-Riccati). The lift on S+diag(p,d) of the orthogonal projection of the vector field
defined by (37) writes

diag(ψ̇) = (I − 2D̄ +ΥΥT )+ diag((I − UUT )M(I − UUT ))
U̇ = (I − UUT )(M − δψ)UR−1 + (I − UUT )(AU − ψSU)

Ṙ = UT (M − δψ)U − UTψSUR−RUTSψU −RUTSUR+ UTAUR+RUTATU,

where M = Aψ + ψAT +Q− ψSψ, S = CTN−1C and D̄,Υ as in (30).

The pseudo-inversion may be avoided when p≪ d using the Woodbury formula as in equation
(36), leading to an update having a memory cost linear in d if the order of operations is taken
carefully.

We now propose two applications for the equations just obtained, one in the field of computa-
tional statistics where one seeks to approximate a fixed posterior distribution, for which we provide
a tractable approximation in high dimension through a Riccati flow, and one in the field of Kalman
filtering, with applications to robotics. The former is essentially an illustration of the applicabil-
ity of the method, while the latter aims at comparing the various approaches through numerical
simulations.

5.1 Application to computational statistics

We seek to approximate a distribution in high dimension which is the stationary solution of a
Langevin equation. In this context, Markov-Chain Monte Carlo (MCMC) has been extensively
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studied in statistical physics and machine learning [2]. Recently, variational inference [18] has been
used in this framework as an alternative form to MCMC to approximate the stationary distribution
with a Gaussian distribution. The final approximation is defined as the asymptotic limit of a flow
over the set of Gaussian distributions, parameterized by their mean and covariance matrix. The
flow for the covariance matrix has the form of a Riccati equation. To illustrate the applicability of
the methods developed in the present paper, we now show that the PPCA projection can be directly
applied to these flows to provide a memory-efficient and computationally tractable algorithm in high
dimension.

5.1.1 Wasserstein gradient flow for Gaussian variational inference

In Bayesian statistics, one is often faced with the problem of approximating a target posterior
distribution π that is known up to a normalizing constant, that is, we have access to ∇V (x) where
π(x) ∝ exp(−V (x)/ϵ). To compute a Gaussian approximation of π we may proceed as follows. The
following stochastic differential equation (Langevin dynamics):

dxt = −∇V (xt)dt+
√
2εdBt, (45)

is such that, under suitable assumptions, the marginal distribution of xt satisfies the Fokker-Planck
(partial differential) equation:

∂pt
∂t

= div(V pt) + ε∆pt, (46)

which has stationary distribution π. Thus, if one can approximate the solution to the latter equation
by a Gaussian density, one may hope the latter tends asymptotically to a Gaussian approximation
of π. In the recent work [18], the solution of this PDE has been approximated with a Gaussian
pt ≈ qt = N (µt, Pt) using variational inference. The following Gaussian flow:

µ̇t = −EX∼N (µt,Pt)[∇V (X)],

Ṗt = AtPt + PtA
T
t +Q,

Q := 2εI; At := −EX∼N (µt,Pt)[∇
2V (X)],

(47)

is shown to converge with exponential rate to the Gaussian distribution being the closest to the
target distribution π (in the sense of KL divergence), if V is strongly convex, see [18, Appendix
A]. For large-scale problems, the differential equation on Pt in equation (47) is problematic because
it requires storing at each time a d × d matrix. Moreover, the computation cost is (roughly)
cubic in the dimension due to matrix products, even if we overlook the difficulty of computing the
required expectations. This motivates a low-rank plus diagonal approximation to this Riccati-like
equation. We readily see the Wasserstein gradient flow (47) lends itself to the present low-rank
approximation framework, as it is of the form (37), provided that the expectations which define
At may be computed, and that they can be written in a factorized form compatible with the high
dimension.

5.1.2 Particular case of a Gaussian target

To fix ideas, let us see what the equations boil down to in the case where the target is Gaussian, that
is, π ∼ N (m, ϵM), to be consistent with π ∝ exp(−V/ϵ) so that V (x) = 1

2(x −m)TM−1(x −m).
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In this case, the expectations can be computed analytically and the variational Gaussian flow (47)
writes:

µ̇t = −M−1(µt −m)

Ṗt = 2εI −M−1Pt − PtM−1.

The equations have as stationary point (µ, P ) = (m, ϵM) which are the parameters of π, as expected.

Remark 2. We see the “pure" low-rank projection, defined by equation (9), of the covariance Pt
writes:

U̇ = −(I − UUT )M−1U,

and we recover minus the Oja flow [24], that is, the flow in a form that tracks the eigenvectors
corresponding to the smallest eigenvalues of M−1, thus, the dominant eigenspace of M .

5.1.3 PPCA approximation in the large-scale case

We now come back to a general target posterior π ∝ exp(−V/ϵ) and seek to approximate the
Gaussian flow (47) in a tractable form with high d. The first step is to approximate the expectation
under the Gaussian distribution appearing in the Gaussian flow (47) with K Monte-Carlo samples.
To this aim, we may let appear an outer product of the form:

EN (µt,Pt)[∇
2V (X)]Pt = EN (µt,Pt)[∇V (X)(X − µt)T ]

≈ 1

K

K∑
k=1

∇V (xkt )(x
k
t − µt)T = DtB

T
t where xkt ∼ qt,

Dt :=
1√
K

(
∇V (x1t ), . . . ,∇V (xNt )

)
Bt :=

1√
K

(
x1t − µt, . . . , xNt − µt

)
,

where the first equality comes from integration by parts (Stein Lemma [21]). We now only need to
store the matrices Bt and Dt of size d×K. In practice, the sampling is done after the discretization
of these ODEs at each integration step.

As Dt and Bt depend on the samples xkt generated from the distribution qt ∼ N (µt, Pt), where
in our PPCA approximation we let Pt = URUT + s(I − UUT ), we need to be able to sample from
a Gaussian distribution having such a factorized covariance matrix. A simple way to do so is as
follows. We first note that if we take Z1 ∼ N (0, URUT ) and Z1 ∼ N (0, s(I − UUT )) independent,
then Z1 + Z2 has the desired covariance. To sample Z1, one may sample a small-dimensional
variable Z3 ∼ N (0, R) and let Z1 = UZ3. To sample Z2, we may sample Z4 ∼ N (0, sI) and let
Z2 = (I − UUT )Z4.

The ODE we seek to approximate now takes the form:

Ṗt = 2εI − (DtB
T
t +BtD

T
t ). (48)

We project this equation onto the PPCA subset. This is achieved thanks to Proposition 5, and
it yields

ṡ =
1

d− p
Tr

(
2(I − UUT )(εI −DtB

T
t )

)
,

U̇ = (I − UUT )(2εI −DtB
T
t −BtDT

t )U(R− sI)−1,

Ṙ = UT (2εI −DtB
T
t −BtDT

t )U.
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These operations can be computed in a memory-efficient way using the relation TrDtB
T
t =∑d

i=1Dt[i, :]Bt[:, i] and UTDtB
T
t U = (UTDt)(U

TBt)
T to only manipulate vectors or matrices of

size p×K.
We have briefly shown that using the results of the present paper, the recent Wasserstein gradient

flow of [18] for variational inference is amenable to a PPCA approximation being compatible with
the high dimension. We now turn to another application and compare numerically the various
low-rank approaches.

5.2 Application to Kalman filtering

In this section, we consider the more standard problem of the Kalman filter in continuous time known
as the Kalman-Bucy filter. In Kalman filtering, we seek to estimate hidden physical quantities that
evolve over time and which are partially observed through a linear model. The covariance of the
state P satisfies the Riccati equation (37).

To assess the various low-rank approximations, we consider an example inspired by robotics. We
consider a swarm of d/2 agents in the 2D plane, each equipped with motion sensors, and governed
by the following dynamics

∀ 1 ≤ i ≤ d/2 d

dt
Xi = ui(t) + wi(t), (49)

where Xi ∈ R2 denotes the position of agent i, wi(t) is a white noise, and ui(t) a control input.
Measurements consist of relative position between some agents being neighbors in a visibility graph,
corrupted by noise vij(t), i.e.,

yij(t) = Xj(t)−Xi(t) + vij(t), (i, j) ∈ Γ. (50)

Moreover, there is a “queen", say, agent 1, having relatively more computational capacity
onboard–albeit limited–and which is equipped with a GPS, that is, we also measure y1(t) =
X1(t) + v1(t). The queen receives the dynamical motions ui(t) as well as the measurements yij(t),
and estimates the state of the whole swarm onboard, through a low-rank filter compatible with its
modest computational capabilities.

We integrate the Riccati equation with an Euler scheme (with step 0.01s) during 10s and consider
an initial covariance matrix factorized as purely low-rank P0 = URUT with R = 2Ip and U a random
Stiefel matrix, to allow for a common starting point. We set noise covariance to be N = 2I and
process noise covariance Q = D where D is a diagonal matrix whose diagonal consists of positive
values dispersed around 1, reflecting discrepancies in the accuracy of motion sensors of the agents.
In our experiments, each agent sees one other agent (that might be the queen), randomly picked
at the beginning. We tested changing the visibility graph over time but that does not change the
nature of the following results.

We compare the low-rank approximation [16, 19] with the two variants of our low-rank + di-
agonal approximation in dimension d = 200, that is, 100 agents, and a latent dimension p = 8
or p = 50 in Figure 1. We clearly observe the proposed approximations outperform the former in
terms of distance to the true covariance matrix. Moreover, the order of the curves is as expected:
Projections onto an increasing sequence of submanifolds yield in turn increasing accuracy for the
matrix differential equation approximation.

To assess the effect of approximating the Riccati equation on the Kalman filter’s state estimates,
we have compared the full-rank KF’s optimal estimates with those obtained by its computationally
cheaper variants, for a randomly distributed initial error, in a noise-free setting, that is, when using
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Figure 1: d = 200 with p = 8 (left) and p = 50 (right). Normalized distance between the covariance
matrix computed from the true full-rank Riccati equation and the ones computed from the low-rank,
low-rank + diagonal (FA) and low-rank + isotropic diagonal (PPCA) for the swarm example.
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Figure 2: d = 200 with p = 8 (left) and p = 50 (right). Norm of the error over time between the
filters’ state estimates and the full KF’s optimal estimate, for a randomly picked initial error in a
noise-free setting.

the Kalman filter as an observer, to get more legible curves. The results are given in Figure 2. We
see the deviation to the optimal estimates is much more contained when adding a diagonal matrix.

It is striking to see the PPCA method with p = 8 competes with the low-rank method of [19]
(arxiv preprint version) with p = 50 in terms of covariance matrix approximation, at the expense of
only 1 more scalar parameter. We also observe PPCA with p = 8 outperforms low-rank with p = 50
in terms of state estimate accuracy. More generally, the experiments show that adding a diagonal
term provides an efficient alternative to increasing the rank.

Two remarks are in order. First, we note that, although the curves indicate a clear improvement
of FA over PPCA, this is in fact largely due to the choice of anisotropic process noise, reflecting
a discrepancy in the motion sensors’ accuracy. When making the problem more “isotropic", the
differences between the two diminish. Then, we also observed that the initial condition P (0) plays
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an important role. Although we took P (0) ∈ S+(p, d) to allow for a common starting point, we
noted that departing from P (0) ∈ S+isot(p,d) naturally reduces the gap between FA and PPCA.

5.2.1 Source code

The code is available on Github for Octave or Matlab at https://github.com/marc-h-lambert/
Riccati-PPCA. It provides projections onto T S+(p, d), T S+isot(p,d) and T S+diag(p,d) of matrices
of the form H = GGT , or diagonal, or a linear combination, and scripts to redo the numerical
experiments.

5.2.2 Interest of invertible approximations in Kalman filtering

We conclude this section with a discussion about the relevance of low-rank approximations in
Kalman filtering. To illustrate the shortcomings of purely low-rank based methods, e.g., [19, 30, 5,
16, 20] for Kalman filtering, we consider a tutorial case, see Example 6.2.10 of [25]. Consider noisy
observations of a Brownian motion in a large dimension

dX = dw, dY = dX + dv, P (t0) = P̄ ,

with w, v Wiener process noises with covariance matrices Q = λI, N = νI. Assume one wants to
filter the noise out.

Low-rank KF The low-rank Riccati equation of [4, 19, 20] writes

U̇ = 0, Ṙ = UTQU −RUTN−1UR

as we have U̇ = (I−UUT )QUR−1 = λ(I−UUT )UR−1. As a result, R stabilizes to the steady-state
solution

√
λνIp. Let us see how the corresponding steady-state Kalman filter updates the state.

The static Kalman gain writes K = P∞C
TN−1 =

√
λ/ν U0U

T
0 where U0 is the initial value of U .

The steady-state KF equations are

dX̂ = K(dY − X̂dt) =
√
λ/ν UUT (dY − X̂dt).

We see that P is a degenerate low-rank matrix and the innovation vector dY − X̂dt is always
projected onto the same subspace by the operator UUT .

Low-rank plus diagonal KF in PPCA form By contrast, (39)-(41) write:

U̇ = 0, Ṙ = λIp −
1

ν
R2, ṡ = λ− s2

ν
.

The steady-state solution gives R =
√
λνIp and s =

√
λν. The associated KF equations write now:

P = URUT + s(I − UUT ) =
√
λνI

dX̂ = K(dY − X̂dt) =
√
λ/ν (dY − X̂dt).

In this particular example, we see we recover the equations of the full-rank steady-state Kalman
filter.

Proposition 7. Using the low-rank KF, the estimation error incurred grows unbounded E(||X −
X̂||2) → +∞. By contrast, using our low-rank plus diagonal approximation, E(||X − X̂||2) →√
λ/νd. Hence, the error is here optimally contained.
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Proof. For the low-rank KF we have d[(I−UUT )(X−X̂)] = (I−UUT )dw. Thus d
dtE(||X−X̂||2) ≥

(d− p)λ. By contrast, for the proposed KF, the estimation error is an Ornstein-Uhlenbeck process
whose norm stabilizes at

√
λ/νd.

Contrary to the robotics example, the latter problem obviously lends itself to the proposed
approximation, owing to C,Q,N being diagonal and isotropic, leading to a diagonal and isotropic
(stationary) covariance that is fully recovered on S+isot(p, d). However, it clearly illustrates the
interest of maintaining an invertible covariance matrix in Kalman filtering.

6 Conclusion

We have derived the orthogonal projection of any tangent vector to the set of PSD matrices onto the
tangent space to low-rank plus diagonal PSD matrices. This allows for an attractive alternative to
previous low-rank approximations of differential equations defined on the set of PSD matrices, in that
it retains their computational efficiency while allowing for more flexible, full-rank, approximations,
leading to better results for large-scale filtering. Our conclusion is as follows:

1. Existing (pure) low-rank PSD approximations have the shortcoming of having many null
eigenvalues, which comes with consequences. If they model a Gaussian covariance matrix, we
cannot compute the precision matrix, and there is no density. In Kalman filtering, this results
in overconfidence, potentially leading to large error drift in turn.

2. The proposed PPCA approximation is about as efficient in terms of memory and computa-
tional cost while having none of those drawbacks. We recommend its systematic use.

3. The proposed FA approximation additionally closely captures the diagonal elements. However,
it comes at a greater price, albeit retaining linearity in d. Its use shall be reserved for problems
known to have a strongly non-isotropic diagonal, which one wants to capture well.

As a perspective, we see that while PPCA is computationally efficient, it doesn’t reach the error
accuracies achieved by the FA format. It could prove useful to seek a practical criterion for switching
between these two formats. Besides, a criterion for choosing the rank p (or adapting it dynamically
over time) may also prove useful. A first step to address those perspectives is to observe that
the approximation error ∥H − P (H)∥2 can be computed at all times with a cost being linear in d
too, allowing for approximation quality assessment, as shown in Appendix B. An other interesting
perspective would be to explore how one could bring the proposed method to bear on the dynamic
factor analysis problem, see e.g., [12].
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A Proof of Lemma 1

Letting δψ1, · · · , δψd denote the diagonal elements of δψ, the cost (24) writes

C̄(δψ) =

n∑
i=1

(hii − δψi)2 + 4Tr(UUTHδψ)− 2Tr(UUT δψ2)

− 2Tr
(
UTHUUT δψU

)
+Tr

(
UT δψUUT δψU

)
:= 1○ + 2○ + 3○ + 4○ + 5○.

Let us analyze each term, and write them as functions of δψ := (δψ1, · · · , δψd)T = diag(δψ).

1○ =

n∑
i=1

(hii − δψi)2 = (h̄− δψ)T (h̄− δψ), h̄ := diag(H)

2○ = 4Tr(UUTHδψ) = 4h̄TUδψ, h̄U := diag(UUTH)

3○ = −2Tr(UUT δψ2) = −2
d∑

k=1

δψ2
k(

r∑
j=1

U2
kj) = −2δψ

T
D̄δψ

where we let D̄ be the diagonal matrix defined by D̄ii =
∑r

j=1 U
2
ij . As concerns the fourth term we

have

4○ = −2Tr
(
UTHUUT δψU

)
= −2

∑
1≤i,j≤r

(UTHU)ij(

d∑
k=1

δψkUkiUkj)

= −2
d∑

k=1

δψk
∑

1≤i,j≤r
(UTHU)ijUkiUkj

= −2ΛT δψ, Λ = (Λ1, · · · ,Λd)T ∈ Rd

with Λk =
∑

1≤i,j≤r(U
THU)ijUkiUkj for each k. Finally

5○ = Tr
(
UT δψUUT δψU

)
=

∑
1≤i,j≤r

(
d∑

k=1

δψkUkiUkj)
2

=
∑

1≤i,j≤r
(ΓTijδψ)

2,

where each Γij ∈ Rd is a vector whose k-th component is UkiUkj . Thus we seek to minimize

C̄(δψ) = (h̄− δψ)T (h̄− δψ) + 4h̄TUδψ − 2δψ
T
D̄δψ − 2ΛT δψ

+
∑

1≤i,j≤r
(ΓTijδψ)

2.

Thus

∇δψC̄(δψ) = 2(δψ − h̄) + 4h̄U − 4D̄δψ − 2Λ + 2
∑

1≤i,j≤r
ΓijΓ

T
ijδψ

⇒ 1

2
∇δψC̄(δψ) =

(
I − 2D̄ +

∑
1≤i,j≤r

ΓijΓ
T
ij

)
δψ − Λ + 2h̄U − h̄.
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And the optimizer is given by

δψ
∗
=

(
I − 2D̄ +

∑
1≤i,j≤r

ΓijΓ
T
ij

)−1(
h̄− 2h̄U + Λ

)
.

Finally, we note that
∑

1≤i,j≤r ΓijΓ
T
ij = ΥΥT where Υ is a d× p2 matrix whose columns consist of

the p2 vectors Γij . To avoid double counting we may take for Υ a matrix of size d × p(p+1)
2 whose

first p(p−1)
2 columns are given by the vectors

√
2Γij , i < j, and whose last r columns are the Γii’s.

B Monitoring the quality of approximation

An advantage of the method is that one may monitor the quality of the approximation by computing
the discrepancy ∥H−P (H)∥2 at all times, with a cost being linear in d. This opens up for methods
that could dynamically adapt the parameter p, or switch between PPCA and FA. Indeed, have the
following result.

Proposition 8. In the PPCA case, we have

∥H − PU,R,s(H)∥2 = Tr
(
(I − UUT )[H − δsI]T [H − δsI]

)
.

This may be compared to ∥H∥2 = ∥H−P (H)∥2+∥P (H)∥2 to assess the quality of the approximation.

As for the FA case, we have advantageously rewritten ∥H−PU,R,ψ(H)∥2 as the vector cost (28),
allowing for the following result.

Proposition 9. In the FA case, ∥H − PU,R,ψ(H)∥2 may be computed as (28) letting

α = Tr
(
H2

)
− 2Tr

(
UUTH2

)
+Tr

(
UUTHUUTH

)
− h̄T h̄.

This may be compared to ∥H∥2 = ∥H−P (H)∥2+∥P (H)∥2 to assess the quality of the approximation.

Proof. To compute the constant α in (28), we write C̃(0) = α+ h̄T h̄. This is also equal to (24) at
δψ = 0, i.e., letting H̃ = H in the expression. This yields α.
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