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# Local Halanay's Inequality with Application to Feedback Stabilization* 

Michael Malisoff $\dagger$ and Frédéric Mazenc ${ }^{\ddagger}$

Abstract. We provide a local version of an approach to proving asymptotic stability that is based on Halanay's inequality. Our results are applicable to a family of nonlinear systems that contain state and input delays. We determine input-to-state stability inequalities when the systems contain additive uncertainty. We combine the results with an observer and a Gramian approach, to solve an output feedback stabilization problem. Our numerical examples illustrate how our theorems lead to new basin of attraction estimates.
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1. Introduction. Since its introduction in [6], Halanay's inequality and its generalizations have been very useful in many cases to establish asymptotic stability properties for families of nonlinear systems. These results have been developed in several contributions, including [5], [7], [12], [13], [15], [16], and [17] for both continuous-time and discrete-time systems. In its basic form (e.g., [4, Lemma 4.2, p. 138]), Halanay's inequality calls for finding nonnegative valued differentiable functions $v$ and constants $a>0, b \in(0, a)$, and $T>0$ such that

$$
\begin{equation*}
\dot{v}(t) \leq-a v(t)+b \sup _{\ell \in[t-T, t]} v(\ell) \tag{1.1}
\end{equation*}
$$

holds for all $t \geq T$, in order to prove that $v(t)$ exponentially converges to 0 as $t \rightarrow+\infty$. See also works such as [20] for generalizations where, instead of being constants, the $a$ and $b$ in (1.1) can depend on $t$, which include cases where there are $t$ values such that $b(t)>a(t)$, and which explain the advantages of using Halanay's inequality approaches for stability analysis instead of standard Lyapunov function methods. However, to the best of our knowledge, they only apply to globally exponentially stable systems. On the other hand, in many cases, nonlinear systems are only locally exponentially stable, and in those cases, the global Halanay's results cannot be applied to establish global stability results. Moreover, surprisingly perhaps, to the best of our knowledge, there is no general result ensuring that a nonlinear system with input or state delays whose linear approximation at the origin is exponentially stabilizable is an open loop locally exponentially stable system (although substituting a feedback control may make the closed loop system locally exponentially stable). More generally, we think that the

[^0]local stability or stabilization of delayed systems is an under-studied topic even if [1], [3], and [9] present results on this subject. This motivates the present work.

We establish a local version of the Halanay's inequality based stability result for functions that satisfy a nonlinear differential inequality in a suitable local sense. We apply it to systems that contain small bounded additive uncertainties, and we determine input-to-state-stability (or ISS) inequalities; see below for the definition of ISS. The results can be applied to nonlinear systems with delays, and enable us to estimate basins of attraction. In Section 4, we apply this result to a local output feedback exponential stabilization problem using an observer and an invertible Gramian approach. We revisit the main result of the paper [11], by considering systems with poorly known nonlinear terms that violate the usual linear growth conditions.

We state and prove our local Halanay's inequality result in Section 2, which we use to prove our local exponential stabilization result for state feedback in Section 3, and our generalization for systems with outputs in Section 4. Our work covers nonlinear systems with distributed state delays and time-varying input delays. We illustrate our results in Section 5 using a controlled version of van der Pol's equation, and a system with an output and a saturation, whose structures preclude using previous methods to prove global stabilization, but which are amenable to our results. This leads to our estimates for basins of attraction and sufficient conditions on the bounds for the uncertainties for our local stabilization estimates to hold. Then in Section 6, we provide our suggestions for future research.

We use standard notation which we simplify when no confusion would arise. The dimensions of our Euclidean spaces are arbitrary, unless indicated otherwise, and $|\cdot|$ is the usual Euclidean vector norm and corresponding matrix operator norm. For matrices $A \in \mathbb{R}^{n \times n}$ and $B \in \mathbb{R}^{n \times n}$, we write $A \leq B$ provided $B-A$ is nonnegative definite, and $I$ denotes the identity matrix. When $r$ is a time variable, we use the standard notation $g_{r}(\ell)=g(r+\ell)$ for functions $g$ and all $\ell \leq 0$ and $r \geq 0$ such that $r+\ell$ is in the domain of $g$. We also use the standard family of functions $\mathcal{K}_{\infty}$ and the standard definitions of ISS [8, 19] and controllability [18]. Let us recall the definition of ISS systems. A system of the form

$$
\dot{X}(t)=f\left(t, X_{t}, \delta(t)\right)
$$

with initial conditions in the set $C^{0}([-\bar{\tau}, 0])$ of all $\mathbb{R}^{n}$-valued continuous functions that are defined in the interval $[-\bar{\tau}, 0]$ and a delay $\tau(t)$ valued in $[0, \bar{\tau}]$ for all $t \geq 0$ for a given constant $\bar{\tau} \geq 0$ is ISS with respect to $\delta$, where $\delta$ is a locally bounded piecewise continuous function, provided there are a function $\beta$ of class $\mathcal{K} \mathcal{L}$ and a function $\alpha$ of class $\mathcal{K}$ such that all the solutions of the system are such that

$$
|X(t)| \leq \beta\left(\left|X_{s}\right|, t-s\right)+\alpha\left(\sup _{m \in[s, t]}|\delta(m)|\right)
$$

for all $t \geq s$ and all $s \geq 0$.
2. Local ISS Hanalay's results. Let $\alpha:[0,+\infty) \rightarrow[0,+\infty)$ be a continuous, nonnegative valued and nondecreasing function such that there are two constants $v_{\star}>0$ and $a>0$ such that

$$
\begin{equation*}
\alpha\left(v_{\star}\right)=a \tag{2.1}
\end{equation*}
$$

$$
\begin{equation*}
V(t) \leq \sup _{m \in\left[s-\mathcal{L}_{0}, s\right]} V(m) e^{-\lambda(t-s)}+\int_{s}^{t} e^{b(m-t)} \zeta(m) \mathrm{d} m \tag{2.8}
\end{equation*}
$$

81 holds for all $t \geq s$ and for all $s \geq t_{*}$.

Remark 2.3. Two key differences between Theorem 2.2 and Theorem 3.2 in [15] are that (i) a disturbance is taken into account in Theorem 2.2 and (ii) Theorem 2.2 gives exponential stability when the disturbance is not present, whereas the [15, Theorem 3.2] establishes asymptotic stability. The specifics of the nonlinear functions involved in the nonlinear Halanay's inequality considered in [15] makes it possible to prove asymptotic stability of systems which are not exponentially stable. Proving a local ISS result for classes of systems that we will study below that are locally asymptotically stable but not exponentially stable when no disturbance is present is an interesting open problem. On the other hand, see [14] for results for systems of the form $\dot{x}(t)=A x(t)+f(x(t), u(t))$ having Banach spaces as the state spaces and having controls $u$ that are valued in a normed space, where $A$ is the generator of a $C_{0}$-semigroup. However, this class of systems from [14] do not include our main class of systems, where $x_{t}$ can enter in a nonlinear way and which therefore include nonlinear delay systems; see (3.3) below. Moreover, we believe that the methods of [14] do not lend themselves to being adapted or extended to cover our general systems, because of the nonlinearity of our systems in $x_{t}$. See also [2, Theorem 21] for time invariant cases, for which asymptotic stability is shown to imply local ISS.

Proof. Since the function $\alpha$ is nondecreasing, Lemma 2.1 and (2.4) ensure that

$$
\begin{equation*}
\dot{V}(t) \leq-(a+b) V(t)+\alpha\left(v_{\star}\right) \sup _{m \in\left[t-\mathcal{L}_{0}, t\right]} V(m)+\zeta(t) \tag{2.9}
\end{equation*}
$$

holds for all $t \geq t_{\star}$. From (2.1), we deduce that

$$
\begin{equation*}
\dot{V}(t) \leq-(a+b) V(t)+a \sup _{m \in\left[t-\mathcal{L}_{0}, t\right]} V(m)+\zeta(t) \tag{2.10}
\end{equation*}
$$

holds for all $t \geq t_{\star}$. Since $a>0$ and $b>0$, we can then apply Lemma A.1.1 in Appendix A. 1 below, to conclude.

Remark 2.4. The inequality (2.8) gives the ISS inequality

$$
\begin{equation*}
V(t) \leq \sup _{m \in\left[s-\mathcal{L}_{0}, s\right]} V(m) e^{-\lambda(t-s)}+\frac{1}{b} \sup _{m \in[s, t]} \zeta(m) \tag{2.11}
\end{equation*}
$$

for all $t \geq s$ and all $s \geq t_{*}$.
3. Local exponential stabilization result. We use Theorem 2.2 to solve a local stabilization problem for a class of nonlinear systems containing a small time-varying delay in the control law.
3.1. Studied system and preliminary result. Let $h:[0,+\infty) \rightarrow[0,+\infty)$ be a continuous function for which there is a constant $\bar{h}>0$ such that

$$
\begin{equation*}
0 \leq h(t) \leq \bar{h} \tag{3.1}
\end{equation*}
$$

for all $t \geq 0$. Let $\delta:[0,+\infty) \rightarrow \mathbb{R}^{n}$ be a continuous function that admits a constant $\bar{\Delta}$ such that

$$
\begin{equation*}
|\delta(t)| \leq \bar{\Delta} \tag{3.2}
\end{equation*}
$$

for all $t \geq 0$. Consider the system

$$
\begin{equation*}
\dot{x}(t)=A x(t)+B u(t-h(t))+\mathcal{F}\left(t, x_{t}\right)+\delta(t) \tag{3.3}
\end{equation*}
$$

where $x$ is valued in $\mathbb{R}^{n}$, the input $u$ is valued in $\mathbb{R}^{p}$, and $\mathcal{F}$ is locally Lipschitz with respect to its second argument and piecewise continuous with respect to the first.

Throughout this paper, we assume that the dynamics satisfy the usual forward completeness properties, with standard existence and uniqueness properties of solutions. Let $t_{0} \geq 0$. We consider initial functions $x_{0}:\left[t_{0}-\bar{h}, t_{0}\right] \rightarrow \mathbb{R}^{n}$, and we introduce three assumptions:

Assumption 1. The pair $(A, B)$ is controllable.
Assumption 2. There is a continuous nondecreasing function $\rho:[0,+\infty) \rightarrow[0,+\infty)$ that is not identically equal to zero such that

$$
\begin{equation*}
|\mathcal{F}(t, \phi)| \leq \sup _{m \in[-\bar{h}, 0]}|\phi(m)|^{2} \rho(|\phi(m)|) \tag{3.4}
\end{equation*}
$$

holds for all functions $\phi:[-\bar{h}, 0] \rightarrow \mathbb{R}^{n}$ and all $t \geq 0$.
It is well known that Assumption 1 provides a matrix $K \in \mathbb{R}^{p \times n}$ such that the matrix

$$
\begin{equation*}
H=A+B K \tag{3.5}
\end{equation*}
$$

is Hurwitz, and so also a symmetric positive definite matrix $P \in \mathbb{R}^{n \times n}$ and constants $c>0$ and $\bar{p}>0$ such that

$$
\begin{equation*}
P H+H^{\top} P \leq-c P \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
I \leq P \text { and }|P| \leq \bar{p} \tag{3.7}
\end{equation*}
$$

e.g., by using the Pole-Shifting Theorem (as stated in [18, p.186]) to find $K$, and by then solving the Riccati equation $P H+H^{\top} P=-I$ for $P$, and then choosing $c>0$ small enough such that $c P \leq I[18]$, and then scaling $P$ by a big enough positive constant if needed to satisfy our additional requirement that $P \geq I$. In what follows, we fix $\rho, K, P$, and $\bar{p}$ satisfying the preceding requirements, and we assume that $B K \neq 0$. Our last assumption is the following, which can be viewed as a smallness condition on $\bar{h}$ or on $\bar{\Delta}$ :

Assumption 3. There is a real value $s_{\star}>0$ such that with the choice

$$
\begin{equation*}
\omega_{0}=\left(2|A|+2|B K|+1+2 \sqrt{s_{\star}} \rho\left(\sqrt{s_{\star}}\right)\right) \bar{p} \tag{3.8}
\end{equation*}
$$

the inequality

$$
\begin{equation*}
\left(e^{2.1 \omega_{0} \bar{h}}-1\right) \frac{\bar{p} \bar{\Delta}^{2}}{\omega_{0}}<s_{\star} \tag{3.9}
\end{equation*}
$$

is satisfied.

$$
\begin{align*}
\dot{W}(t) \leq & \bar{p}(2|A|+2|B K|+1) \sup _{m \in[t-\bar{h}, t]} W(x(m)) \\
& +2 \bar{p} \sup _{m \in[t-\bar{h}, t]} W(x(m))^{3 / 2} \rho\left(\sqrt{\sup _{m \in[t-\bar{h}, t]} W(x(m))}\right)+\bar{p} \bar{\Delta}^{2} \tag{3.15}
\end{align*}
$$

In terms of the preceding notation and the positive definite quadratic function

$$
\begin{equation*}
W(x)=x^{\top} P x, \tag{3.10}
\end{equation*}
$$

where $x$ is valued in $\mathbb{R}^{n}$, we start with a technical lemma, where Assumption 3 ensures that (3.12) is satisfied when the initial function is valued in a small enough neighborhood of the origin:

Lemma 3.1. Let the system (3.3) satisfy Assumptions 1-3. With the preceding notation, consider (3.3) in closed-loop with the feedback

$$
\begin{equation*}
u(t-h(t))=K x(t-h(t)) \tag{3.11}
\end{equation*}
$$

for all $t \geq t_{0}$. Let $x$ be a solution of this system such that

$$
\begin{equation*}
\sup _{m \in\left[t_{0}-\bar{h}, t_{0}\right]} W(x(m)) e^{2.1 \omega_{0} \bar{h}}+\left(e^{2.1 \omega_{0} \bar{h}}-1\right) \frac{\overline{\bar{\nu}} \bar{\Delta}^{2}}{\omega_{0}}<s_{\star} . \tag{3.12}
\end{equation*}
$$

Then $x$ is defined over $\left[t_{0}-\bar{h}, t_{0}+2 \bar{h}\right]$ and

$$
\begin{equation*}
\sup _{m \in\left[t_{0}-\bar{h}, t_{0}+2 \bar{h}\right]} W(x(m)) \leq \sup _{m \in\left[t_{0}-\bar{h}, t_{0}\right]} W(x(m)) e^{2.1 \omega_{0} \bar{h}}+\left(e^{2.1 \omega_{0} \bar{h}}-1\right) \frac{\bar{p} \bar{\Delta}^{2}}{\omega_{0}} \tag{3.13}
\end{equation*}
$$

is satisfied.
Proof. Consider a solution $x(t)$ of this closed-loop system from the lemma such that (3.12) holds. Let $\left[t_{0}-\bar{h}, t_{0}+t_{\infty}\right)$ be the domain of definition of $x(t)$. Then $0<t_{\infty}<+\infty$ or $t_{\infty}=+\infty$. The time derivative of $W$ defined in (3.10) along this solution satisfies

$$
\begin{align*}
\dot{W}(t)= & 2 x(t)^{\top} P\left[A x(t)+B K x(t-h(t))+\mathcal{F}\left(t, x_{t}\right)+\delta(t)\right] \\
\leq & 2 \bar{p}|x(t)|\left[|A||x(t)|+|B K||x(t-h(t))|+\sup _{m \in[t-\bar{h}, t]}|x(m)|^{2} \rho(|x(m)|)\right]  \tag{3.14}\\
& +2|x(t)| \bar{p} \bar{\Delta}
\end{align*}
$$

for all $t \in\left(t_{0}, t_{0}+t_{\infty}\right)$, by (3.2), (3.4), (3.7), and the continuity of $\delta$. Since $\rho$ from Assumption 2 is nondecreasing, it follows from (3.7) that
by applying the triangle inequality to upper bound the last right side term in (3.14), in order to get $2|x(t)| \bar{p} \bar{\Delta} \leq \bar{p}|x(t)|^{2}+\bar{p} \bar{\Delta}^{2}$. In terms of the function

$$
\begin{equation*}
\bar{\omega}(s)=\bar{p}(2|A|+2|B K|+1) s+2 s^{3 / 2} \bar{p} \rho(\sqrt{s}), \tag{3.16}
\end{equation*}
$$

we therefore have

$$
\begin{equation*}
\dot{W}(t) \leq \bar{\omega}\left(\sup _{m \in[t-\bar{h}, t]} W(x(m))\right)+\bar{p} \bar{\Delta}^{2} \tag{3.17}
\end{equation*}
$$

for all $t \in\left(t_{0}, t_{0}+t_{\infty}\right)$ and, according to the definition of $\omega_{0}$ in (3.8), we have

$$
\begin{equation*}
\bar{\omega}(s) \leq \omega_{0} s \tag{3.18}
\end{equation*}
$$

for all $s \in\left[0, s_{\star}\right]$. We apply now Lemma A.2.1 in Appendix A. 2 below, with the choices

$$
\begin{equation*}
W(x(t)), \bar{\omega}, \omega_{0}, \bar{p}^{2} \bar{\Delta}^{2}, t_{0}, t_{\infty}, 2.1 \bar{h}, \sup _{m \in\left[t_{0}-\bar{h}, t_{0}\right]} W(x(m)), s_{\star}, \text { and } \bar{h} \tag{3.19}
\end{equation*}
$$

playing the roles of $Z(t), \Psi, \Psi_{0}, \bar{\Delta}, t_{a}, \tau, q, \bar{Z}, \omega$ and $T$, respectively. Assumption 3 ensures that Assumption A. 1 from Appendix A. 2 (which is needed to apply Lemma A.2.1) is satisfied. Also, (A.2.4) holds, since

$$
\begin{equation*}
W(x(t)) \leq \sup _{m \in\left[t_{0}-\bar{h}, t_{0}\right]} W(x(m)) \tag{3.20}
\end{equation*}
$$

for all $t \in\left[t_{0}-\bar{h}, t_{0}\right]$. Then inequality (3.12) ensures that the inequality (A.2.5) is satisfied. Therefore, according to Lemma A.2.1, it follows that for all $t \in\left[t_{0}-\bar{h}, t_{0}+\min \left\{t_{\infty}, 2.1 \bar{h}\right\}\right)$, we have

$$
\begin{equation*}
W(x(t)) \leq \sup _{m \in\left[t_{0}-\bar{h}, t_{0}\right]} W(x(m)) e^{2.1 \omega_{0} \bar{h}}+\left(e^{2.1 \omega_{0} \bar{h}}-1\right) \frac{\bar{p} \bar{\Delta}^{2}}{\omega_{0}} . \tag{3.21}
\end{equation*}
$$

Therefore, the finite escape time phenomenon does not occur over $\left[t_{0}-\bar{h}, t_{0}+2 \bar{h}\right]$, which implies that $t_{\infty}>2 \bar{h}$.
3.2. ISS result. Using the notation from Section 3.1, let us introduce the function

$$
\begin{equation*}
\beta(m)=2 \bar{h}|P B K|(|A|+|B K|)+2 \sqrt{m}(\bar{h}|P B K|+|P|) \rho(\sqrt{m}) . \tag{3.22}
\end{equation*}
$$

We now add the following assumption, which can again be regarded as a smallness condition on $\bar{h}$, where $c>0$ is the positive constant from (3.6):

Assumption 4. The bound $2 \bar{h}|P B K|(|A|+|B K|)<c / 4$ is satisfied.
It follows that there is a constant $w_{\star}>0$ such that

$$
\begin{equation*}
\beta\left(w_{\star}\right)=\frac{c}{4} \tag{3.23}
\end{equation*}
$$

and we fix a $w_{\star}$ satisfying the preceding requirement in the rest of this subsection. We also assume:

Assumption 5. The inequality

$$
\begin{equation*}
\frac{4}{c}\left(|P B K|^{2} \bar{h}^{2}+|P|^{2}\right) \bar{\Delta}^{2} \leq \frac{c w_{\star}}{4} \tag{3.24}
\end{equation*}
$$

holds.

$$
\begin{align*}
\dot{W}(t) \leq & -c W(x(t))-2 x(t)^{\top} P B K \int_{t-h(t)}^{t} \dot{x}(m) \mathrm{d} m  \tag{3.31}\\
& +2 x(t)^{\top} P \mathcal{F}\left(t, x_{t}\right)+2 x(t)^{\top} P \delta(t)
\end{align*}
$$

for all $t \in\left[t_{0}+\bar{h}, t_{\infty}\right)$, since the integral in (3.30) is $x(t)-x(t-h(t))$. According to (3.6), the
time derivative of $W$ along (3.30) satisfies
Assumption 5 can be viewed as a smallness condition on $\bar{\Delta}$. Let $\gamma>0$ be the constant such that

$$
\begin{equation*}
\gamma=\frac{c}{2}-\frac{c}{4} e^{2 \gamma \bar{h}} \tag{3.25}
\end{equation*}
$$

We are ready to state and prove the following result:
Theorem 3.2. Let the system (3.3) satisfy Assumptions 1-5. Then, with the notation from the preceding subsection, consider (3.3) in closed-loop with the control

$$
\begin{equation*}
u(t-h(t))=K x(t-h(t)) \tag{3.26}
\end{equation*}
$$

Consider any maximal solution $x(t)$ of the closed-loop system such that

$$
\begin{equation*}
\sup _{m \in\left[t_{0}-\bar{h}, t_{0}\right]} W(x(m)) e^{2.1 \omega_{0} \bar{h}}+\left(e^{2.1 \omega_{0} \bar{h}}-1\right) \frac{\bar{p} \bar{\Delta}^{2}}{\omega_{0}}<\min \left\{s_{\star}, w_{\star}\right\} \tag{3.27}
\end{equation*}
$$

holds. Then, for each $s \geq t_{0}+\bar{h}$, and with the choice

$$
\begin{equation*}
\mathcal{H}(m)=\frac{4}{c}|P B K|^{2} \bar{h} \int_{0}^{m}|\delta(r)|^{2} \mathrm{~d} r+\frac{4}{c}|P|^{2} \sup _{\ell \in[\bar{h}, m]}|\delta(\ell)|^{2}, \tag{3.28}
\end{equation*}
$$

the inequality

$$
\begin{equation*}
|x(t)| \leq \sqrt{\bar{p} \sup _{m \in[s-2 \bar{h}, s]}|x(m)|^{2} e^{-\gamma(t-s)}+\int_{s}^{t} e^{\frac{c}{4}(m-t)} \mathcal{H}(m) \mathrm{d} m} \tag{3.29}
\end{equation*}
$$

holds for all $t \geq s$.
Proof. We consider a trajectory $x$ of the closed-loop system satisfying the conditions of Theorem 3.2. Let $\left[t_{0}-\bar{h}, t_{\infty}\right)$ be the largest domain of definition of $x$. Notice for later use that it follows from Lemma 3.1 that the solution is defined over $\left[t_{0}-\bar{h}, t_{0}+2 \bar{h}\right]$, and that the inequality (3.13) holds. Then necessarily, $t_{\infty}>t_{0}+2 \bar{h}$. From the definition of $H$ in (3.5), we deduce that

$$
\begin{equation*}
\dot{x}(t)=H x(t)-B K \int_{t-h(t)}^{t} \dot{x}(m) \mathrm{d} m+\mathcal{F}\left(t, x_{t}\right)+\delta(t) \tag{3.30}
\end{equation*}
$$

for all $t \in\left[t_{0}+\bar{h}, t_{\infty}\right)$.

$$
\begin{align*}
\dot{W}(t) \leq & -c W(x(t)) \\
& +2|x(t)||P B K| \int_{t-h(t)}^{t}\left|A x(m)+B K x(m-h(m))+\mathcal{F}\left(m, x_{m}\right)+\delta(m)\right| \mathrm{d} m  \tag{3.32}\\
& +2 x(t)^{\top} P \mathcal{F}\left(t, x_{t}\right)+2 x(t)^{\top} P \delta(t)
\end{align*}
$$

$$
\begin{align*}
\dot{W}(t) \leq & -c W(x(t))+2|P B K||x(t)| \int_{t-h(t)}^{t}|A x(m)| \mathrm{d} m \\
& +2|P B K||x(t)| \int_{t-h(t)}^{t}|B K x(m-h(m))| \mathrm{d} m \\
& +2|P B K||x(t)| \int_{t-h(t)}^{t}\left|\mathcal{F}\left(m, x_{m}\right)\right| \mathrm{d} m+2 x(t)^{\top} P \mathcal{F}\left(t, x_{t}\right)  \tag{3.33}\\
& +2|P B K||x(t)| \int_{t-h(t)}^{t}|\delta(m)| \mathrm{d} m+2 x(t)^{\top} P \delta(t)
\end{align*}
$$

225 for all $t \in\left[t_{0}+\bar{h}, t_{\infty}\right)$. From our bound $\bar{h}$ on $h$ from (3.1), Assumption 2, and (3.7), we deduce that

$$
\begin{align*}
\dot{W}(t) \leq & -c W(x(t))+2 \bar{h}|P B K||A| \sup _{m \in[t-\bar{h}, t]} W(x(m)) \\
& +2 \bar{h}|P B K \| B K| \sup _{m \in[t-2 \bar{h}, t]} W(x(m))  \tag{3.34}\\
& +2|P B K||x(t)| \int_{t-h(t)}^{t} \sup _{r \in[m-\bar{h}, m]}|x(r)|^{2} \rho(|x(r)|) \mathrm{d} m  \tag{227}\\
& +2|x(t)||P| \sup _{m \in[t-\bar{h}, t]]}|x(m)|^{2} \rho(|x(m)|) \\
& +2\left|P B K\left\|x(t)\left|\int_{t-h(t)}^{t}\right| \delta(m)|\mathrm{d} m+2| P\right\| x(t) \| \delta(t)\right|
\end{align*}
$$

228 for all $t \in\left[t_{0}+\bar{h}, t_{\infty}\right)$. Since $\rho$ is nondecreasing, we get

$$
\begin{align*}
\dot{W}(t) \leq & -c W(x(t))+2 \bar{h}|P B K|(|A|+|B K|) \sup _{m \in[t-2 \bar{h}, t]} W(x(m)) \\
& +2 \bar{h}|P B K| \rho\left(\sup _{m \in[t-2 \bar{h}, t]} \sqrt{W(x(m))}\right) \mathrm{d} m \sup _{m \in[t-2 \bar{h}, t]} W(x(m))^{\frac{3}{2}} \\
& +2|P||x(t)||\delta(t)|  \tag{3.35}\\
& +2|P| \sup _{m \in[t-2 \bar{h}, t]} W(x(m))^{\frac{3}{2}} \rho\left(\sup _{m \in[t-2 \bar{h}, t]} \sqrt{W(x(m))}\right) \\
& +2|P B K||x(t)| \int_{t-h(t)}^{t}|\delta(m)| \mathrm{d} m
\end{align*}
$$

for all $t \in\left[t_{0}+\bar{h}, t_{\infty}\right)$. We next use the triangle inequality, Jensen's inequality, and (3.7), to get

$$
\begin{align*}
& 2|P B K||x(t)| \int_{t-h(t)}^{t}|\delta(m)| \mathrm{d} m \leq \frac{c}{4} W(x(t))+\frac{4}{c}|P B K|^{2} \bar{h} \int_{t-h(t)}^{t}|\delta(m)|^{2} \mathrm{~d} m \text { and }  \tag{3.36}\\
& 2|P||x(t)||\delta(t)| \leq \frac{c}{4} W(x(t))+\frac{4}{c}|P|^{2}|\delta(t)|^{2}
\end{align*}
$$

It follows from (3.35) that

$$
\begin{align*}
\dot{W}(t) \leq & -\frac{c}{2} W(x(t))+2 \bar{h}|P B K|(|A|+|B K|) \sup _{m \in[t-2 \bar{h}, t]} W(x(m)) \\
& +\frac{4}{c}|P B K|^{2} \bar{h} \int_{t-h(t)}^{t}|\delta(m)|^{2} \mathrm{~d} m  \tag{3.37}\\
& +2(\bar{h}|P B K|+|P|) \sup _{m \in[t-2 \bar{h}, t]} W(x(m))^{\frac{3}{2}} \rho\left(\sup _{m \in[t-2 \bar{h}, t]} \sqrt{W(x(m))}\right) \\
& +\frac{4}{c}|P|^{2}|\delta(t)|^{2}
\end{align*}
$$

holds for all $t \in\left[t_{0}+\bar{h}, t_{\infty}\right)$. Therefore, we have

$$
\begin{equation*}
\dot{W}(t) \leq-\frac{c}{2} W(x(t))+\beta\left(\sup _{m \in[t-2 \bar{h}, t]} W(x(m))\right) \sup _{m \in[t-2 \bar{h}, t]} W(x(m))+\delta_{\sharp}(t) \tag{3.38}
\end{equation*}
$$

for all $t \in\left[t_{0}+\bar{h}, t_{\infty}\right)$, where $\beta$ was defined in (3.22) and

$$
\begin{equation*}
\delta_{\sharp}(t)=\frac{4}{c}|P B K|^{2} \bar{h} \int_{t-h(t)}^{t}|\delta(m)|^{2} \mathrm{~d} m+\frac{4}{c}|P|^{2}|\delta(t)|^{2} . \tag{3.39}
\end{equation*}
$$

Note that (3.2) implies that $\left|\delta_{\sharp}(t)\right| \leq \frac{4}{c}\left(|P B K|^{2} \bar{h}^{2}+|P|^{2}\right) \bar{\Delta}^{2}$ for all $t \geq \bar{h}$. Hence, (3.24) gives

$$
\begin{equation*}
\left|\delta_{\sharp}(t)\right| \leq \frac{c w_{\star}}{4} \tag{3.40}
\end{equation*}
$$

for all $t \geq \bar{h}$. Then let us recall that (3.13) holds, by (3.27). Consequently (3.27) ensures that

$$
\begin{equation*}
\sup _{m \in\left[t_{0}-\bar{h}, t_{0}+2 \bar{h}\right]} W(x(m))<w_{\star} \tag{3.41}
\end{equation*}
$$

We can now apply Theorem 2.2 with $\lambda=\gamma$, and with

$$
\begin{align*}
& V(t)=W(x(t)), a=b=c / 4, \alpha=\beta, \zeta(t)=\sup _{\ell \in[\bar{h}, t]}\left|\delta_{\sharp}(\ell)\right|, \mathcal{L}_{0}=2 \bar{h}, v_{\star}=w_{\star},  \tag{3.42}\\
& \tau=t_{\infty}, \text { and } t_{\star}=t_{0}+\bar{h}
\end{align*}
$$

Note that (3.23) ensures that (2.1) is satisfied. Then (3.40)-(3.41) ensure that (2.2)-(2.3) are satisfied. Using Lemma 2.1, we can prove that the finite escape time phenomenon does not occur, so $t_{\infty}=+\infty$, and Theorem 2.2 gives

$$
\begin{equation*}
W(x(t)) \leq \sup _{m \in[s-2 \bar{h}, s]} W(x(m)) e^{-\gamma(t-s)}+\int_{s}^{t} e^{\frac{c}{4}(m-t)} \sup _{\ell \in[\bar{h}, m]}\left|\delta_{\sharp}(\ell)\right| \mathrm{d} m \tag{3.43}
\end{equation*}
$$

when $t \geq s \geq t_{0}+\bar{h}$ where $\gamma$ is the constant defined in (3.25), and where the sup was needed in (3.42) and in the integrand in (3.43) because Theorem 2.2 requires its function $\zeta$ to be nondecreasing. Hence, (3.7) gives

$$
\begin{equation*}
|x(t)|^{2} \leq \bar{p} \sup _{m \in[s-2 \bar{h}, s]}|x(m)|^{2} e^{-\gamma(t-s)}+\int_{s}^{t} e^{\frac{c}{4}(m-t)} \sup _{\ell \in[\bar{h}, m]}\left|\delta_{\sharp}(\ell)\right| \mathrm{d} m \tag{3.44}
\end{equation*}
$$

for all $t \geq s \geq t_{0}+\bar{h}$. This allows us to conclude.

## 4. Output feedback local stabilization.

4.1. Statement of result. Consider the system

$$
\left\{\begin{align*}
\dot{x}(t) & =A x(t)+B u(t)+\mathcal{G}(x(t))+\delta(t)  \tag{4.1}\\
y(t) & =C x(t)
\end{align*}\right.
$$

with $x$ valued in $\mathbb{R}^{n}$, the input $u$ is valued in $\mathbb{R}^{p}$, the output $y$ valued in $\mathbb{R}^{q}, \mathcal{G}$ being a locally Lipschitz nonlinear function and $\delta$ being continuous. We introduce two assumptions:

Assumption 6. The pair $(A, C)$ is observable, the pair $(A, B)$ is controllable, and the system (4.1) is forward complete for each continuous choice of $u:[0,+\infty) \rightarrow \mathbb{R}^{p}$.

Assumption 7. There is a continuous, nondecreasing function $\kappa:[0,+\infty) \rightarrow[0,+\infty)$ that is not identically equal to the zero function such that

$$
\begin{equation*}
|\mathcal{G}(x)| \leq|x|^{2} \kappa(|x|) \tag{4.2}
\end{equation*}
$$

holds for all $x \in \mathbb{R}^{n}$.
Since $(A, B)$ is controllable, we can argue as in Section 3.1 to find a matrix $K \in \mathbb{R}^{p \times n}$, a symmetric and positive definite matrix $P \in \mathbb{R}^{n \times n}$, and constants $c>0$ and $\bar{p}>0$ such that

$$
\begin{equation*}
P H+H^{\top} P \leq-c P \tag{4.3}
\end{equation*}
$$

where

$$
\begin{equation*}
H=A+B K \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
I \leq P \text { and }|P| \leq \bar{p} \tag{4.5}
\end{equation*}
$$

Let $T>0$ be a constant and set

$$
\begin{equation*}
E=\int_{-T}^{0} e^{A^{\top} s} C^{\top} C e^{A s} \mathrm{~d} s \tag{4.6}
\end{equation*}
$$

Assumption 6 implies that the matrix $E$ is invertible, e.g., by [18]. We also use the functions $\hat{x}$ and $\mu$ that are defined by

$$
\begin{equation*}
\hat{x}(t)=E^{-1} \int_{t-T}^{t} e^{A^{\top}(s-t)} C^{\top} y(s) \mathrm{d} s+E^{-1} \int_{t-T}^{t} e^{A^{\top}(s-t)} C^{\top} C \int_{s}^{t} e^{A(s-m)} B u(m) \mathrm{d} m \mathrm{~d} s \tag{4.7}
\end{equation*}
$$

279 for all $t \geq T$ and $\hat{x}(t)=0$ for all $t \in[0, T)$, and

280

$$
\begin{equation*}
\mu\left(x_{t}\right)=E^{-1} \int_{t-T}^{t} e^{A^{\top}(s-t)} C^{\top} C \int_{s}^{t} e^{A(s-m)} \mathcal{G}(x(m)) \mathrm{d} m \mathrm{~d} s \tag{4.8}
\end{equation*}
$$

281 which is defined for all $t \geq T$. We also fix any constant $g$ such that

282

$$
\begin{equation*}
g \geq\left(\int_{-T}^{0} \int_{s}^{0}\left|B K E^{-1} e^{A^{\top} s} C^{\top} C e^{A(s-m)}\right| \mathrm{d} m \mathrm{~d} s\right)^{2} \tag{4.9}
\end{equation*}
$$
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$$
\begin{equation*}
\gamma_{0}(u)=\frac{8}{c} \bar{p}(1+g) \kappa^{2}(\sqrt{u}) u \tag{4.10}
\end{equation*}
$$

285

$$
\begin{equation*}
\gamma_{0}\left(u_{\star}\right)=\frac{c}{4} \tag{4.11}
\end{equation*}
$$

Using the preceding notation, our final assumption is the following smallness condition on the $\delta_{i}$ 's:

Assumption 8. There are a vector $M=\left[m_{1}, \ldots, m_{n}\right]^{\top} \in[0,+\infty)^{n}$, a constant $\bar{\Delta}>0$, and a constant $d>0$ such that

$$
\begin{equation*}
d \geq\left(1+\int_{-T}^{0} \int_{s}^{0}\left|B K E^{-1} e^{A^{\top} s} C^{\top} C e^{A(s-m)} M\right| \mathrm{d} m \mathrm{~d} s\right)|M| \tag{4.12}
\end{equation*}
$$

292 for which the conditions

$$
\begin{equation*}
\sup _{t \geq 0}\left|\delta_{i}(t)\right| \leq m_{i} \bar{\Delta} \text { for } i=1, \ldots, n \tag{4.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{\Delta}<\frac{c}{4 d} \sqrt{\frac{u_{\star}}{\bar{p}}} \tag{4.14}
\end{equation*}
$$

296 are satisfied.
(4.15) $\quad \delta^{\sharp}(t)=\delta(t)-B K E^{-1} \int_{t-T}^{t} e^{A^{\top}(s-t)} C^{\top} C \int_{s}^{t} e^{A(s-m)} \delta(m) \mathrm{d} m \mathrm{~d} s$.
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Let $\nu>0$ be the constant such that
(4.16)

$$
\nu=\frac{c}{2}-\frac{c}{4} e^{\nu T}
$$

In terms of the preceding notation, our main result of this subsection is:

Theorem 4.1. Consider the system (4.1) in closed-loop with the output feedback

$$
\begin{equation*}
u(t)=K \hat{x}(t) \tag{4.17}
\end{equation*}
$$

Let Assumptions 6-8 hold. Consider any maximal solution $x(t)$ of this system such that

$$
\begin{equation*}
\sup _{\ell \in[0, T]} x(\ell)^{\top} P x(\ell)<u_{\star} \tag{4.18}
\end{equation*}
$$

Then, for each $s \geq T$, the inequality

$$
\begin{equation*}
|x(t)| \leq \sqrt{\bar{p}} \sqrt{\sup _{m \in[s-T, s]}|x(m)|^{2} e^{-\nu(t-s)}+\frac{4}{c} \int_{s}^{t} e^{\frac{c}{4}(m-t)} \sup _{\ell \in[T, m]}\left|\delta^{\sharp}(\ell)\right|^{2} \mathrm{~d} m} \tag{4.19}
\end{equation*}
$$

holds for all $t \geq s$.
Remark 4.2. From the inequality (4.19) and the subadditivity of the square root, we can deduce a standard ISS inequality. A crucial difference between our result and the one of [11] is that we do not assume that the function $\mathcal{G}$ is known. Instead, we assume that the function $\kappa$ in Assumption 7 is known. Note that the observer $\hat{x}$ is not present in the inequality (4.19) and the rate of convergence of $x(t)$ depends only on the choices of $K$ and $T$. Therefore we can view $\hat{x}$ as an "almost finite time observer". We have assumed that (4.1) is forward complete. This is a technical assumption, but we conjecture that it can be relaxed. Since $u_{\star}>0$, one can often use continuous dependence arguments to check (4.18), e.g., when $\delta=0$ because then the closed loop system admits a 0 equilibrium, which allows us to satisfy (4.18) in cases where $|\delta(t)|$ is known to be small enough for all values $t \in[0, T]$.
4.2. Proof of Theorem 4.1. The system (4.1) in closed loop with (4.17) is

$$
\begin{equation*}
\dot{x}(t)=A x(t)+B K \hat{x}(t)+\mathcal{G}(x(t))+\delta(t) \tag{4.20}
\end{equation*}
$$

By applying the method of variation of parameters to (4.20) on the interval $[s, t]$ for any $s \in[t-T, t]$, then left multiplying the result by $e^{A^{\top}(s-t)} C^{\top} C e^{A(s-t)}$ and then integrating the result over all $s \in[t-T, t]$, it follows that

$$
\begin{equation*}
x(t)=\hat{x}(t)+\mu\left(x_{t}\right)+E^{-1} \int_{t-T}^{t} e^{A^{\top}(s-t)} C^{\top} C \int_{s}^{t} e^{A(s-m)} \delta(m) \mathrm{d} m \mathrm{~d} s \tag{4.21}
\end{equation*}
$$

for all $t \geq T$. By solving for $\hat{x}$ in (4.21) and substituting the result into (4.20), it follows that

$$
\begin{align*}
\dot{x}(t)= & A x(t)+B K\left(x(t)-\mu\left(x_{t}\right)-E^{-1} \int_{t-T}^{t} e^{A^{\top}(s-t)} C^{\top} C \int_{s}^{t} e^{A(s-m)} \delta(m) \mathrm{d} m \mathrm{~d} s\right)  \tag{4.22}\\
& +\mathcal{G}(x(t))+\delta(t)
\end{align*}
$$

for all $t \geq T$. From the definitions of $H=A+B K$ from (4.4) and the $\delta^{\sharp}$ formula in (4.15), it follows that for all $t \geq T$, we obtain

$$
\begin{equation*}
\dot{x}(t)=H x(t)-B K \mu\left(x_{t}\right)+\mathcal{G}(x(t))+\delta^{\sharp}(t) . \tag{4.23}
\end{equation*}
$$

Notice for later use that Assumption 8 and the Cauchy-Schwarz inequality imply that

$$
\begin{equation*}
\left|\delta^{\sharp}(t)\right| \leq|M| \bar{\Delta}+|M| \int_{t-T}^{t} \int_{s}^{t}\left|B K E^{-1} e^{A^{\top}(s-t)} C^{\top} C e^{A(s-m)} M\right| \mathrm{d} m \mathrm{~d} s \bar{\Delta} \leq d \bar{\Delta} \tag{4.24}
\end{equation*}
$$

for all $t \geq T$, where $d$ was introduced in (4.12). Now, we introduce the Lyapunov function:

$$
\begin{equation*}
U(x)=x^{\top} P x \tag{4.25}
\end{equation*}
$$

Its time derivative along all trajectories of (4.23) satisfies

$$
\begin{equation*}
\dot{U}(t)=2 x(t)^{\top} P\left[H x(t)-B K \mu\left(x_{t}\right)+\mathcal{G}(x(t))+\delta^{\sharp}(t)\right] \tag{4.26}
\end{equation*}
$$

for all $t \geq T$. From (4.3), it follows that

$$
\begin{align*}
\dot{U}(t) \leq & -c U(x(t))+2 x(t)^{\top} P\left[-B K \mu\left(x_{t}\right)+\mathcal{G}(x(t))+\delta^{\sharp}(t)\right] \\
\leq & -c U(x(t))+2\left\{x(t)^{\top} \sqrt{P}\right\}\left\{\sqrt{P}\left[-B K \mu\left(x_{t}\right)+\mathcal{G}(x(t))+\delta^{\sharp}(t)\right]\right\}  \tag{4.27}\\
\leq & -\frac{c}{2} U(x(t))+\frac{2}{c}\left[-B K \mu\left(x_{t}\right)+\mathcal{G}(x(t))+\delta^{\sharp}(t)\right]^{\top} P\left[-B K \mu\left(x_{t}\right)\right. \\
& \left.+\mathcal{G}(x(t))+\delta^{\sharp}(t)\right]
\end{align*}
$$

where the last inequality came from applying Young's inequality to get $2 a b \leq \frac{c}{2}|a|^{2}+\frac{2}{c}|b|^{2}$, where $a$ and $b$ are the terms in curly braces in (4.27). Consequently, the Cauchy-Schwarz inequality gives

$$
\begin{align*}
\dot{U}(t) & \leq-\frac{c}{2} U(x(t))+\frac{4}{c} \bar{p}\left[\left|-B K \mu\left(x_{t}\right)+\mathcal{G}(x(t))\right|^{2}+\left|\delta^{\sharp}(t)\right|^{2}\right] \\
& \leq-\frac{c}{2} U(x(t))+\frac{8}{c} \bar{p}\left[\left|B K \mu\left(x_{t}\right)\right|^{2}+|\mathcal{G}(x(t))|^{2}\right]+\frac{4 \bar{p}}{c}\left|\delta^{\sharp}(t)\right|^{2} \tag{4.28}
\end{align*}
$$

for all $t \geq T$. We can then use our choice (4.8) of $\mu$ to obtain

$$
\begin{align*}
\left|B K \mu\left(x_{t}\right)\right| & =\left|\int_{t-T}^{t} \int_{s}^{t} B K E^{-1} e^{A^{\top}(s-t)} C^{\top} C e^{A(s-m)} \mathcal{G}(x(m)) \mathrm{d} m \mathrm{~d} s\right|  \tag{4.29}\\
& \leq \int_{t-T}^{t} \int_{s}^{t}\left|B K E^{-1} e^{A^{\top}(s-t)} C^{\top} C e^{A(s-m)}\right||x(m)|^{2} \kappa(|x(m)|) \mathrm{d} m \mathrm{~d} s
\end{align*}
$$

where the last inequality is a consequence of (4.2). Since $\kappa$ is nondecreasing, it follows that

$$
\begin{aligned}
& \left|B K \mu\left(x_{t}\right)\right| \\
& \leq \int_{t-T}^{t} \int_{s}^{t}\left|B K E^{-1} e^{A^{\top}(s-t)} C^{\top} C e^{A(s-m)}\right| \mathrm{d} m \mathrm{~d} s \sup _{r \in[t-T, t]}|x(r)|^{2} \kappa\left(\sup _{r \in[t-T, t]}|x(r)|\right) \\
& =\int_{-T}^{0} \int_{s}^{0}\left|B K E^{-1} e^{A^{\top} s} C^{\top} C e^{A(s-m)}\right| \mathrm{d} m \mathrm{~d} s \sup _{r \in[t-T, t]}|x(r)|^{2} \kappa\left(\sup _{r \in[t-T, t]}|x(r)|\right) \\
& \leq \int_{-T}^{0} \int_{s}^{0}\left|B K E^{-1} e^{A^{\top} s} C^{\top} C e^{A(s-m)}\right| \mathrm{d} m \mathrm{~d} s \sup _{r \in[t-T, t]} U(x(r)) \kappa\left(\sup _{r \in[t-T, t]} \sqrt{U(x(r))}\right)
\end{aligned}
$$

where the last inequality is a consequence of (4.5). We deduce that

$$
\begin{equation*}
\left|B K \mu\left(x_{t}\right)\right|^{2} \leq g \sup _{m \in[t-T, t]} U^{2}(x(m)) \kappa^{2}\left(\sup _{m \in[t-T, t]} \sqrt{U(x(m))}\right) \tag{4.31}
\end{equation*}
$$

with $g$ defined in (4.9). Similarly, we have

$$
\begin{equation*}
|\mathcal{G}(x)|^{2} \leq U^{2}(x) \kappa^{2}(\sqrt{U(x)}) \tag{4.32}
\end{equation*}
$$

for all $x \in \mathbb{R}^{n}$. It follows that

$$
\begin{equation*}
\left|B K \mu\left(x_{t}\right)\right|^{2}+|\mathcal{G}(x(t))|^{2} \leq(1+g) \sup _{m \in[t-T, t]} U^{2}(x(m)) \kappa^{2}\left(\sup _{m \in[t-T, t]} \sqrt{U(x(m))}\right) \tag{4.33}
\end{equation*}
$$

Consequently, for all $t \geq T$, (4.28) gives

$$
\begin{equation*}
\dot{U}(t) \leq-\frac{c}{2} U(x(t))+\gamma_{0}\left(\sup _{m \in[t-T, t]} U(x(m))\right) \sup _{m \in[t-T, t]} U(x(m))+\frac{4 \bar{p}}{c}\left|\delta^{\sharp}(t)\right|^{2} \tag{4.34}
\end{equation*}
$$

with $\gamma_{0}$ defined in (4.10).
Now, let us apply Theorem 2.2 with $U(x(t))$ playing the role of $V(t), \gamma_{0}$ playing the role of $\alpha, v_{\star}=u_{\star}, \mathcal{L}_{0}=t_{\star}=T, \tau=+\infty$ and $a=b=\frac{c}{4}$. The inequality (4.14) gives

$$
\begin{equation*}
\bar{\Delta}^{2}<\frac{c^{2}}{16 d^{2} \bar{p}} u_{\star} \tag{4.35}
\end{equation*}
$$

Then, according to (4.24),

$$
\begin{equation*}
\frac{4 \bar{p}}{c}\left|\delta^{\sharp}(t)\right|^{2}<\frac{c}{4} u_{\star} \tag{4.36}
\end{equation*}
$$

for all $t \geq T$. Consider any maximal solution $x(t)$ of the closed loop system satisfying (4.18). Since (4.16) and (4.36) also hold, we deduce from Theorem 2.2 that $U(x(t))$ satisfies the ISS inequality

$$
\begin{equation*}
U(x(t)) \leq \sup _{m \in[s-T, s]} U(x(m)) e^{-\nu(t-s)}+\frac{4 \bar{p}}{c} \int_{s}^{t} e^{\frac{c}{4}(m-t)} \sup _{\ell \in[T, m]}\left|\delta^{\sharp}(\ell)\right|^{2} \mathrm{~d} m \tag{4.37}
\end{equation*}
$$

if $t \geq s \geq T$. This inequality and (4.5) allow us to conclude.

## 5. Illustrations.

5.1. Illustration of Theorem 3.2. Consider the controlled van der Pol equation

$$
\left\{\begin{array}{l}
\dot{x}_{1}(t)=x_{2}(t)  \tag{5.1}\\
\dot{x}_{2}(t)=-x_{1}(t)+\epsilon\left(1-x_{1}^{2}\right) x_{2}+u(t-h(t))
\end{array}\right.
$$

for constants $\epsilon>0$ and a continuous choice $h(t)$ of the delay; see, e.g., [8, Section 13.2] for simpler cases with no delays. The dynamics are used to represent oscillations in vacuum tube
circuits, and provide a fundamental equation in nonlinear oscillation theory. The system has the form (3.3) with the choices

$$
A=\left[\begin{array}{cc}
0 & 1  \tag{5.2}\\
-1 & \epsilon
\end{array}\right], B=\left[\begin{array}{l}
0 \\
1
\end{array}\right], \text { and } \mathcal{F}\left(t, x_{t}\right)=\left[\begin{array}{c}
0 \\
-\epsilon x_{1}^{2}(t) x_{2}(t)
\end{array}\right]
$$

with $\delta=0$. Using Mathematica [10], we can check that Assumption 1-2 hold with $\bar{\Delta}=0$, $K=[-1,-2], \rho(s)=\epsilon s$,

$$
P=\left[\begin{array}{cc}
4.09112 & 0.722222  \tag{5.3}\\
0.722222 & 1.17951
\end{array}\right]
$$

and $\epsilon=0.01$, where $P$ was found by first solving for a positive definite symmetric matrix $P_{1} \in \mathbb{R}^{2 \times 2}$ such that $P_{1} H+H^{\top} P_{1}=-I$ holds with $H=A+B K$, then choosing $c=0.75$ in order to satisfy $c P_{1} \leq I$, and then multiplying $P_{1}$ by 3.25 to satisfy the requirement that $P \geq I$ with the choice $P=3.25 P_{1}$. Also, since $\bar{\Delta}=0$, Assumptions 3 and 5 hold for any $s_{\star}>0$. We can then also use Mathematica to compute the basin of attraction from Theorem 3.2. For instance, when the delay $h$ is the zero function, we can check that we can satisfy the requirements of Theorem 3.2 with $w_{\star}=s_{\star}=2.20049$ and all initial functions whose norms are bounded by 0.718677 . If we instead use the delay bound $\bar{h}=0.008$ and keep all other parameter values the same as before, then the basin of attraction consists of all initial functions that are bounded by 0.137212 . This illustrates the trade-off that increasing the bound $\bar{h}$ on the allowable input delays $h(t)$ can reduce the basin of attraction.
5.2. Illustration of Theorem 4.1. Consider the two dimensional system

$$
\left\{\begin{align*}
\dot{x}_{1}(t) & =\operatorname{sat}\left(x_{2}(t)\right)+\delta_{1}(t)  \tag{5.4}\\
\dot{x}_{2}(t) & =u(t)+\delta_{2}(t) \\
y(t) & =x_{1}(t)
\end{align*}\right.
$$

where sat is the standard saturation that is defined by $\operatorname{sat}(s)=s$ when $|s| \leq 1$, $\operatorname{sat}(s)=1$ if $s>1$, and $\operatorname{sat}(s)=-1$ if $s<-1$. We illustrate Theorem 4.1. To satisfy Assumption 7 with

$$
\begin{equation*}
\mathcal{G}(x)=\left[\operatorname{sat}\left(x_{2}\right)-x_{2}, 0\right]^{\top}, \tag{5.5}
\end{equation*}
$$

we prove that

$$
\begin{equation*}
|\mathcal{G}(x)| \leq|x|^{2} \kappa(|x|) \tag{5.6}
\end{equation*}
$$

for all $x \in \mathbb{R}^{2}$, where $\kappa$ is defined by

$$
\begin{equation*}
\kappa(r)=\max \{r-1,0\} \tag{5.7}
\end{equation*}
$$

by considering two cases:

1) If $|x| \leq 1$, then $\left|x_{2}\right| \leq 1$. It follows that $\mathcal{G}(x)=0$. Consequently, (5.6) is satisfied.
2) If $|x|>1$ and $\left|x_{2}\right| \leq 1$, then $\mathcal{G}(x)=0$ which implies that (5.6) is satisfied. Next, consider the case where $x_{2}>1$. Then $|\mathcal{G}(x)|=x_{2}-1$. Thus (5.6) is satisfied if and only if $x_{2}-1 \leq$
$400|x|^{2} \kappa(|x|)$, which is satisfied because $x_{2}-1 \leq x_{2}^{2}\left(x_{2}-1\right)=x_{2}^{2} \kappa\left(x_{2}\right)$. If $x_{2}<-1$, then we get $401|\mathcal{G}(x)|=-x_{2}-1$ and we obtain a similar result.

$$
A=\left[\begin{array}{ll}
0 & 1  \tag{5.8}\\
0 & 0
\end{array}\right], B=\left[\begin{array}{l}
0 \\
1
\end{array}\right], \text { and } C=\left[\begin{array}{ll}
1 & 0
\end{array}\right]
$$

404 Since the preceding choices give

$$
e^{A s}=\left[\begin{array}{ll}
1 & s  \tag{5.9}\\
0 & 1
\end{array}\right]
$$

406 for all $s \in \mathbb{R}$, our formulas (4.6)-(4.7) give

$$
E=\int_{-T}^{0}\left[\begin{array}{cc}
1 & s  \tag{5.10}\\
s & s^{2}
\end{array}\right] \mathrm{d} s=\left[\begin{array}{cc}
T & -\frac{T^{2}}{2} \\
-\frac{T^{2}}{2} & \frac{T^{3}}{3}
\end{array}\right]
$$

$$
\begin{align*}
\hat{x}(t)= & \frac{12}{T^{3}}\left[\begin{array}{cc}
\frac{T^{2}}{3} & \frac{T}{2} \\
\frac{T}{2} & 1
\end{array}\right] \int_{t-T}^{t}\left[\begin{array}{c}
1 \\
s-t
\end{array}\right] y(s) \mathrm{d} s  \tag{5.11}\\
& +\frac{12}{T^{3}}\left[\begin{array}{cc}
\frac{T^{2}}{3} & \frac{T}{2} \\
\frac{T}{2} & 1
\end{array}\right] \int_{t-T}^{t}\left[\begin{array}{c}
1 \\
s-t
\end{array}\right] \int_{s}^{t}(s-m) u(m) \mathrm{d} m \mathrm{~d} s
\end{align*}
$$

for all $t \geq T$. Let us choose

$$
\begin{equation*}
K=[-1,-2] . \tag{5.12}
\end{equation*}
$$

We can then use Mathematica to check that our requirements are met with

$$
P=\left[\begin{array}{ll}
2 & 1  \tag{5.13}\\
1 & 2
\end{array}\right]
$$

$c=0.845, T=0.1, g=9.3218, \gamma_{0}(s)=293.164 \kappa^{2}(\sqrt{s}) s$, and $u_{\star}=1.053$. Using the inequality

$$
\begin{equation*}
2|x|^{2} \leq x^{\top} P x \tag{5.14}
\end{equation*}
$$

we obtain the value 0.592453 for the bound on the norm of the initial function from Theorem 4.1. Moreover, the maximum allowable upper bound on $\bar{\delta}$ is 0.0309026 when $M=[1,0]^{\top}$, and that the maximum allowable bound on $\bar{\delta}$ is 0.112342 when $M=[0,1]^{\top}$.
6. Conclusion. We advanced the state of the art for stability analysis of nonlinear systems, by providing a local version of Halanay's inequality that is conducive to proving local asymptotic stability properties for nonlinear systems that contain state or input delays and uncertainties. Our new results are significant, because of the well-known benefits of using global versions of Halanay's inequality to prove global asymptotic stability for systems with unknown delays, and because many significant systems are only locally asymptotically stable and therefore are beyond the scope of earlier global versions of Halanay's inequality. Another significant benefit of our work is that we allow the dynamics to contain unknown nonlinearities that violate the standard linear growth conditions and that can contain distributed state delays. We used our approach to prove a local feedback stabilization result for a large class of nonlinear systems with outputs. We illustrated how our methods provide new estimates for basins of attraction for a controlled Van der Pol equation and other cases that contain input delays and outputs. We hope to find analogs for discrete-time systems, and vector versions providing local analogs of the corresponding continuous-time Halanay's inequality results from [12].

## Appendices: Proofs of key lemmas.

A.1. ISS inequality. We prove a key lemma that we used in our proof of Theorem 2.2. To this end, first let $t_{\star} \geq 0$ and $\mathcal{L}_{0} \geq 0$ be given constants. Consider a $C^{1}$ function $V$ : $\left[t_{\star}-\mathcal{L}_{0},+\infty\right) \rightarrow[0,+\infty)$, a nonnegative valued nondecreasing continuous function $\zeta$, and constants $a>0$ and $b>0$ such that

$$
\begin{equation*}
\dot{V}(t) \leq-(a+b) V(t)+a \sup _{m \in\left[t-\mathcal{L}_{0}, t\right]} V(m)+\zeta(t) \tag{A.1.1}
\end{equation*}
$$

holds for all $t \geq t_{\star}$. Let $\lambda>0$ be the constant defined as is (2.7). We then have the following result, where we can use the inequality (A.1.2) to easily deduce an ISS inequality:

Lemma A.1.1. Consider the function $V$ introduced in Section 2 above. The inequality

$$
\begin{equation*}
V(t) \leq \sup _{m \in\left[s-\mathcal{L}_{0}, s\right]} V(m) e^{-\lambda(t-s)}+\int_{s}^{t} e^{b(m-t)} \zeta(m) \mathrm{d} m \tag{A.1.2}
\end{equation*}
$$

holds for all $t \geq s$ and all $s \geq t_{\star}$.
Proof. Let $s \geq t_{\star}$ be a constant. Let us introduce the function

$$
\begin{equation*}
\theta(t)=\int_{s}^{\max \{t, s\}} e^{b(m-t)} \zeta(m) \mathrm{d} m \tag{A.1.3}
\end{equation*}
$$

Notice that $\dot{\theta}(t)=-b \theta(t)+\zeta(t)$ for all $t>s$. Using the nondecreasing property of $\zeta$ to get (A.1.4) $\quad \theta(t) \leq \int_{s}^{t} e^{b(m-t)} \mathrm{d} m \zeta(t) \leq \frac{1}{b} \zeta(t)$
for all $t \geq s$, it follows that $\theta$ is nondecreasing over $[s,+\infty)$. Moreover, $\theta(t)=0$ for all $t \in\left[s-\mathcal{L}_{0}, s\right]$. Hence,
(A.1.5)

$$
\dot{\theta}(t)=-(a+b) \theta(t)+a \sup _{m \in\left[t-\mathcal{L}_{0}, t\right]} \theta(m)+\zeta(t)
$$

453 holds for all $t>s$. We next choose
454 (A.1.6)

$$
v_{l}=\sup _{m \in\left[s-\mathcal{L}_{0}, s\right]} V(m) \text { and } \chi_{\epsilon}(t)=\theta(t)+v_{l} e^{-\lambda(t-s)}+\epsilon
$$

where $\epsilon>0$ is a constant. Then

$$
\begin{equation*}
\chi_{\epsilon}(t)>\theta(t)+v_{l} e^{-\lambda(t-s)} \geq v_{l}=\sup _{m \in\left[s-\mathcal{L}_{0}, s\right]} V(m) \tag{A.1.7}
\end{equation*}
$$

holds for all $t \in\left[s-\mathcal{L}_{0}, s\right]$. Therefore,

$$
\begin{equation*}
\chi_{\epsilon}(t)>V(t) \text { for all } t \in\left[s-\mathcal{L}_{0}, s\right] . \tag{A.1.8}
\end{equation*}
$$

We next prove that

$$
\begin{equation*}
\chi_{\epsilon}(t)>V(t) \tag{A.1.9}
\end{equation*}
$$

holds for all $t \geq s-\mathcal{L}_{0}$. Let us start to prove this by observing that
462

$$
\begin{equation*}
\dot{\chi}_{\epsilon}(t)=-(a+b) \theta(t)+a \sup _{m \in\left[t-\mathcal{L}_{0}, t\right]} \theta(m)+\zeta(t)-\lambda v_{l} e^{-\lambda(t-s)} \tag{A.1.10}
\end{equation*}
$$

for all $t>s$. From (2.7), we deduce that

$$
\begin{align*}
\dot{\chi}_{\epsilon}(t)= & -(a+b) \theta(t)+a \sup _{m \in\left[t-\mathcal{L}_{0}, t\right]} \theta(m)+\zeta(t) \\
& -\left(a+b-a e^{\lambda \mathcal{L}_{0}}\right) v_{l} e^{-\lambda(t-s)} \\
= & -(a+b)\left(\theta(t)+v_{l} e^{-\lambda(t-s)}\right)+a\left(\sup _{m \in\left[t-\mathcal{L}_{0}, t\right]} \theta(m)+v_{l} e^{-\lambda\left(t-s-\mathcal{L}_{0}\right)}\right)  \tag{A.1.11}\\
& +\zeta(t)
\end{align*}
$$

Now, observe that

$$
\begin{equation*}
\sup _{m \in\left[t-\mathcal{L}_{0}, t\right]}\left(\theta(m)+v_{l} e^{-\lambda(m-s)}\right) \leq \sup _{m \in\left[t-\mathcal{L}_{0}, t\right]} \theta(m)+v_{l} e^{-\lambda\left(t-s-\mathcal{L}_{0}\right)} \tag{A.1.12}
\end{equation*}
$$

As an immediate consequence,
(A.1.13) $\quad \dot{\chi}_{\epsilon}(t) \geq-(a+b)\left(\theta(t)+v_{l} e^{-\lambda(t-s)}\right)+a \sup _{m \in\left[t-\mathcal{L}_{0}, t\right]}\left(\theta(m)+v_{l} e^{-\lambda(m-s)}\right)+\zeta(t)$
for all $t>s$. Using the definition of $\chi_{\epsilon}$, we obtain

$$
\begin{align*}
\dot{\chi}_{\epsilon}(t) & \geq-(a+b)\left(\chi_{\epsilon}(t)-\epsilon\right)+a \sup _{m \in\left[t-\mathcal{L}_{0}, t\right]}\left(\chi_{\epsilon}(m)-\epsilon\right)+\zeta(t) \\
& =-(a+b) \chi_{\epsilon}(t)+a \sup _{m \in\left[t-\mathcal{L}_{0}, t\right]} \chi_{\epsilon}(m)+\zeta(t)+b \epsilon \tag{A.1.14}
\end{align*}
$$

We next proceed by contradiction. Bearing in mind (A.1.8), suppose that there were a $t_{c}>s$ such that $\chi_{\epsilon}(t)>V(t)$ for all $t \in\left[s-\mathcal{L}_{0}, t_{c}\right)$ and $\chi_{\epsilon}\left(t_{c}\right)=V\left(t_{c}\right)$. Then (A.1.14) gives

$$
\begin{equation*}
\dot{\chi}_{\epsilon}\left(t_{c}\right) \geq-(a+b) V\left(t_{c}\right)+a \sup _{m \in\left[t_{c}-\mathcal{L}_{0}, t_{c}\right]} \chi_{\epsilon}(m)+\zeta\left(t_{c}\right)+b \epsilon \tag{A.1.15}
\end{equation*}
$$

474 On the other hand (A.1.1) gives
475

$$
\begin{equation*}
-\dot{V}\left(t_{c}\right) \geq(a+b) V\left(t_{c}\right)-a \sup _{m \in\left[t_{c}-\mathcal{L}_{0}, t_{c}\right]} V(m)-\zeta\left(t_{c}\right) \tag{A.1.16}
\end{equation*}
$$

By adding (A.1.15) and (A.1.16), we obtain

$$
\begin{equation*}
\dot{\chi}_{\epsilon}\left(t_{c}\right)-\dot{V}\left(t_{c}\right) \geq a\left[\sup _{m \in\left[t_{c}-\mathcal{L}_{0}, t_{c}\right]} \chi_{\epsilon}(m)-\sup _{m \in\left[t_{c}-\mathcal{L}_{0}, t_{c}\right]} V(m)\right]+b \epsilon \tag{A.1.17}
\end{equation*}
$$

The definition of $t_{c}$ ensures that $\sup _{m \in\left[t_{c}-\mathcal{L}_{0}, t_{c}\right]} \chi_{\epsilon}(m) \geq V(t)$ for all $t \in\left[t_{c}-\mathcal{L}_{0}, t_{c}\right]$. It follows that

$$
\sup _{m \in\left[t_{c}-\mathcal{L}_{0}, t_{c}\right]} \chi_{\epsilon}(m)-\sup _{m \in\left[t_{c}-\mathcal{L}_{0}, t_{c}\right]} V(m) \geq 0
$$

We deduce from (A.1.17) that $\dot{\chi}_{\epsilon}\left(t_{c}\right)-\dot{V}\left(t_{c}\right)>0$. Since $\chi_{\epsilon}\left(t_{c}\right)-V\left(t_{c}\right)=0$, we deduce that there is $t_{d} \in\left(s, t_{c}\right)$ such that $\chi_{\epsilon}\left(t_{d}\right)-V\left(t_{d}\right)<0$. This contradicts the definition of $t_{c}$. Hence, $\chi_{\epsilon}(t)>V(t)$ holds for all $t \geq s-\mathcal{L}_{0}$. Since $\epsilon>0$ is arbitrary, we deduce that $\theta(t)+v_{l} e^{-\lambda(t-s)} \geq V(t)$ for all $t \geq s-\mathcal{L}_{0}$. Therefore, the conclusion of the lemma follows.
A.2. Technical result. We prove the key lemma that we used in the proof of Lemma 3.1. We use constants $T>0, q>0, \Psi_{0}>0, \omega>0, \tau>0, \bar{\Delta} \geq 0$ and $t_{a} \geq 0$ and a continuous, nondecreasing function $\Psi:[0,+\infty) \rightarrow[0,+\infty)$ such that

$$
\begin{equation*}
\Psi(\ell) \leq \Psi_{0} \ell \tag{A.2.1}
\end{equation*}
$$

for all $\ell \in[0, \omega]$. Let $Z:\left[t_{a}-T, t_{a}+\tau\right) \rightarrow[0,+\infty)$ be a nonnegative valued function of class $C^{1}$ such that

$$
\begin{equation*}
\dot{Z}(t) \leq \Psi\left(\sup _{\ell \in[t-T, t]} Z(\ell)\right)+\bar{\Delta} \tag{A.2.2}
\end{equation*}
$$

for all $t \in\left[t_{a}, t_{a}+\tau\right)$. We use the following assumption:
Assumption A.1. The inequality

$$
\begin{equation*}
\left(e^{\Psi_{0} q}-1\right) \frac{\bar{\Delta}}{\Psi_{0}}<\omega \tag{A.2.3}
\end{equation*}
$$

is satisfied.
In the following lemma, the existence of values $\bar{Z}>0$ such that (A.2.5) is satisfied follows from (A.2.3):

Lemma A.2.1. Let Assumption A. 1 be satisfied. Let $Z$ be such that
(A.2.4)

$$
Z(\ell) \leq \bar{Z} \text { for all } \ell \in\left[t_{a}-T, t_{a}\right]
$$

where $\bar{Z} \in \mathbb{R}$ is such that

$$
\begin{equation*}
\bar{Z} e^{\Psi_{0} q}+\left(e^{\Psi_{0} q}-1\right) \frac{\bar{\Delta}}{\Psi_{0}}<\omega \tag{A.2.5}
\end{equation*}
$$

Then
(A.2.6) $\quad Z(t) \leq \bar{Z} e^{\Psi_{0} q}+\left(e^{\Psi_{0} q}-1\right) \frac{\bar{U}}{\Psi_{0}}$
holds for all $t \in\left[t_{a}-T, t_{a}+\min \{\tau, q\}\right)$.

Proof. We first prove that $Z(t)<\omega$ for all $t \in\left[t_{a}-T, t_{a}+\min \{\tau, q\}\right)$. To prove this, we proceed by contradiction. Note that (A.2.4)-(A.2.5) imply that $Z(t)<\omega$ for all $t \in$ $\left[t_{a}-T, t_{a}\right]$, and let us suppose that there were a $t_{c} \in[0, \min \{\tau, q\})$ such that $Z(t)<\omega$ for all $t \in\left[t_{a}-T, t_{a}+t_{c}\right)$ and $Z\left(t_{a}+t_{c}\right)=\omega$. Then

$$
\begin{equation*}
\dot{Z}(t) \leq \Psi_{0} \sup _{\ell \in[t-T, t]} Z(\ell)+\bar{\Delta} \tag{A.2.7}
\end{equation*}
$$

for all $t \in\left[t_{a}, t_{a}+t_{c}\right]$, by the bounds (A.2.1) and (A.2.2). Now, let us introduce the function

$$
\begin{equation*}
\xi_{\epsilon}(t)=(\bar{Z}+\epsilon) e^{\left(\Psi_{0}+\epsilon\right)\left(t-t_{a}\right)}+\left[e^{\left(\Psi_{0}+\epsilon\right)\left(t-t_{a}\right)}-1\right] \frac{\bar{\Delta}}{\Psi_{0}+\epsilon} \tag{A.2.8}
\end{equation*}
$$

with $\epsilon>0$. Let us observe that $Z\left(t_{a}\right) \leq \bar{Z}<\bar{Z}+\epsilon \leq \xi_{\epsilon}\left(t_{a}\right)$. We next show that $Z(t)<\xi_{\epsilon}(t)$ for all $t \in\left[t_{a}, t_{a}+t_{c}\right]$. We argue by contradiction. Suppose there were a $t_{f} \in\left[t_{a}, t_{a}+t_{c}\right]$ such that

$$
\begin{equation*}
Z(t)<\xi_{\epsilon}(t) \text { for all } t \in\left[t_{a}, t_{f}\right) \text { and } Z\left(t_{f}\right)=\xi_{\epsilon}\left(t_{f}\right) \tag{A.2.9}
\end{equation*}
$$

Simple calculations based on the formula (A.2.8) then give

$$
\dot{\xi}_{\epsilon}(t)=\left(\Psi_{0}+\epsilon\right)(\bar{Z}+\epsilon) e^{\left(\Psi_{0}+\epsilon\right)\left(t-t_{a}\right)}+e^{\left(\Psi_{0}+\epsilon\right)\left(t-t_{a}\right)} \bar{\Delta}
$$

$$
\begin{align*}
& =\left(\Psi_{0}+\epsilon\right)\left[\xi_{\epsilon}(t)+\left(-e^{\left(\Psi_{0}+\epsilon\right)\left(t-t_{a}\right)}+1\right) \frac{\bar{\Delta}}{\Psi_{0}+\epsilon}\right]+e^{\left(\Psi_{0}+\epsilon\right)\left(t-t_{a}\right)} \bar{\Delta}  \tag{A.2.10}\\
& =\left(\Psi_{0}+\epsilon\right) \xi_{\epsilon}(t)+\bar{\Delta}
\end{align*}
$$

for all $t>t_{a}$. On the other hand, (A.2.7) and (A.2.9) give $\dot{Z}\left(t_{f}\right) \leq \Psi_{0} \xi_{\epsilon}\left(t_{f}\right)+\bar{\Delta}$, by our choice of $\xi_{\epsilon}$. Consequently, (A.2.10) gives

$$
\begin{equation*}
\dot{Z}\left(t_{f}\right)<\dot{\xi}_{\epsilon}\left(t_{f}\right), \tag{A.2.11}
\end{equation*}
$$

which we can combine with (A.2.9) to deduce that there is a $t_{g} \in\left[t_{a}, t_{f}\right)$ such that

$$
\begin{equation*}
\xi_{\epsilon}\left(t_{g}\right)<Z\left(t_{g}\right) \tag{A.2.12}
\end{equation*}
$$

This yields a contradiction with the definition of $t_{f}$. We deduce that

$$
\begin{equation*}
Z(t)<\xi_{\epsilon}(t) \text { for all } t \in\left[t_{a}, t_{a}+t_{c}\right] \tag{A.2.13}
\end{equation*}
$$

Since $\epsilon$ is an arbitrary positive number, we deduce that

$$
\begin{equation*}
Z(t) \leq \bar{Z} e^{\Psi_{0}\left(t-t_{a}\right)}+\left(e^{\Psi_{0}\left(t-t_{a}\right)}-1\right) \frac{\bar{\Delta}}{\Psi_{0}} \text { for all } t \in\left[t_{a}, t_{a}+t_{c}\right] \tag{A.2.14}
\end{equation*}
$$

Since $t_{c}<q$, it follows that

$$
\begin{equation*}
Z\left(t_{a}+t_{c}\right) \leq \bar{Z} e^{\Psi_{0} q}+\left(e^{\Psi_{0} q}-1\right) \frac{\bar{\Delta}}{\Psi_{0}} \tag{A.2.15}
\end{equation*}
$$

Since $Z\left(t_{a}+t_{c}\right)=\omega$, we obtain

$$
\begin{equation*}
\omega \leq \bar{Z} e^{\Psi_{0} q}+\left(e^{\Psi_{0} q}-1\right) \frac{\bar{\Delta}}{\Psi_{0}} \tag{A.2.16}
\end{equation*}
$$

This contradicts (A.2.5). Hence,

$$
\begin{equation*}
Z(t)<\omega \text { for all } \in\left[t_{a}-T, t_{a}+\min \{\tau, q\}\right) \tag{A.2.17}
\end{equation*}
$$

It follows from (A.2.1) that

$$
\begin{equation*}
\dot{Z}(t) \leq \Psi_{0} \sup _{\ell \in[t-T, t]} Z(\ell)+\bar{\Delta} \tag{A.2.18}
\end{equation*}
$$

for all $t \in\left[t_{a}, t_{a}+\min \{\tau, q\}\right)$. Arguing as in (A.2.7)-(A.2.13) except with $t_{c}$ replaced by $\min \{\tau, q\}$, we obtain $Z(t) \leq \xi_{\epsilon}(t)$ for all $t \in\left[t_{a}, t_{a}+\min \{\tau, q\}\right)$ which implies that

$$
\begin{equation*}
Z(t) \leq \bar{Z} e^{\Psi_{0}\left(t-t_{a}\right)}+\left(e^{\Psi_{0}\left(t-t_{a}\right)}-1\right) \frac{\bar{\Delta}}{\Psi_{0}} \tag{A.2.19}
\end{equation*}
$$

for all $t \in\left[t_{a}, t_{a}+\min \{\tau, q\}\right)$. Since

$$
(\mathrm{A} .2 .20) \quad Z(t) \leq \bar{Z} \leq \bar{Z} e^{\Psi_{0} q}+\left(e^{\Psi_{0} q}-1\right) \frac{\bar{\Delta}}{\Psi_{0}}
$$

for all $t \in\left[t_{a}-T, t_{a}\right]$, we can conclude.
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