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Constructive method for averaging-based stability via a delay
free transformation

Rami Katz, Emilia Fridman and Frédéric Mazenc

Abstract

We treat the input-to-state stability-like (ISS-like) estimates for perturbed linear continuous-time systems with multiple time-
scales, under the assumption that the averaged unperturbed system is exponentially stable. Such systems contain rapidly-varying,
piecewise continuous and almost periodic coefficients with small parameters (time-scales). Our method relies on a novel delay-free
system transformation in conjunction with a new system presentation, where the rapidly-varying coefficients are scalars that have
zero average. We employ time-varying Lyapunov functions for ISS-like analysis. The analysis yields LMI conditions, leading to
explicit bounds on the small parameters, decay rate and ISS gains. The novel system presentation plays a crucial role in the ISS-like
analysis by allowing to derive essentially less conservative upper bounds on terms containing the small parameters. The obtained
LMIs are accompanied by suitable feasibility guarantees. We further extend our approach to rapidly-varying systems subject to
either discrete (constant or fast-varying) or distributed delays, where our approach decouples the effects of the delay and small
parameters on the stability of the system and leads to LMI conditions for stability of systems with non-small delays. Extensive
numerical examples show that, compared to the existing results, our approach essentially enlarges the small parameter and delay

bounds for which the ISS-like/stability property of the original system is preserved.

Key words: stability, averaging, time-varying.

1 Introduction

Systems with almost periodic signals and/or excitations
are central to physics and engineering. Applications of
such systems include vibrational control [6], power systems
[28] and time-delay systems [31] (see also references
therein). Such systems often include components evolving
over multiple time-scales (see e.g. [13] for applications
to systems biology). Hence, it is not surprising that
perturbation theory has played an essential part in the
analysis of systems with rapidly time-varying coefficients
and led to important results [2], [16], [17], [30], [25].
However, most of the existing results are qualitative in
nature.

The method of averaging is an important perturbation-
based technique for the study of stability of systems
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with oscillatory control inputs [3], [18], [23] and switched
systems [5, 26]. The fundamental idea behind asymptotic
averaging is that stability of the first-order averaged
system guarantees stability of the original rapidly-varying
system for small enough values of the time-scale parameter
(see e.g. [27]). However, it is often the case that asymptotic
averaging provides only an existence result, without an
efficient and explicit bound on the small parameter for
which the stability of the original system is preserved. For
singularly perturbed systems, such bounds were derived
in, e.g., [17] and [7] via a direct Lyapunov approach.

Recently, the first efficient quantitative methods for
stability by averaging were suggested. A constructive
time-delay approach to periodic averaging of a system
with a single rapid time-scale was suggested in [9]. The
approch relies on backward integration of the system,
which yields a neutral-type system presentation where
the delay magnitude is equal to the time-scale parameter.
The stability and ISS of the delayed system were shown
to guarantee the stability and ISS of the original system.
Stability of the delayed system was analyzed via a
direct Lyapunov-Krasovskii method, leading to LMI
conditions which yield an efficient upper bound on the
small parameter that preserves the stability of the original
system. This method is also well suited for averaging
of systems with time-varying delays, where the delay
magnitude is of equal order to the time-scale parameter.

8 September 2023



These results were extended to Ls-gain analysis for
periodic averaging and to stochastic systems in [32].
However, the results of [9] were rather conservative.
Moreover, the Lyapunov-Krasovskii analysis for systems
without delays was valid only for times greater than the
small parameter. Hence, additional solution bounds on
the first delay interval, where the time-delay model is
invalid, are needed to complete the Lypunov analysis for
times larger than the small parameter. Finally, the results
of [9] were confined to one time-scale. The objective of
the present paper is to present simpler analysis tools
(i.e., Lyapunov functions that do not require additional
bounding of solutions on the first interval, having length
equal to the small parameter) with significantly improved
results, as well as the extension to multi-scale systems.

We study ISS-like property of rapidly time-varying systems
with multiple time-scales, under the assumption that the
averages system satisfies an ISS-like property. We employ
a novel presentation of the system, in conjunction with
a novel delay-free tranformation. The new presentation
relies on two key ingredients: first, inspired by a similar
presentation for systems with distributed delays and
variable kernels [29], we present the rapidly-varying system
matrices as linear combinations of constant matrices with
rapidly-varying scalar coefficients. Second, we force the
latter coefficients to have zero averages. We then employ
a transformation leading to a system with stable nominal
(averaged) part and time-varying perturbations of the
order of the small parameters. The ISS-like property of the
transformed system guarantees the ISS-like property of
the original system. ISS-like property of the transformed
system is studied by employing time-varying Lyapunov
functions and tight bounds on the scalar time-varying
coefficients. The resulting LMIs are backed by theoretical
feasibility guarantees.

We further extend the presented approach to rapidly-
varying systems subject to delays. Classical results on
averaging of time-delay systems can be found in [12] and
[19], whereas stability of linear systems with periodic
coeflicients and subject to constant or periodic delays was
analyzed numerically in [4] and [14]. An eigenvalue-based
method for stability analysis of such systems was presented
n [24]. Complete Lyapunov-Krasovskii functionals were
further employed for stability analysis of linear systems
with continuous periodic coefficients and constant delays
in [10] and [20]. Results on strict Lyapunov functions for
rapidly time-varying nonlinear systems were presented
in [21] and [22]. For rapidly-varying systems subject to
fast-varying delays, the constructive approach in [9] is
suitable for stability analysis provided the delay bound is
on the order of the small parameter. The time-delay to
averaging was recently extended to systems with non-small
delays [5], where the delayed state was multiplied by the
constant matrix. Distributed delays with a constant kernel
were treated in [11] in the case of scalar systems. Our
novel system presentation, together with the delay-free
transformation lead to a unified constructive methodology

for stability analysis of rapidly-varying systems subject to
either discrete (i.e., constant or fast-varying) or distributed
delays. Our approach decouples the effects of the delay
and small parameters on the stability of the system and
leads to LMI conditions for stability of systems with
non-small delays, relative to the time-scale parameter.
Extensive numerical examples show that, compared to
the existing results, our approach significantly enlarges
the small parameter and delay bounds for which the ISS-
like/stability property of the original system is preserved.

Initial results on averaging via a delay free transformation,
without the new system presentation will be presented
in IFAC WC 2023 [15], where results in the numerical
examples are significantly more conservative than those
of [9]. Advanced results with new system presentation
confined to non-delayed systems were submitted to the
62nd ITEEE CDC conference.

Notations: Throughout the paper R™ denotes the n-
dimensional Euclidean space with the vector norm |,
R™ ™ ig the set of all n x m real matrices with the induced
matrix norm ||-|]. We also denote Z; = {0,1,2,...}
and R>o = [0,00). The superscript T denotes matrix
transposition, and the notation P > 0, for P € R"*"
means that P is symmetric and positive definite. The
symmetric elements of the symmetric matrix are denoted
by x. For 0 < P € R™"™ and ¢ € R", we write
|x|?, = z'Pz. ® denotes the Kronecker product. The
standard lexicographic order on R™ is denoted by <jox. We
denote by W ([—h, 0]) the Banach space of a.e differentiable
functions ¢ [-h,0) — R"™ with square integrable
derivative. The norm on W([—h,0]) is given by the norm

12l = llollw + 19"l .-

2 ISS-like estimates of rapidly time-varying
systems

2.1 Problem formulation

The recent paper [9] considered the system with rapidly-
varying coefficients

i(t)=AL)z@t)+ B (L)d(t), t >0 (2.1)

where z(t) € R™ for ¢ > 0, € > 0 is a small parameter
defining a rapid time-scale, d is a piecewise continuous
disturbance and A : R — R"*™ and B : R — R"*"d are
piecewise continuous matrix functions, which are norm-
bounded uniformly for ¢ € [0,00). Under the assumption
that there exist 0 < T" and matrices Ag,, By, such that

T=1 ("7 B(s)ds = Ba, + AB(t),
T4 [I7 A(s)ds = Agy + AA(t), VEER

with Ag, is Hurwitz and AA, AB : R — R™*"™ sufficiently
small in norm, [9] proposed a novel time-delay transformation,
leading to quantitative estimate on e for which ISS of (2.1)
is preserved.

(2.2)



Here we consider the generalized system with scalar time-
varying zero average coefficients (see Assumption 1 below)

i(t) = [Aaw + S 0 (L) 4] 2(t)
+ [Baw + Z;V:‘il b; (i) Bz} dt), t>0

where z(t) € R" for t > 0, d € C'([0,00)), N, Ny € N,
{ei}f\il and {edﬂ-}?fl are positive small parameters,
{Ai}ﬁil c R {Bi}gv:dl C R™ ™ are constant

matrices, and {ai}z‘]\;u {bi}ﬁv:dl are piecewise continuous
scalar functions which are uniformly bounded on [0, c0).
The arguments of the scalar functions may depend on
independent time-scales. Note that the matrices in (2.1)
can be expanded in any bases of R™*™ and R™*™4, thereby
yielding the presentation (2.3) with a single time-scale.

(2.3)

For simplicity of the presentation we will proceed with
the case N = Ny = 2. The general case follows the same
arguments (see Remark 2.6).

Assumption 1: The matrix A, is Hurwitz, whereas for
{ai}?zl and {b, }511 there exist positive constants {Ti}f:l,
{Ty; }521 such that

Tt :+Ti a;(s)ds =: Aa;(t),

Tt [T by(s)ds = Ab(1),

t

with {Aai}?:l , {Ab; }321 satisfying

sup,ep |An (N)° < Anyre 1<5 <2, ne{a,b}
(2.5)
for some positive constants {Aai,M}?zl , {Abj,M}j:y

Remark 2.1 System (2.1) can be presented as (2.3) by
fizinge; = €45 =€, 1 <i <N, 1< 5 < Ny and presenting
A (é), B (é) as linear combinations of constant matrices
with time-varying coefficients. In this case N, Ny < n?.

We aim to derive efficient and constructive conditions
which guarantee ISS-like estimates for (2.3), with respect

to d and d (see Theorem 2.1).
2.2 System transformation and Lyapunov analysis

For clarity we begin with stability analysis of (2.3) with
d(t) = 0. Inspired by [22], for t > 0,1 <i,5 < 2, let

(t+eT; — s) a (5) ds (2.6)

for which a simple computation yields

t+e; T;
Qe,i(t) - _eilTi t ‘

SUPseg |0e,i(t)| < €T sup,ep |ai(t)] . (2.7)

Differentiating (2.6), we further have for ¢ > 0

beit) =ai (L) = dai (). (2.8)

We introduce the following transformation
2
2(t) =w(t) = Y 0ei(t) As(t) (2.9)
i=1
and the following assumption:

Assumption 2: I, — Z?:l 0c,i(t)A; is invertible for all

t > 0 with
5 —1
sup ||| I, — 0c,i(1)A; < 61,5 < 00.

Assumption 2 imposes a constraint on €. Indeed, by (2.7),
Assumption 2 holds if Z?:l e Tia;n || Aill < 2, where
a; pf = Sup,cp |a;(7)|. Indeed, in this case we have

2 eTiasmllAs
SUP¢>0 HZ?:l Qe,i(t)Ai < Zi:l 3 aellsl = 52,9: <1
(2.10)
By using a Neumann series, the latter implies we can take
10 =(1—062,)". (2.11)

Using (2.3) we obtain the following for £(t), ¢ > 0:
Ht) = Agpz(t) + Y2, Aa; (i) Ag(t)
+ i o) Wia(t)
- Zij:l 0c,i(t)a; (%) AiAjx(t),
W, = AwAi — AiAu, =12

(2.12)

Considering (2.9), (2.12) is a system in the form of the
averaged system perturbed by O(e) and O(Aa; ) terms.
This makes (2.12) amenable to Lyapunov analysis which
yields efficient estimates on ¢; that preserve stability.

Next, we aim to vectorize (2.12). For that purpose, recall
that <jex is the lexicographic order on R™ ((4, j) <jex (k,1)
iff i <kori=k, j<l)and introduce the notations

Tyo(t) = col {ocs(H)z(t)}7, ,
Toa(t) = col {0cilt)ar (L) x(t)}{(ivk)k ,

T aalt) = col {Aai (L) x(t)}j:1 , (2.13)

A= {Al AQ} W= [Wl Wz],
Ay = [A2 AL Ay ApA; A,

Employing (2.12) and (2.13), we obtain for ¢ > 0:
2(t) = Aguz(t) + AT aq(t) + WY, (t) — AT o(t).
(2.14)

For stability analysis of (2.14), let & > 0 be a desired decay
rate and 0 < P € R™*". Introduce the Lyapunov function

V() = =0l (2.15)



and the notation

Qo := PAg, + Al P + 2P (2.16)
Differentiating V" along the solution to (2.14), we obtain
= 2()[5, + 22T (P [AT aa(t) + WY y(t)]
=22 (H)PA1Y ,.4(t).

V +2aV

(2.17)
Substituting (2.9) and recalling (2.13), we have

|z(t)|2Qa = |x(t)|?2a + ‘Tg(t)liTQaA - 2xT(t)QaATQ(t)-
(2.18)
Similarly,

2T ()P [AT aq(t) + WY, (t) — A1 T, 0 (t)]

= [2(t) =AY, ()] T P[ATaa(t) + WY,(t) — A1 Tga(t)].
(2.19)
To compensate T, (), T, o(t) and T aq(t) in the Lyapunov

analysis, we will employ the S-procedure [8]. Let

N2 ,
H :001{ (Z)} , H a:col{ (1;5)}

0 e f. 0, 0, (69 e,
be vectors with nonnegative entries such that for any i, k =
1,2 and ¢ > 0 the following hold:

1) o2 )< 1) g (L) bl (2:21)

The terms on the left-hand side of (2.21) are scalar-valued
and can be efficiently bounded using tools from calculus.
This is in contrast with [15], where bounds were derived on
matriz-valued functions, using Jensen’s inequalities, which
result in much more conservative estimates.

(2.20)

Remark 2.2 Assuming that the averages ofa;, i = 1,2 are
zero is an important component of the system presentation
and leads to essentially less conservative LMI conditions
(see Remark 2.8 below). Note that this assumption poses no
loss of generality, since we can always substract the averages
from the corresponding functions, while retaining Aa; on
the right-hand side of (2.5) and modifying the matriz

Agy. This assumption leads to {a;, o, 1}2 having smaller
L norms (whence the upper bounds in (2 21) will be of
smaller magnitude) and plays a key role in achieving the
less conservative LMIs (2.40) via the Lyapunov analysis.

By (2.21), let Ay, ,Ay,, € R2%2 and Ay,, € R**4 be
diagonal matrices ‘With positive diagonal entries. We have

()(AT ®In)T |ATH| lz()|”,
(t) ( ® I ) TQ:U' — ‘ATg,a Q7a’1 |.'I;(t)‘27
TAa(t) (AYAH ® 1) Taa(t) < |Ava, Aol [2(t),
(2.22)
where A,y = col{A,, M} i1~ The matrices Ay, Ay,,

and Ay, are decision variables in the LMI (2. 26) below.
Denoting

n(t) = col{x(t), Y,(t), Toa (2.23)

(t), Taa(t)}

(2.22) implies
0< W =n"(t)[Ao—Ad]n(t),
Ao = diag {AS,0,0,0}, Ay = diag {0,A"},
Agl) = (|ATQHQ|1 + |ATQ~aHQva|1 + |ATAQACL’M|1) In
Agl) = dlag {ATQ & Ina ATQ,Q ® In? ATAa ® In} :

By (2.17)-(2.24) and the S-procedure (see e.g. [8]) (224
V42aV +W <n' (£)Tn(t) <0, (2.25)
provided
Qo + AV |—Quh + PW| T
U, = * v v | <0,

* * NS
o = {_pm PA} , ol = [ATPAl —ATPA]
\1’22) = - (ATQ @ In) +ATQQA —ATPW — WTPA’

o@ _ | (Arp. ® 1) 0
‘ 0 — (Ars, ® 1)

(2.26)
We now modify the analysis for ISS-like estimates where
d € C1([0,00)). First, introduce

o 1
wed,j (t) - Gd,de-j

t+ea ;jTa,;
x [, (t+ea;Ta; —

$)b; (=) ds.
(2.27)
By arguments of (2.7), sup,cp |we,, (£)| = O(e;). We will

further employ the notation

dq 1= sup;> ||Z?:1 Weq,i (1) Bill - (2.28)
Analogously to (2.10), we have
12
bq < EZeiTibiM |Bill, bin = su§|b,;(7')|. (2.29)
i—1 TE
Differentiating (2.27), we have for ¢t > 0
eay (1) = b (25 — Ak, (). (2.30)

For ISS-like estimates, the system transformation is

ZQE’L AI qu Bd

Note that d € C1([0,00)) implies that z € C1([0, 0)).

). (2.31)

Remark 2.3 Forthe case of (2.1) with a single time-scale,
the time-delay transformation employed in [9] has the form

z(t) = z(t) — G(1),
G(t) = % ftt_eT(T —t+€eT) [A(s)x(es) + B(s)d(es)] ds,

which leads to a neutral-type system. This transformation



allows for ISS analysis which employs averaging of B ( ) for
measurable functions d, whereas (2.31) allows ISS for non
differentiable d without averaging of B (E) only, which may
be restrictive. Compared to [9], here we consider multiple
rapid time-scales and unify the transformation in [15] with a
novel system presentation. The non-delayed transformation
(2.31) simplifies the Lyapunov-based analysis whereas the
new system presentation (2.3) significantly improves the
results in the numerical examples (see Section 2.3).

Let
Z,(t) = col {we, , (D) }_,
Z,(t) = col {oci(t)d(t)}_, ,
=, (t) = col {wed,j (t)d'(t)}j:l ,
Z,0(t) = col {ocs(0)t; () )}{(w)}< (2.32)
Zap(t) = col {Abj (L) d(t)};
Ay =[A1By A1By AsBy AsBs), B= [Bl 32} .
Then, the new expression for 2(t), t > 0 is
5(t) = Agpz(t) + Bapd(t) + AT aq(t) + BZas(t)
A (I ® Bay) Z,(t) + WY, (1) — BE,(t)  (2.33)

+Aav]BZw (t) - Ang,a (t) - A2ZQ,b(t)'

For Lyapunov ISS-like analysis we use (2.15) and
arguments similar to (2.17)-(2.24). To employ the S-
procedure, denote

Ny 2
Ho=col {0} Hyp=col {o0}
j=1 (k)<

be vectors with nonnegative entries such that

2 2t (4,4)

vy o2, () <
(2.35)
for any 7,7 = 1,2 and t > 0. Let AZQ7AZwaAEw7AZAb S
R?*? and Az,, € R** be diagonal matrices (decision

variables) with positive diagonal entries. We then have

( )(AZ ®Ind) Z S }AZQHQ‘l |d<t) °
ZJ () (Az, @ Ln,) Zu(t) < [Az Holy [d(®),

(2.34)

II1) w2 (t) <Y,

€d,j

=100 (A=, ® ) Bult) < |A g |
Z;b(t) ( » @ Ind) Zob |AZg,bH@,b’1 |d(t)|2
ZAb(t) (AZAb ® Ind) ZA ( ) < |AZAbAb,M|1 |d(t)‘2

(2.36)

where Ay ps = col {Awa}?:l' Denoting

n(t) = col {a(t), (), d(), Y ,(1), T (1), T aa(t)

Z,(t), Zo,5(1), Zap(t), 20(1), Eu(t)}
(2.37)

we have the following upper bound
0<W =n'(t)[Ao — Ad]n(t),
Ao = diag { Al A8, A§,0,0,0,0,0,0,0,0},
Ay = diag {0,0,0, A(”} AP = Az H,|, I,
A6 = (|Av, Hol, + A,  Hoal, + |A1s, Aantly) In
2)
A(() = (’AZ H ‘1 +[Az, Holy + |Azg,b 9717‘1
+[Aza, Avatly) Tngs
Agl) = dlag {ATQ (9 InaATg,a X InaATAa X In,Agg

@I, Az,, @ I Azy, @ Iy, Az, @ Iy, Az, @ I, )
(2.38)

Letting 1,72 € R be tuning parameters, we obtain

V +2aV — 42 |d(t)]? —Vz‘d ’—&-W

(2.39)
<" () Wee,n(t) <0,
provided
vl el el e,
® [g® |g®
Veum | e <0 2
* * * \I/Elfj
with
[(Qa +A”  PB,,

v = s R, AR 0 ,
L * * ygfnd + Ag3)
[—QuA + PW —PA; PA

v =| _BLpa 0 0|,

i 0 0 0
[—PA (I ® Bay) —PAy PB
v = 0 o o0,
i 0 0 0
[—QuB + PA.B —PB
v, =| -BLPB 0 |,
i 0 0
[vl2,  ATPA, —ATPA

U0 = |« —(Ar,.®1L) 0 :
| * * —(Ay,, ® 1)

(% ATPA, —ATPB

v® =1 o 0 o |,

L0 0 0
&, ATPB &0

o) = | alPB 0o |, 0P = | alPB o,

|-ATPB 0 -B"PB 0




\I/S;e)d = —dlag {AZQ?AZQ,MAZA&.} X In’
g0 _ |~ (Az, ®I,)+2aB"PB  B'PB

€64 — )

D =~ (Ar, ® 1) + ATQaA — ATPW — WT PA,
&) — ATQ.B—WTPB— ATPA,,B,
) = (I, ® Bay) " ATPB, Y, = ATPA (I ® B,y,).

Remark 2.4 Differently from the preliminary analysis in
[15], where n(t) in (2.37) contained z(t) instead of x(t) and
the inversion of the transformation (2.31) was used in the
S-procedure, here the analysis is presented in terms of x(t).
This approach significantly reduces the conservatism of the
derived LMIs (see examples below) and improves the derived
bound on the small parameter.

Summarizing, we arrive at:

Theorem 2.1 Consider (2.3) subject to Assumptions 1
and 2. Let Hy, H,,, Hy o, H, p be given by (2.20) and (2.34).
2
Given positive tuning parameters a, {6:}?:17{62,1‘}3,:1;
2 .
{AaiqM}?:l , {Aij\'f}j:1 let there exist 0 < P € R™*",
positive diagonal matrices Ay,,Az,,Ay,, € R2%2,
AZWaAvaAZAb € R2X2 and ATQ,MAZQJJ S R4X4, and
positive scalars %27%2 such that \Ife»«ﬁ < 0, with ¥,
given by (2.40). Then (2.3) satisfies the ISS-like estimate

l2()* < Bie 2t [2(0)| + 53 maxyepo,q d(s)[*

2 (2.41)
. >0

d(s)
for some B;, i =1,2,3. The LMI V.., <0 is feasible for
small enough o, €;, €q,i, Do, ar, Dp, 01, @ = 1,2 and large
enough v2, i =1,2.

+B§ maxXse[o,t]

Proof: Fix 7 > 0. Feasibility of (2.40) implies that for all
te0,7]

<0

. 2
V420V =92 d(0)* - 3 |
— V(t) < =20tV (0)
. 2
# e () o3l as.

Since Apmin(P) |2(6)]> < V(t) < Amaz(P) |2()]? for all £ >
0, we have

2 Amaz(P)  —2a 2 :
|2(8)* < gzestple 2 2 (0) + saxtpy

9 2
X MaXse(o,7] |d(s)|” + ﬁ?n(P) maXseo,r]

we, ()d(t)

2

)

(2.42)
meaning that (2.33) satisfies ISS-like estimates with

respect to d and d . To obtain ISS-like estimates for (2.3),
we employ the transformation (2.31). By Assumption
2, (2.10), (2.28), Young’s inequality and the triangle

d(s)

inequality
[2(O) <263, [2(0))° + 263 maxecpo,7 |d(s)[*
) < 0%, [#0) + T2 ey, (0Bid()]
<267, |2(D)]” + 267 63 maxsepo, o ld(s)]”.
By combining the latter with (2.42), we obtain (2.41) with

46262 Amaa(P) 263 .73

2 _ 2 __
/81 - >\m7,71(P) ’ /83 - 2a>\mln(P)27
2Amaz (P)+Amin (P
B3 =207, [53 /\(mi)n(P) 2 2aA,le-n(P)} -

For LMI feasiblity guarantees, it is enough to consider the
case when the small parameters satisfy €; = €4 =€, 1,j =
1,2. Recall (2.21) and (2.35). It can be easily verified that
there exists a constant IC > 0 large enough, such that both
hold when all entries of (2.20) and (2.34) are equal to Ke.
Next, choose Ay ,,Az,,Ay,,,Az,,A=,,Az,, = Ay and
Ay, ., Az,, = A4, where A > 0. Henceforth, we fix these
choices. We begin by choosing o = 0, 0 < P € R" such
that Qo < 0 (see (2.16)). Fixing P and ¢ < 1 we look at
the LMI (2.40). Considering the bottom-right 3 x 3 block
submatrix (which we will henceforth denote as = ,) we
see that E¢ ., < 0for A > A, with A, > 0 large enough (the
diagonal elements are linear and negative in A). Next, we
apply Schur complement with respect to = ,, to obtain
the equivalent matrix inequality

\Ilgvle)d - % [\Pgﬁ)d \Ilgﬁ)d \I/glf)d} ()‘_155@1)_1

T (2.43)
x [\pggd v®), \Ifﬁi)d} <0.

Note that ()\*IECM)*1 is bounded as A — oo (converges
to the identity matrix), whereas [\11222 . \I/£32d \I/£42 d} is

independent of A. On the other hand, for any A > 0, we
can always find € > 0 small enough and v, > 0, i = 1,2
large enough so that \Ifgle)d < 0. Indeed, by choosing
vi = A, i = 1,2, ¢ = 53, we obtain that (2.43)
holds for A > 0 large enough, whence feasibility of
(2.40) follows. The fact that feasibility of (2.40) for
some 0‘7{62’}3:1’{%,]’}?:1 implies its feasibility for all
€ < €, 1=1,2and GQM < €dj, j = 1,2 and the same
a, v, © = 1,2 follows from monotonicity of (2.40) with
respect to € < €, i = 1,2 and €;; < €, j = 1,2
(meaning that as the small parameters decrease, the
eigenvalues of We .+ are non-increasing). O

Remark 2.5 Recall (2.21) and (2.35). In the Lyapunov
analysis above we assume the scalar bounds on the right-
hand side of both are identical for all t > 0. Assume
that there exists a partition of [0,00) into intervals such
that every interval in the partition belongs to one of
finitely many classes (types), denoted by {Ij}§:1' As
an example, consider Example 3.1 below, where we treat
a switched system with two functioning modes. In this



case ( = 2 and Iy corresponds to subintervals where
A(7) = Ay, whereas Iy corresponds to subintervals where
A(r) = Ay, Assume that for each 1 < j < (, there
exist vectors Hy j, Hy, j, Hp a5, Hpp j whose entries serve
as upper bounds in (2.21) and (2.35) whenever t > 0
belongs to an interval of type I; (the vectors may vary
between classes). In this case our proposed approach can
be applied to each of the classes separately and will yield
¢ LMIs of the form (2.40) (one for each class). Feasibility
of the LMIs can then be verified simultaneously with the
same P and y;, i = 1,2. Note that the decision matrices
AY,_,v AZga ATAaa Azw ) AEM ) AZAba ATg,a ) AZQ‘b may diﬁer
between LMIs corresponding to different classes. This
approach is expected to yield less conservative results than
choosing bounds in (2.21) and (2.35) which hold uniformly
forallt > 0, and verifying feasibility of a single LMI (2.40).

Remark 2.6 For general N,N;, € N, the proposed
approach requires only minor modifications, which are
related to the dimensions of the matrices. In particular,
in (2.13) and (2.32) the dimensions of the vectors require
changing, whereas the matrices now having the form

A= |:A1 AN:| 5 B = |:Bl BNdi|,

Ay =[A3.. . A1An ... ANA; .. A%,

AQ = [A]_Bl .. ~AlBNd .. -ANBl .. -ANBNd];

W: |:W1 WN:|,

W; = AavAi - AiAaln 1<i<N.
The system (2.33) (and derived LMIs) will have the same
form with Iy replaced by In,. Thus, the Lyapunov analysis

and LMIs of Section 2.3, subject to the changes in (2.44)
and I replaced by In,, will guarantee (2.41) for (2.3).

(2.44)

Remark 2.7 Instead of the ISS-like estimates (2.41), we
are also able to obtain standard ISS bounds (i.e., with respect
to d only) for (2.3). Consider the system (2.3). In order to
avoid introducing the disturbance derivative one can simply

not use averaging for [Z?:l b (L) B,} d(t). Instead, one

i €d,i

can treat this term as a norm bounded time-varying matriz-
valued function which multiplies the disturbance. In this
case the presentation of this matriz valued function as a
linear combination is obviously not needed and (2.31) will
be replaced with z(t) = x(t) —Z?Zl 0c.i(t)A;x(t). The norm
bound on Z?:l b; (i) B; will be employed in a standard
ISS analysis. This approach is expected to result in larger
estimates on the ISS gains.

2.8 Numerical examples

Example 3.1: Stabilization by fast switching I

We consider stabilization by fast switching of a linear

system (see [9, Example 2.2]). Let € > 0 and
—0.13 —-0.16

) A2 = [ ‘|
—0.33 0.03

and, given 7 € [k, k+ 1),k € Z,, let

0.1 0.3
0.6 —0.2

A =

A(T) = Xk g+0.4) (T) AL+ [1 = Xpro.ae41) (T)] Az,
(2.45)
where (i k+0.4) is the indicator function of the interval

[k, k + 0.4). Note that A (7) is 1-periodic.

We present the system @:(t) = A (1) z(t) as (2.3) with ¢; =
6T;=1,1=1,2, Byy =By = By =0,

—0. .024
AM:[0038 0.0 ] (2.46)
0.042 —0.062
and
0.6, 7 € [k, k+0.4), ke Z
ay (1) = ,
04, TEk+04k+1), keZ
GQ(T) = —0,1(7').

Note that the latter functions are 1-periodic, meaning that
ANg, v =0, i =1,2. Let t € [me,(m + 1)e), m € Z,
and denote w = ¢t — me € [0,€), m € Zy. An explicit
computation of g ;(t), i = 1,2 yields the bounds 02, (t) <
0.0144€* and 2 (t) < 0.0144€>. We then use the fact that
a1(7), az(7) are indicator functions to separate the analysis
into two cases

. . 06@5,] (t)’
ay (g) 0, (t) = {—0.4&,]‘@)’

az (£) 0cj(t) = —ax (%) o, (t)

and obtain tight upper bounds in (2.21) for each of
the cases. Thus, we separate the analysis into the two
subintervals 0 < w < 0.4e¢ and 0.4e¢ < w < €. For each
subinterval (and its corresponding bounds (2.21)) we
obtain an LMI of the form (2.40) (see Remark 2.5). We
verify feasibility for both LMIs with the same a and P.

w € [0,0.4¢)
w € [0.4€,€)

We consider « € {0,0.005,0.01} and verify the LMIs
of Theorem 2.1 to obtain the maximal value €* which
preserves feasibility of the LMIs. Note that €* guarantees
internal exponential stability (and thus the ISS-like
bounds) of (2.3). The values of €* are given in Table 1,
where we further compare our results to the bounds in the
recent work [32]. We further check the proposed approach
without ensuring zero average of a;, i = 1,2, as well as
compare it to results of [15], where the transformation was
used with matrix averaging (i.e., without the new system
presentation). It is seen that our results essentially improve
the results of [32] with a value of ¢* larger by 2.5 times.
Moreover, guaranteeing that a;, ¢ = 1,2 have zero average
has significant impact on the conservatism of the results.

Next, we set By, = [0 1] and By = By = 0251 and verify
feasibility of (2.40) in order to guarantee (2.41). Note that



a=0|a= ﬁ o= Wlo
[32] 0.192 0.13 Unchecked
[15] 0.061 | 0.037 | Unchecked
No zero avg. | 0.156 0.105 0.041
Thm. 2.1 0.433 0.3 0.166

Table 1
Switched I - maximum value €* preserving LMI feasibility.

in this case the transformation (2.31) will not result in
terms involving d. Hence, we obtain classical ISS estimates
(i.e., we have v2 = 0 in (2.39) B3 = 0 in (2.41)). Table 2
presents several pairs (81, 82) (see proof of Theorem 2.41)
for different choices of a and e. Note that in this case 1
and dz , were computed using the bounds (2.10) and (2.11).

e = 0.002 e =0.16
a = 0.005 (0.0054, 73.503) (0.51477 99.266)
a=0.01 (0.006, 76.48) (0.71267 389.89)
Table 2

Switched I - ISS gains: (81, B2).

Example 3.2: Stabilization by fast switching IT We consider
stabilization by fast switching of a linear system with three
functioning modes (see [1] and [5]) . Let € > 0 and

005 0.1 0 0 1
A= ]aAQZ ],Aszl ] (2.47)
0 -1 -1 -1 10
and set
Ay, T€[kk+04), keZy
A(T) =R Ay, T €[k +0.4,k+087), k€Z, . (248)

Az, T€[k+087,k+1), keZ,

Note that A(7) is l-periodic and can be presented as
a linear combination of A;, i = 1,2,3 with indicator
coefficients, similarly to (2.45).

We present the system @(t) = A (L) z(t) as (2.3) with ¢; =
€,T1’ = 17 1= 1,2,3, Bav =B1 = 32 =B3 = O,

0.047 0.33
Aav = [ ]

2.49
—-0.6 —0.87 ( )

and, for k € Z,

ay (1) = X[k,k+0_4)(7) — 04,
ax(7) = X[k+0.4,k+0.87)(7') —0.47,
a3(7) = X[k+0.87,k+1)(7) — 0.13.

Note that the latter functions are 1-periodic, meaning that
Ay, v = 0, ¢ = 1,2,3. Similarly to Example 3.2.1, an
explicit computation of g, ;(t), ¢ = 1,2 yields the bounds
02 1(t) < 0.0144€%, 02,(t) < 0.0155127€* and @?5(t) <
0.0031979¢2. We then use the fact that ai(7), az(7) and

as(7) are indicator functions to separate the analysis into
three cases, corresponding to the subintervals in (2.48).
For each subinterval (and corresponding bounds (2.21)) we
obtain an LMI of the form (2.40) (see Remarks 2.5, 2.6).
We verify feasibility for both LMIs with the same « and P.

We consider o € {0,0.005,0.25} and verify the LMIs
of Theorem 2.1 to obtain the maximal value €* which
preserves feasibility of the LMI. Note that €* guarantees
internal exponential stability (and thus ISS-like bounds)
of (2.3). The values of €* are given in Table 3.

a = 0.005
0.4177

a=0.25
0.0591

a=0

0.4341

Thm. 2.1

Table 3
Switched IT - maximum value ¢* preserving LMI feasibility.

Remark 2.8 In examples 3.1 and 3.2, presenting the
systems as (2.3) with Agy =0 and

Ezample 3.1: a1 (1) =
as(7) =
Ezample 3.2: a1 (1) =

as(7) =

CL3(7‘)

X[k, k+0. 4)( ),
k+0 4 k+1)( )
X[k, k+0. 4)( ),
X[k+40.4,k+0. 87)( ),
= X[k+o.s7,k+1)(7)-

with non-zero averages of a;(7) leads to essentially smaller
€*. For example, for « = 0 we find ¢* = 0.1566 (compared
to 0.4332) in Ezample 3.1 and ¢ = 0.141 (compared to
0.4341) in Example 3.2. The reason for the significantly
improved results is that . ; become essentially smaller when
the averages aq,,; are zero, thereby decreasing the bounds
required on the right-hand side of (2.21).

Example 3.3: Control of a pendulum

We consider a suspended pendulum with the suspension
point that is subject to vertical vibrations of small
amplitude and high frequency (see [16, Example 10.10]
and [9, Example 2.1]). Let € > 0 and

cos(T) 1 ]

0.04 — cos®(7) —0.2 — cos(7) (2.50)

A(T) = [
Note that A(7) is 27 periodic. Employing the trigonometric
identity 2cos?(7) = 1 + cos(27), we present the system
i(t) = A (L) x(t) as (2.3) with ¢ = €, T; = 2w, i = 1,2,
M231232:Oand
|t o
o -1

Aav - [ 0 ! ] 3

—0.46 —0.2

A= 0 Ol a1 (7) = cos(r), as(r) = cos(2r)
= 5 a T) = COS(T 5 Ao\ T ) = COS|&LT).

2 —0.50 ! 2

Note that a;(7), i = 1, 2 are 2w-periodic, whence Ag, s
0, ¢ = 1,2. An explicit computation of o ;(t), i = 1,2




yields

a2 (T> Qe,l(t> =
a1 (1) 0ea(t) = cos? (1) ge,l( ), T = 2

which are used to derive the upper bounds in (2.21).
Differently from the previous examples, here we obtain
only one LMI of the form (2.40).

We consider o € { 0, = Ton } and verify the LMIs of Theorem
2.1 to obtain the maximal value €* which preserves
feasibility of the LMI. Note that ¢* guarantees internal
exponential stability (and thus the ISS-like bounds) of
(2.3). The values of €* are given in Table 4, where we
further compare our results to the bounds in the recent
work [32]. Finally, we consider this example subject to

a=0 | a=(10r)""
32 | 00074 |  0.005
Thm. 2.1 | 0.0457 0.0321

Table 4
Pendulum - maximum value ¢* preserving LMI feasibility.

uncertainty. For that purpose, we replace as(7) = cos(27)
with as(7) = cos(27) + 0.4g(7), where |g[|,, < 0.1. In
this case we obtain a nonzero Aas(t) in (2.4), satisfying
[Aas]l,, < 0.04 =: A,y . We consider o € {0, 75—} and
verify the LMIs of Theorem 2.1 to obtain the maximal
value €* which preserves feasibility of the LMI. The results
are given in Table 5. Our results essentially improve the
results of [32].

a=0 | a=(10r)""
32] | 0.0058 | 0.0034
Thm. 2.1 | 0.0204 0.0146

Table 5
Pendulum - maximum value ¢* preserving LMI feasibility.

3 Rapidly-varying systems with discrete delays
3.1 Systems with constant delay

In this section we consider the system
B(t) = Agx(t) + |An + X2, a; (£) Al} 2(t—h), >0,
x(t) = o(t), t€[-h,0]
(3.1)
where z(t) € R™ for t > 0, Ap, Ao, A1, Ay € R™*"™ h,e >0
and ¢ € W([—h,0],R™) (see [8]). Note that the delayed

term x(t — h) is multiplied by a linear combination of
constant matrices, with the rapidly-varying coeflicients

a; (t/e), i = 1,2. The coefficients are assumed to satisfy
Assumptions 1 and 2, wherenow ey = ex = ¢, 71 =T =T,
and A, := Ao + Ay, is assumed to be Hurwitz.

Recall g ;(t ), i =1,21n (2.6), where now we set €, = €3 =
candT; = =T. Introduce the following transformation

z(t) = x(t) — Zz‘:l 0ci(t)Aix(t —h), t>h. (3.2)
Note that z(t) is differentiable for t > h.

Remark 3.1 For simplicity only in sections 3 and 4 we
consider one small parameter . We can easily consider the
more general system

#(t) = Aox(t) + [23_1 ai (i) AZ} (1)
+ [Ah_FZ?:IQ? ( ,)Ah] z(t—h), t>0

with different small parameterse;, e; 5, > 0, i = 1,2. In this
case, the transformation below will be replaced by

2(t) = 2(t) = 7 oei(t) Aw(t) — 27 ol (t) Ala(t — h).

Differentiating z(t) we obtain for 2(t), t > h:
2(t) = Aguz(t) — Ap&n(t) + Zl L AiAa; (1) x(
+ 30 Wioes(Da(t —h) = X7 0calt )AiAh (t —2h)
= X0sm1 Aidjeci(t)ay (158) a(t — 2h)
with &,(t) and W5, i = 1,2 given by
&) =a(@t) —z(t—h), W; = A A; — A Ag, i =1,2.
Note that z:(t — 2h) is obtained by differentiating x(t — h).

(3.3)

In order to vectorize (3.3

) (cf. (2.32)) we first introduce
Tg(t) = col {0e,i(t)z(t —

MYy

T =020
T’Aa(t = col{Aaz (ﬁ) z }z 1
(t = col {Qei ag (%) z(t }{(ivk)}glex ’

2

<>= col{a; (£)a(t —h)};_,,
[ Wz} . Ay = [AlAh AgAh} :

(3.4)
Recalling (2.32), (3.3) can be presented as
£(t) = Aqv(t) — Apn(t) + AT, (1)
+WYE(t) — AR Y2 () — AyYR (1), t>h
(3.5)

For exponential stability of (3.5),1et 0 < P, .S; € R**" { =
1,2 and 0 < a € R. We introduce the Lyapunov functional

( |Z ‘P+ZVS +VR1 )



where
_ ftt— e—2a(t—s) |1‘( )|2S ds, i=1,2
fhf p g €720 Ji(s)[3, dsdf

will compensate the delayed terms x(¢t — h) and z(t — 2h).
Using (2.16) and differentiating |z(t)|§3 along (3.5), we find

L 2(t)p +2a|2()[5 = [2(0)]5, — 22T () PAREL(E)
+227 (t)PWYR(t) + 22T (t) PATR ()
=221 () PALY2" () — 22T () PAL TR, (¢).

VR1

(3.6)
Similarly to (2.17)-(2.24), we have
2(t)]g,, = [=(t) —QATZ(t)\Qa = |z()lq, (37)
H[T5(0)] g0 — 20T (DQaATL()
and
2T ()P [~ A& (t) + WYh(t) + ATR,(t) — ATy (1)
—ART2(1)] = [2(t) — ATEE)] T P[-Anén(t)
+WYh(t) + AT, () — A Th (8) — AR T2 (2)]
(3.8)

Differentiating Vg, (t), i = 1,2 we have

Vs, +2aVs, = (1—e 22" |a(t)[5, — e=27 g4 (1)[%,
+2e7 20y T (1) S1&,(1),
V52 +2aVg, = |£L'(t)|232 —e 4o p(t — 2h)|§2 .
(3.9)
For Vg, (t) we employ Jensen’s inequality [8] to obtain
Vi, + 20V, <h? i)}, —e 2" &6 (0))5, . (3.10)
We now employ the S-procedure. Let
ho_ OB ho_ (i)
HY = col{o{)}} . H}, = col {hg"‘”‘}{w)}slex ,
ho_ @\
H} = COl{b“vh}izl
(3.11)

be vectors with nonnegative entries such that for any 1 <
i,k < 2 and t > h the following conditions hold

I o2(t) < 1) %, (t)af () <
I11) a? (£) <%,

(i,k
hg h°* hg,a h

(3.12)
Note that all the inequalities involve scalar functions.
Let A.’I"L A’rQh,ATh 7A.’I'}L € R%*2 and A.’I'}Ln € R**4 be
dwgonal matrlces Wlth positive diagonal entries and recall
(3.4). By (2.5) and (3.12) we have

(Yh) " (Ary @ 1) Tht
(Yha ()" (A, @ In)

) < [y 2| fat =0

15.a()

(t - 2h’)|27

(3.13)

10

(r2r) (Argh ® In) T2 (t ‘ATthh‘ |z(t — 2h))?
(TRo(0) " (Ary, @ 1) Tha(t)
g Aot fo(t =B,
(Th®) " (Ayn © 1) Th(2)

< |Axn H2|, 2(t = )

where Aa,M = col {Aai,M}?:l Let

n(t) = col {z(t), &n(t), x(t — 2h), Tp(t), (3.14)
Yo (1), Th(t), TR, (1), Yho(t)} -
Then
(1)1, = [Aavz(t) — Ann(t) + ATED)[,
n"(H)LT Ry L (t), (3.15)
L :[Aav—AhOOOAoo}.

By employing (3.13), we obtain
0< Wi =~  (OTIn(t) + || Az H
x |z (t — 2R)]* + HAT,LHh
+ Ay B2 | 2(t) — 0(8)
IT = diag {0,0,0, 1M } |
MW — diag {AYQ,AW,ATZ,ATL,AT;&} ® I,

‘A’rh Hha
‘ATh Bout|,

|

(3.16)
By (3.6)—(3.16) and the S-procedure (see [8])
V420V + Wi <n' (£)Oun(t) <0, (3.17)
provided
oW |e®
O = |G| +PPLTRIL <O (3.18)
* |©
e,h
with
_cp 672‘1}131 — PA, — M\ 1 0
0) = |« =78y + Ry) + Ml 0 :
| * * —e "8Gy + donln
0@ _ |~QaA+ PW —PA, 0 PA —PA
&k AT PA o o0 o |

0% = -1 + diag {6,0,0,0,0} ,
0 ATPA, 0 —ATPA ATPA,;

* 0 0 0 0
+ | * 0 0 0 s
* * * 0 0
* * * * 0
¢ =Qa+ (1—e2M) S + S5 + A1y,

(3.19)



Ap = ’AThH ’ + ’AYh a M‘ + ’A’th |
Ao, = ‘AT%H ‘ + ’AT}L H,Q,a L
6 — fATPW—WTPAJrATQQA

Summarizing, we arrive at:

Theorem 3.1 Consider (3.1) subject to Assumptions 1
and 2. Let Hh H" . H" be given by (3.11) and satisfying

0,a’
(3.12). Given AO, Ay, Ag, Ay, € R™ ™ such that Ay, = Ag+
Ay, is Hurwitz, and positive tuning parameters o, €, h* and
Ag, M, @ = 1,2 let there exist 0 < P,S;, Ry € R™*", i =
1,2 and diagonal matrices ATS,ATE;L,AYZ Axyn € R2%2
and AT;QL . € R*>4 with positive diagonal entries such that

(3.18) and d2., < e~ " (see (2.10)) hold. Then, the system
(3.1) is exponentially stable with decay rate oo > 0. The LMI

(3.18) and 82, < e~ 2" are feasible for small enough «, €,
h and Aah]u, = 1,2,

Proof: Feasibility of the LMI (3.18) implies
V42V <0=V(t) <e20C-My(p), t>h.
Now,
V(h) = [z(h)]* + [} e 220=) |z(s)[%, g, ds
+ [0, €200 |6 (s)[3, ds

whereas
V() > 0min(P) |2(0))*, ¢ > h.
Using variation of constants and (3.2), it can be easily
verified that there exists a constant 0 < M such that
My :=M ||¢Hc([—h70]) satisfies
|2(t)| < Mye™ @) ¢ >p, (3.20)

To conclude the same for the solution z(t) of the system

(3.1), forany k € N, we denote Xy = sup_ ¢, (k+1)n) [2(7)]-

From (2.10), (3.2) and (3.20), we find that Xy <
nge’o‘kh + 02,2 Xj, k € N. Consider the linear difference
equation

Vip1 = Mge % 465, V3., k € N (3.21)
By using induction, we have Xj < Yj for all £ € N,

provided Y7 > X; > 0. Setting ifl = Xy, it can be
easily verified that the solution of (3.21) with initial

condition Y7 = X is given by Y, = (X3 — uh)(5§;1 +

ppe~ k=D e N, where p;, = EA{;”,LG " Lett > h and

k € N such that ¢ € [kh, (k + 1)h). Then
lz(t)] < X < (% + [Lheo‘h> e—ali=h)

where the last step follows from the assumption 02, <
e~ " Applying the step method and variation of constants
on t € [0,2h] there clearly exists a constant M; > 0 such
that |2(t)| < My l|6lloqnoy < Mie®*™ [0l (o e
the exponential stability of (3.1) follows. Proof of feasibility
of (3.18) and da, < e~ " follows by arguments similar to
Theorem 2.1 and is omitted due to space limitations. O

3.2 Systems with fast-varying delay

In this section we consider the system for ¢t > 0

#(t) = Aoz (t) + [Ah +32 ai (4) Az} 2(t — h(t)),

z(0) = ¢(0), 0 € [~ha,0].
(3.22)
Here z(t) € R™ for t > 0, ¢ > 0, Ag, A1, Ag, A, € R™.
Furthermore, h : [0,00) — R is a piecewise-continuous
time-varying delay, which is unknown and satisfies

h(t) < hay, t>0 (3.23)
for some known 0 < hps, whereas ¢ € W([—hys,0]). Let

a; (E), 1 = 1,2 satisfy Assumptions 1 and 2, whereas

Agp = Ag + Ay, is assumed to be Hurwitz.

We begin by presenting the system (3.22) as

() = Aaum(t) + Ty as (1) As(t) + An€(1),
+Zi:1 a; (g) Azf( )7 t>0,
£@t) = a(t = h(t)) — =(t).

Recalling o, (t), ¢ = 1,2 in (2.6) and subject to (2.8), we
introduce the transformation

2(t) = () = Xy 0ealt) Aia(t).

(3.24)

(3.25)

Remark 3.2 Differently from (3.2), we do not employ here
the transformation

— Z 0ci(1) Az(t — h(t)).

The latter transformation cannot be differentiated, since the
delay h(t) is assumed to only be piecewise continuous.

Employing (2.8) and (3.25), we obtain the following:

2(t) = Aaoz(t) + 071 AavAioei(t)a(t) + Apé(t)
+ 2?21 a; (L) ALt) + Z?;l Aa; (L) Ai&(t)

— [Q€71(t)A1 + Q572(t)A2] i‘(t), t Z TM -

(3.26)
To vectorize (3.26), recall T,(t), Toa(t), Taalt), A, Aq
and W in (2.13), where we set €; = €2 = ¢. We introduce

z <t> = col{oei(EMY, s An = [A1d) Ardy,
alt) = col {os(ar (1) €O} o). -
Ya(t) = col {a; () (>}l z

Z4(t) = col {ai () €0)} 1,

( c

Zaa(t) = col {Aa; (1) E()}_, .

(3.27)



Then, (3.25) and (3.26) can be presented as
2(t) = () — AT, (1),
2(t) = Aguz(t) + AR&(t) + WY, (1) — ApZ,(¢)

AT o) — Ay Zpa(t) + AZa(t) + AT au(t), t > mar,

(3.28)
whereas by (3.24) we have

#(t) = Agu(t) + AnE() +ATo(t) T AZo(t), t > 0. (3.20)

For exponential stability analysis of (3.28), let 0 <
P S R € R" and 0 < a € R. We introduce the following
Lyapunov functional for ¢ > hp;:

V(t) = |z(t)[% + Va(t) + Vs(t),
Va(t ) =tar [°,, [l e 2 |i(r)[3, drdd,
Vs(t ft s € e 2T (7 )|5 dr

where VS( ) and Vg(t) will compensate the delay error £(t).

(3.30)

Differentiating |z (t) |2P along the solution to (3.28), we have
i 1205 + 20 ]2(0)] = IZ(t)Iig + 2ZT(lf)P [Ang(t)
+WY,(t) — ApZ,(t) — 0a(t) —A1Z, (1)

+AZa (t) + A’I\Aa (t)} > hM
(3.31)
where @, is given in (2.16). Employing (3.28), we then have
2[5, =[2G, + Te®)hrg.n — 20T (QaAT (1)
(3.32)
and

22T ()P [ARE(t) + WY () — ApZ,(t) — AT ,4(t)

A1 Zya(t) + AZ, () + AT a0 (t)] = 2[x(t) — AT, ()]
XP[ARE(t) + WY, (1) — ApZ,(t) — AT, q(t)
—A1Zp0(t) + AZ(t) + AT nq(t)] .

(3.33)
Differentiating Vs(t) along the solution to (3.28), we have

LVs(t) +2aVs(t) = ()]s — e 2R |a(t) + £(t) + v (D)5,
v(t) =x(t — har) — 2(t — h(t)).

(3.34)
Let G € R™ satisfy

R G
* R
Differentiating Vg(¢) along the solution to (3.28) and

> 0. (3.35)
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employing the Jensen and Park inequalities (see [8])

-
d o _ozany [SO | [RGLE)
i Valt) + 20Ve(l) < v(t) * R V(t)‘|

12, |Aqo(t) + ARE(t) + AT o (1) + AZ,(1)[5.

(3.36)

To employ the S-procedure, recall H, and H,, in

2
(2.20) and introduce H, = col{ ‘(lk)}k—{ Let H, have
nonnegative entries such that (2.35) and
ai, (t/€) < b (3:37)

hold for all 1 <4,k <2 andt > 0. Let Ay,,Az,,Av,, €
RZXQ, AZAayATa7AZa € R%*2 and ATQ,MAZQ,@ € RAx4
be diagonal matrices (decision variables) with positive

diagonal entries. By (2.5), (2.35) and (3.37), we have
< |Ay, Hy|, z(t)]*,
< Az, Hl, [€®)7,
) < |Ar, Haly (1),
a(t) SI z.Hal [E0)),
<Ay, Hpal, l2(t )|2»
) < [Az, Hoal, 1€1)
(Ara, @ In) Taa(t) < [Avy, Dol |2(t )|2,
( ) <

Az, Doy 16
(3.38)

Let
0(t) = col{ (), £(1), v(0), To(8), Yalt), Taa(),
T pat): Zo(0), Za(0), Zaa(t), Zpalt)}
Recalling (3.38), we have

(3.39)

0<Ws=n'(t)[So— Z1]n(t)
= diag {0,0,0,—Ay,, — Ay, —Ar,., —Axr, .
v —Az,,—Az,,—Az,,,—Az, .} ® I,
% = diag {ng, 2?.0,0,0,0,0,0, 0,0,0} ,
(3.40)
2(1) (|AT H |1 |AT0,Ha|1
Ava,Dantly) In
20 = (|Az, Hl, + \Az H,|, +

+ |AT9,aH97a|1 ’

Az, Hoal, -

Aza,Aanrly) In

y (3.31)—(3.40) and the S-procedure ([8])

V42aV <V +2aV + Wz <n' ()@ pn(t) <0,
(3.41)



provided
o) |22 |28
Pep=| = |29]2") | +h3,LTRL<O (3.42)
* * @i?,)l
where
[(Qo PAL—emS  —emS
o) « —em(S+R) —en(S+G)
| * * —em (S + R)
+ diag {ng, =2, 0} +diag {(1 — ear) S, 0,0},
[—QuA + PW 0 PA —PA,
o =1 —aipa 00 o0 |,
i 0 00 0
[—PA, PA 0 —PA;
=10 00 o |,
. 0 00 0
_ATQQA —ATPW—-WTPAO0—-ATPA ATPA,
A * 0 0 0
(I)E })l N * * 0 0
* * * 0
+diag {—Ay, ® I,, —Ay, @ I,
—Ay,, ® Iy, —Ay,, ®I,},
0% = diag { Az, ® I,,~Az, @1,“
Az, ®Iy,—Az,, @1},
ATPA, —ATPA 0 ATPA,
(I)ig,})l _ 0 0 0 0 ’
: 0 0 0 0
0 0 0 0
L=1[A0 AhOOAOOO0AO00], 3y = e 20hn,

(3.43)

Summarizing, we arrive at:

Theorem 3.2 Consider the system (3.22) where € > 0,
Ag, A1, Az, A € R™ and h(t) is a piecewise continuous
delay, subject to (3.23). Let the rapidly-varying coefficients
a; (é), 1 = 1,2 satisfy Assumptions 1 and 2 for some
T > 0. Assume further that Ag, Ao + Ay s
Hurwitz. Let Hy, H, o and H, be vectors with nonnegative
entries such that (2.35) and (3.37) hold. Given positive
tuning parameters o, €, Ry, Ag, ar, Day,ar, let there exist
0 < PR,S € R", G € R"™ and diagonal matrices
with positive diagonal entries Ay,,Az,,Ar,, € R2%x2
Az, Ay, Az, € R**? and Ay, ,,Az,, € RV such
that (3.35) and (3.42) hold. Then the system (3.2)
is exponentially stable with decay rate o > 0. The
LMIs (3.35) and (3.42) are fesible for small enough
a, €, b, Agy v, ©=1,2.
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maxh VS. €

0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16
€

Fig. 1. Theorem 3.1 - max h which preserve feasibility of (3.18)
and 2 » < ek,

Proof: The proof is similar to the proof of Theorem 3.1
and is omitted due to space constraints. Note that (2.10)
implies invertibility of (3.25) (see Assumption 2). Hence,
exponential stability of (3.22) follows from exponential
decay of z(t) (which is guaranteed by (3.35) and (3.42)). O

3.3  Numerical example

Delayed stabilization by fast switching

Recall Example 2.3.1 of the previous section. Here we
consider the system (3.1) with Ag = Oax2 and Ay, Az given
n (2.46). We further employ the same a;(7), ¢ = 1,2 and
set Ap = Ag, with the latter in (2.46). The upper bounds
n (3.12) are obtained using the explicit description of
a;(7), i = 1,2 and the bounds on gii(t), 1 = 1,2 appearing
in Example 2.3.1. We consider both constant delay and
general time-varying delays. For the case of constant delay,
we fix @ = 0.0075, and verify the feasibility of (3.18) and
2.0 < e~ given in Theorem 3.1, for € € [0.005,0.0165].
For each € in the latter range, the conditions of Theorem
3.1 were verified to obtain the largest delay h which
preserves feasibility of (3.18) and d2 , < e~*"_ The results
are given in Figure 1. Note that decreasing e leads to an
increase of max h.

Next, we consider the case of fast-varying delays and
compare our approach with the results of [9, Example
5.1]. Let a € {0,0.005,0.01} and € = 0.05. We verify the
LMIs of Theorem 3.2 to obtain the maximal value of the
delay bound 75; which preserves feasibility of the LMIs.
The results are given in Table 6. Our results improve
the results of [9]. In particular, the results for o = 0.005
present an improvement of 34.75% over the corresponding
case in [9]. We further consider the case e = 0.25 for which
the method of [9] fails. The results are given in Table 7.



e=005 | a=0 a:ﬁ a:ﬁ
[9] 0.0516 | 0.0259 | Unchecked
Thm. 3.2 | 0.054 0.0349 0.0161

Table 6
Switched system with fast-varying delay - maximum hpy
preserving LMI feasibility.

e =0.25

Thm. 3.2

Table 7
Switched system with fast-varying delay - maximum hjps
preserving LMI feasibility.

a=0
0.0252

a = 0.0025
0.0161

o = 0.005
0.0069

4 Rapidly-varying with distributed

delays

systems

In this section we consider the system

i(t) = Agx(t) +AD()fh x(t +0)do, >0,
I‘(t) = ¢(t)7 [7ha0]
(4.1)
where 2(t) € R™ fort > 0, Ap (1) = Ap +a1(7)A;1, T € R,
Ap, Ao, A1 € R™™ h e > 0 and ¢ € W([—h,0],R™). The

weight function @ € L([—h,0]) satisfies w(t) > 0 a.e.
n [—h,0]. The rapidly-varying coefficient a; (%) satisfies
Assumptions 1 and 2. We assume that either Ag or Ag, 1=
Ao + ||w|| ;1 - A is Hurwitz (see [8, Section 3]).

Remark 4.1 Systems of the form (4.1) were studied in e.g.
[11] ifor applications to single-phase AC systems.

Recalling g, (t) in (2.6) and subject to (2.8), we introduce
the transformation

2(8) = 2(t) — 0 (DAE() — nmoen(DAa(t)  (42)
where
0
aw:[%w@hﬁ+mfzmma M = [l

Employing (2.6) and (4.2),
expression for Z(t), t > h:
Z(t) = Aaux(t) + Ahf( ) + Aal (é) Alﬁ(t)
—HYWACH (L) Arz(t) — 0e,1 (1) A1 E(2),
= [° @(0)i(t+ 0)ds.

To further vectorize (4.3), we introduce

To(t) = gea(t) col{z(t),£(1)},
Taa (1) = Aay () col {x(t),£(t)}

Yo, (£) = ar (£) col {x(t), (1)}, Ay = [%Al Al] .
(4.4)

we obtain the following

(4.3)

14

Then, (4.2)-(4.3) can be presented as
2(t) = alt) - AT (0),
2(t) = Aguz(t) + Ap€(t) + AT aa(t)
+AavA1TQ(t) — Qe’l(t)Al\E(t),

(4.5)
t>.

For stability analysis of (4.5), let 0 < P, R¢, R=, Z; € R
and decay rate 0 < a € R. We introduce the following
Lyapunov functional for ¢ > h (cf. [8, Section 4.5]):

V(t) = [2(t)[p + Vi (t) + Vi (t) + Vi (1),
0 —z0(1—T
Va (t) = h [, [}, @(0)e2C ) |a(7) [, drdd,
2 0 0 pt —oa(t—T) |
Vi) =2 2, J) Jlsm(0)e 2= |i(7)[7, drdAdd,

Vao(t) = h [, [y @(0)e=220=) |i(r)|}_ drdo
(4.6)
where we recall that @ € L!([—h,0]) is positive a.e. in
[—h,0]. The components VRg( ), Zs( ) and Vg (¢) are
and

introduced to compensate &(t) E(t) in (4.5).

Differentiating |z(t)|?g along the solution to (4.5), we have

& 120 +2al2)5 = (D, +22T (6P [A()
+AavA1Tg(t) =+ AlTAa(t) — gﬁ,l(t)AlE(t)]

(4.7)
where @Q,, is given in (2.16). Employing (4.5), we then have
2 _ 2
0, = le(0, w
+ ‘Tg(t”AlTQQAl —2z" (t)QaAng(t)
and
22T (t) P [ARE(t) + AT aa(t) — 0c1 (1) A1E(1)]
=2[e(t) = AT, ()] PLARE(H) + A Taalt) (49

_Qe,l(t)AIE(t) + AavAlTQ(t)] .

Differentiating Vg, (t) along the solution to (4.5) and
employing Jensen’s inequality, we have

Vi (1) + 20Vi, (1) < hn [2(0)[,
—e72hp [0, @ (6) 2 (t + 0)[F, db < — €(t) 7,

f26*2ahth(t)R§§(t) + e (1 — e*Qah) ‘ ( )|R§ .
(4.10)

—20hh

By applying similar arguments to Vz_(t), we have
e—2ah —_ 2

%VRE (t) +2aVr, (t) < - 0 b |:'(t)|R5

i) | Awr(t) + AREW®) + Ay Yo, (0] -

Differentiating Vz,(t) along the solution to

(4.11)

(4.5) and



employing Jensen’s inequality, we have
AV () + 20V (1) < B (1),
el (Ot o (0) a(r)], drdf < —
1 o [Aav(t) + ARE() + A1 Ta, (D)3,
P =— [, 0 (6)d6.

e—2ahh2
2¢w

€)1,

(4.12)

Remark 4.2 The normalizing constants appearing prior
to the integrals in Vg, (t), Vr=(t) and Vg, (t) in (4.6) were
chosen so that for the case w(f) = 1, we have ny = h and

P = %2, whence the compensating negative terms in the
bounds (4.10) and (4.12) are multiplied by e22h.

To employ the S-procedure, let b,,b,, > 0 be positive
scalars such that for any ¢t > h the following hold

I) Qg,l(t)ghgv 1) a%(t/e)gbal.

Let Av,,Ar,, Ar,, € R2X2 be diagonal matrices

(decision variables) with positive diagonal entries and
recall (4.4). By (2.5) and (4.13), we have

(To() " (Ar, @ L) T, (t)

(4.13)

T
x(t) x(t)
<h, Ay, @I, ,
= L(t) Az, ® L f(t)l
(TAal (t))T (AYA(” ® In) TAal (t)
o
~ ay, M x(t)] (ATA“l ®In) x(t)‘|7
£(t) £(t)
(Tm(t))—r (AYQI ® In) Tm (t)
-
x(t) (1)
< ay A a n .
= 5(7?)] (e, @ 10) <t>]
(4.14)
Define
nit) = col (o(0). €00, 50, Tol) T, 1

Yaa, (t), 0e1E(t)}-
Recalling (4.14) and letting 0 < u € R, we have
0 < Wy =nT"(t)[To—T1]n(t)
Iy = diag {0,0,0,—Ay, ® I,, —Ay, ® I,
—Av,,, ® Iy, —pl,},
Ty = diag {rg”,uhgfmo, 0,0, 0} ,
ryY =, (Ar, @ In) + Day ar (Ara,, @ 1)
+ha, (Ar,, ®1I,).
By (4.7)—(4.16) and the S-procedure ([8])

(4.16)

V4+2aV <V +2aV + Wy <" (H)Qnn(t) <0,
(4.17)
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provided

oL} X o)
Qcp = — <0 (4.18)
s |==""hRe 4 pbhyla| O
where
Q) (w1 PA, — e*zahm} + AT Me = Ay, LT,
’ * wa + Ay Me =Ap
0@ _ Qb1+ PAwAy ALMezAy PRy —PA,
ah Al PA, Al Mezhy 0 o |’
[2aA] PA, 0 _ATPA, ATPA,
0® _ * Af Mg =Aq 0 0
LA * * 0 0
* * * 0

— diag {ATQ ® I, A'ral ® I, A’rAal ® Iy, /’L]n} ,
w1 = Qo+ e (1 - eizah) R§ + Az—zrvM&EAava

—2ah —2ahp2
wp =~ Re — S I,
M&: = hT}wRE + 5 SDWZE

(4.19)

Summarizing, we arrive at:

Theorem 4.1 Consider the system (4.1) where Ap (1) =
Ay + ai(1)Ar, Ap, Ao, A1 € R™™ and w € L'([—h,0])
satisfying w(t) > 0 a.e. in [—h,0]. Let the rapidly-
varying coefficient aq (E) satisfy Assumptions 1 and
2 for some T > 0. Assume further that either Ag or
Aoy = Ao + ||w|l 1 - An is Hurwitz. Let by,bq, > 0
be positive scalars such that for any t > h (4.13) holds.
Given tuning parameters €*, h*, Ay, pr > 0, let there exist
0 < P,R¢, R=, Z¢ € R", diagonal matrices with positive
diagonal entries Ay, Ay, ,Ar, € R*? and0 < peR

such that (4.18) and dg.mm < e " (see (2.10)) hold.
Then, the system (4.1) is exponentially stable with decay
rate « > 0. The LMI (4.18) and 02 4w < e~ are feasible
for small enough €, h, Ay, nr.

Proof: The proof is similar to the proof of Theorem 3.1
and is omitted due to space constraints. O

Ezxample 4.1: Single phase AC system

Following [11], we consider the scalar system

#(t) = —Bo2(t) [1 2(8)dh, v(t) = V2V sin (27¢) .

Here V' = 230 the RMS value of the voltage and the gain
k; to be maximized. The system can be presented as

B B cos (49)] S, w(6)d8

whence we rewrite it as (4.1) with T'= 0.5, e = h, Ay = 0,

(t) =




Ap=—-5Vv2 4 =
which leads to Aa;(t

V2, = land a;(7) = cos(4nT),

frie

We set o« = 0 and verify the feasibility of (4.18) and
8227w < e~ We fix e = h = 0.02 as in [11] and verify
(4.18) and 62 47w < e~ to maximize k; which preserves
feasibility. The result is max k; = 6.96 - 104, which is 3.03
times larger than max k; = 2.2923 - 107, obtained in [11].
Finally, our approach can handle the case of decoupled ¢
and h. To illustrate this, consider k; = 2.2923 - 1074, € =
0.02 and set a; (t/€) = cos (42£). We verify the conditions of
Theorem 4.1 to obtain the largest value of h which preserves
feasibility. The result is given by max h = 0.0657.

5 Conclusions

We introduced a novel quantitative methodology for
deriving ISS-like/stability properties for linear continuous-
time systems. The presented methodology relies on a
new system presentation, in conjunction with a delay-free
system transformation. Compared to the recent time-
delay approach to averaging, the new method presents
a simpler ISS analysis of the transformed non-delayed
system that employs Lyapunov functions and does not
need additional solution bounds for times smaller than
the time-scale parameter, and significantly improve the
results in the numerical examples. However, the time-delay
approach is applicable not just to classical averaging as
considered in the present paper, but also to Lie-brackets-
based averaging [33], [34] where application of the non-
delay transformation seems to be questionable. Future
work may include applications of the method to control
problems that employ averaging.
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