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Abstract

Linear continuous-time systems with switched pointwise delays are studied. A technique enabling to establish the stability of these
systems with a rapidly varying periodic delay is proposed. It relies on two ingredients: a representation of the systems as time-varying
systems with constant delays and an averaging approach. Illustrative examples show the effectiveness of the proposed methodology.
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1 Introduction

One of the simplest way to represent time heterogeneity in
dynamical systems is by using delays, that can be constant
or time-varying, distributed over a bounded or unbounded
time-interval. Many continuous-time systems admit time-
varying delays. They may appear in generic networks when
the geometry of the physical channel changes (traffic flows
scenarii) or in haptic and teleoperation systems, where the
time variation of the communication delay may affect the
performances of the overall system. Such arguments moti-
vated the analysis or the control of these systems in many
contributions including for instance [3], [15], [17], [18] and
[21]. On the other hand, it is well-known that the study of
these systems is difficult, except when the delay can be ne-
glected or admits variations that can be neglected. To un-
derstand one of the reasons of this difficulty, consider the
linear system

ẋ(t) = Ax(t) +Bx

(
t− h

(
t

ε

))
, (1)

where ε > 0 and h is a nonnegative periodic function with
hav as average value. It turns out that the exponential
stability of the system

ẋav(t) = Axav(t) +Bxav(t− hav) (2)

does not imply that the system (1) is exponentially stable
for sufficiently small values of ε > 0. This fact is established
in the paper [12]. Moreover, another reason can be found
in [11] where it is shown that a system

ẋ(t) = Ax(t) +Bx(t− h(t)) (3)

with a delay h such that |h|∞ ≤ h may admit unbounded
solutions even when

ẋ(t) = Ax(t) +Bx (t− hc) (4)

is exponentially stable for all constant hc ∈ [0, h].

These remarks prompt us to ask a first question: is it im-
possible to take advantage of the smallness of ε to establish
in some cases the asymptotic stability of the system (1) ?
This question can be more precisely formulated as follows:
can we find a method enabling to prove, under appropriate
assumptions, that the system (1) is exponentially stable
when the constant ε is small ?

A first answer to this question is given in the contribution
[15]. In it, the exponential stability of the system (1) with
small constant ε is studied via a comparison system which
includes a term with a distributed delay. This pioneering
result presents two limitations: determining the compari-
son system is not always simple and the delay of the stud-
ied system cannot be discontinuous.

These remarks motivate the present paper. We will give an
answer to the above question that is significantly different
from the one of [15]. We will prove a stability result for a
particular family of systems with discontinuous delays: the
systems with switches. These systems are fundamental be-
cause they are encountered in many applications [4], [20]
and because periodic time-varying systems can be approx-
imated by systems with switches, as explained in [12]. This
topic will be the subject a future work: its purpose will
be to study time-varying systems via an approximation by
switched systems.
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The main result of the present paper is the following. For
a dynamical system with switches, we adopt a represen-
tation of the type of the one in [12, Section IV]. The new
representation is a time-varying system with several con-
stant pointwise delays. Then an averaging approach is ap-
plied. It is based on a time-invariant comparison system
with constant pointwise delays whose stability is assumed.

A striking message of the result we establish is that in
general the behavior of the solutions of a linear system with
a single rapidly varying switched pointwise delay is close
to the behavior of the solutions of a linear time-invariant
system with several constant pointwise delays.

The averaging technique we use is reminiscent of the one
of the recent contributions [9] and [10], which are devoted
to the stability analysis of time-varying systems with a sin-
gle pointwise constant delay. However, the proposed tech-
nique is different in the sense that we take advantage of
the fact that we handle piecewise constant functions to ob-
tain simpler calculations and stability conditions. More-
over, our technique is completely different from the time
delay technique presented in [7] and in other papers by the
second author, which applies only when a condition on the
size of the delay of the studied system is satisfied. Besides,
it is worth observing that we obtain an explicit smallness
condition on the parameter which determines how fast the
system is varying. We point out also that the main result
of the paper [12] is a control design for systems with a de-
lay in the input and no averaging was used in [12] to prove
stability or stabilization of the studied of systems.

Let us observe that the proof of exponential stability we will
give relies on the vector version of the so-called trajectory-
based approach developed for instance in [1] and [13]. More-
over, it is worth mentioning that, contrary to many works
devoted to switched systems, ours does not use any dwell-
time condition. Finally, we observe that the result we ob-
tain is significantly different from the one of [15] which uses
a comparison system with a distributed delay, imposes a
constraint on the size of the variations of h over hav and
does not seem to extend to time-varying systems.

The paper is organized as follows. The main result is stated
and proved in Section 2. Illustrative examples are given in
Section 3. Concluding remarks are drawn in Section 4 and
end the paper. An appendix completes the presentation.

We use standard notation, which is simplified when no con-
fusion would arise from the context, and where the dimen-
sions of our Euclidean spaces are arbitrary unless otherwise
noted. The standard Euclidean 2-norm, and the induced
matrix norm, are denoted by | · |. For vectors D = [di] and
E = [ei] of the same size, we write D ≤ E provided di ≤ ei
for all i. For any constant T > 0, Cin is the set of all con-
tinuous functions φ : [−T , 0]→ Ra. We define Ξt ∈ Cin by

Ξt(m) = Ξ(t+m) (5)

for all choices of Ξ, m ≤ 0, and t ≥ 0 such that t+m is in
the domain of Ξ.

2 Main result

This part is devoted to the stability analysis of linear
switched systems with a pointwise delay.

2.1 Studied system

Let r > 0 be a real number and ` be a positive integer.

Let si be `+ 1 real numbers such that

0 = s0 < .... < s` = r . (6)

Let σ : [0,+∞)→ {0, ..., `− 1} be the periodic function of
period r defined by: σ(m) = j when m ∈ [sj , sj+1) for all
j ∈ {0, ..., `− 1}.
Let h0 > 0, ..., h`−1 > 0 be constants and A0, ....., A`−1,
B0, ....., B`−1 be matrices in Rn×n. Let

h = max{h0, ...., h`−1} . (7)

Now, consider the system

ẋ(t) = Aσ( tε )
x(t) +Bσ( tε )

x
(
t− hσ( tε )

)
+ δ(t) (8)

with x valued in Rn and where δ : [0,+∞) → Rn is a
piecewise-continuous disturbance.

Remark. Since the matrices Aσ( tε )
and Bσ( tε )

are time-

varying and since the delay h is discontinuous, the main
result of the paper [15] cannot be used to analyze the sta-
bility of the system (8).

To ease the stability analysis of the system (8), we propose
a representation for it which is reminiscent of the one used
in [12].

Let us introduce the following functions:

ϕj(m) =

{
1 when m ∈ [j, j + 1)

0 when m /∈ [j, j + 1)
(9)

for j = 0 to `− 1.

From the definition of the functions ϕi and σ, we deduce
that

`−1∑
i=0

ϕi

(
σ

(
t

ε

))
= 1 (10)

for all t ∈ R. As an immediate consequence, the system (8)
can be rewritten as

ẋ(t) =

`−1∑
i=0

ϕi

(
σ

(
t

ε

))
Aσ( tε )

x(t)

+

`−1∑
i=0

ϕi

(
σ

(
t

ε

))
Bσ( tε )

x
(
t− hσ( tε )

)
+δ(t) .

(11)

Now, one can easily prove that

ϕi

(
σ

(
t

ε

))
Aσ( tε )

= ϕi

(
σ

(
t

ε

))
Ai (12)
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and

ϕi
(
σ
(
t
ε

))
Bσ( tε )

x
(
t− hσ( tε )

)
= ϕi

(
σ
(
t
ε

))
Bix (t− hi)

(13)
for all i ∈ {0, ..., `− 1} and t ∈ R.

We deduce that the system (8) can be rewritten as

ẋ(t) =

`−1∑
i=0

ϕi

(
σ

(
t

ε

))
Aix(t)

+

`−1∑
i=0

ϕi

(
σ

(
t

ε

))
Bix (t− hi) + δ(t).

(14)

A striking feature of this system is that it is a time-varying
system with constant pointwise delays. As a consequence,
when ε is a small constant, we can study its stability via
an averaging approach.

2.2 Stability result

We will show that the average value of the function
ϕi
(
σ
(
t
ε

))
is si+1−si

r . This prompts us to assume that the
system

ż(t) =

`−1∑
i=0

si+1 − si
r

Aiz(t) +

`−1∑
i=0

si+1 − si
r

Biz (t− hi)

(15)
is exponentially stable. As a matter of fact, we introduce
the following more convenient assumption:

Assumption 1. The system

ż(t) =

`−1∑
i=0

si+1 − si
r

Aiz(t)

+

`−1∑
i=0

si+1 − si
r

Biz (t− hi) + γ(t) ,

(16)

where z is valued in Rn and γ : [0,+∞)→ Rn is a piecewise
continuous function is such that there are constants ci > 0
such that

|z(t)| ≤ c1e
−c2(t−s) sup

m∈[s−2h,s]
|z(m)|

+c3 sup
m∈[s−h,t]

|γ(m)|
(17)

for all t ≥ s ≥ h.

Remark.

1. One can prove that Assumption 1 is satisfied by proving
that the system (15) is exponentially stable. Indeed, in this
case, there is a Lyapunov function as described in [8, Propo-
sition 7.4] from which one can determined through lengthy,
but simple, calculations the constants ci. They can also be
determined through a frequency domain approach. For in-
stance, one can use the H∞-norm evaluation for c3 for an
appropriate transfer matrix (see, e.g., the first illustrative
example), a rough evaluation of the spectral abscissa for

c2, and the asymptotic expansion of the solution for c1. For
a deeper discussion on such evaluations, we refer to [14].

2. In the ISS (Input-to-State-Stability) inequality (17), we
could have replaced sup

m∈[s−2h,s]
|z(m)| and sup

m∈[s−h,t]
|γ(m)|

by sup
m∈[s−h,s]

|z(m)| and sup
m∈[s,t]

|γ(m)|. However, we have

selected sup
m∈[s−2h,s]

|z(m)| and sup
m∈[s−h,t]

|γ(m)| because this

is more convenient in some cases. Recall that the cele-
brated notion of ISS has been studied and used in many
contributions since its introduction by E. Sontag in [19].

We are ready to state and prove the following result:

Theorem 1 Let the system (8) satisfy Assumption 1. Then
this system is Input-to-State-Stable with respect to δ when

ε ∈ (0, ε]) (18)

with

ε] =
1

r
2

`−1∑
i=0

(|Ai|+ |Bi|) + c3r`s
2

(19)

and

s = max{|A0|+ |B0|, ..., |A`−1|+ |B`−1|} . (20)

Remark. We can easily extend Theorem 1 to systems
with several switched delays.

Proof. Let us introduce the functions: ωi : R→ (−∞, 0]:

ωi(t) = − 1

εr

∫ t+εr

t

(t+ εr − s)ϕi
(
σ
(s
ε

))
ds (21)

for all i ∈ {0, ..., `− 1}. One can check readily that

ω̇i(t) = − 1
εr

∫ t+εr
t

ϕi
(
σ
(
s
ε

))
ds+ ϕi

(
σ
(
t
ε

))
= −ϕi,av + ϕi

(
σ
(
t
ε

)) (22)

where

ϕi,av =
1

r

∫ r

0

ϕi(σ(m))dm . (23)

Now, let us recall that σ(m) = j when m ∈ [sj , sj+1) and
σ(m) /∈ [j, j + 1) when m ∈ [0, sj) ∪ [sj+1, r). It follows
that ϕi(σ(m)) = 1 when m ∈ [sj , sj+1) and ϕi(σ(m)) = 0
when m ∈ [0, sj) ∪ (sj+1, r). Consequently

ϕi,av =
1

r

∫ sj+1

si

ϕi(j)dm (24)

which implies that

ϕi,av =
si+1 − si

r
. (25)

Moreover,

|ωi(t)| ≤
εr

2
(26)

for all t ∈ R.
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Now, to apply an averaging technique, we observe that (22)
implies that the system (14) can be rewritten as:

ẋ(t) =

`−1∑
i=0

(ω̇i(t) + ϕi,av)Aix(t)

+

`−1∑
i=0

(ω̇i(t) + ϕi,av)Bix (t− hi) + δ(t) .

(27)

The next step of the analysis consists in introducing the
operator:

a(t) =

(
I −

`−1∑
i=0

ωi(t)Ai

)
x(t)−

`−1∑
i=0

ωi(t)Bix(t− hi) ,

(28)
where I is the identity matrix. This operator is defined for
t ≥ 0 and through simple calculations, we obtain

ȧ(t) =

(
I −

`−1∑
i=0

ωi(t)Ai

)
ẋ(t)

−
`−1∑
i=0

ωi(t)Biẋ(t− hi)

−
`−1∑
i=0

ω̇i(t)Aix(t)−
`−1∑
i=0

ω̇i(t)Bix(t− hi) .

(29)

Using (27), we obtain

ȧ(t) =

`−1∑
i=0

ϕi,avAix(t) +

`−1∑
i=0

ϕi,avBix(t− hi)

−
`−1∑
i=0

ωi(t)Aiẋ(t)−
`−1∑
i=0

ωi(t)Biẋ(t− hi)

+δ(t) .

(30)

Using the representation (8), we obtain

ȧ(t) =

`−1∑
i=0

ϕi,avAix(t) +

`−1∑
i=0

ϕi,avBix(t− hi)

−
`−1∑
i=0

ωi(t)Ai

×
[
Aσ( tε )

x(t) +Bσ( tε )
x
(
t− hσ( tε )

)
+ δ(t)

]
−
`−1∑
i=0

ωi(t)Biξi,1(t, xt) + δ(t)

(31)
with

ξi,1(t, xt) = A
σ
(
t−hi
ε

)x(t− hi)

+B
σ
(
t−hi
ε

)x(t− hi − hσ( t−hiε )
)

+δ(t− hi) .

(32)

Using the equality

x(t) = a(t) +

`−1∑
k=0

ωk(t)Akx(t) +

`−1∑
k=0

ωk(t)Bkx(t− hk) ,

(33)

which is a consequence of the definition of a in (28), we
obtain

ȧ(t) =

`−1∑
i=0

ϕi,avAi

×

[
a(t) +

`−1∑
k=0

ωk(t)Akx(t) +

`−1∑
k=0

ωk(t)Bkx(t− hk)

]

+

`−1∑
i=0

ϕi,avBia(t− hi) +

`−1∑
i=0

ϕi,avBiξi,2(t, xt)

−
`−1∑
i=0

ωi(t)Ai

[
Aσ( tε )

x(t) +Bσ( tε )
x
(
t− hσ( tε )

)]
−

`−1∑
i=0

ωi(t)Biξi,1(t, xt)−
`−1∑
i=0

ωi(t)Aiδ(t) + δ(t)

(34)
with

ξi,2(t, xt) =

`−1∑
k=0

ωk(t− hi)Akx(t− hi)

+

`−1∑
k=0

ωk(t− hi)Bkx(t− hi − hk) .

(35)

Grouping the terms and replacing ϕi,av by si+1−si
r (see

(25)) yield

ȧ(t) =

`−1∑
i=0

si+1 − si
r

Aia(t)

+

`−1∑
i=0

si+1 − si
r

Bia(t− hi) + ζ(t, xt) + ∆(t)

(36)

with

ζ(t, xt) =

`−1∑
i=0

si+1 − si
r

Ai

×

[
`−1∑
k=0

ωk(t)Akx(t) +

`−1∑
k=0

ωk(t)Bkx(t− hk)

]

+

`−1∑
i=0

si+1 − si
r

Biξi,2(t, xt)

−
`−1∑
i=0

ωi(t)Ai

[
Aσ( tε )

x(t) +Bσ( tε )
x
(
t− hσ( tε )

)]
−

`−1∑
i=0

ωi(t)Biξi,3(t, xt) ,

(37)

ξi,3(t, xt) = A
σ
(
t−hi
ε

)x(t− hi)

+B
σ
(
t−hi
ε

)x(t− hi − hσ( t−hiε )
) (38)

and

∆(t) = δ(t)−
`−1∑
i=0

ωi(t)Aiδ(t)−
`−1∑
i=0

ωi(t)Biδ(t−hi) . (39)
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From Assumption 1, we deduce that

|a(t)| ≤ c1e
−c2(t−s) sup

m∈[s−2h,s]
|a(m)|

+c3 sup
m∈[s−h,t]

|ζ(m,xm) + ∆(m)|
(40)

for all t ≥ s ≥ h. Let T > 0 be a real number to be chosen
later. Then the inequality (40) gives

|a(t)| ≤ c1e
−c2T sup

m∈[t−T−2h,t]
|a(m)|

+c3 sup
m∈[t−T−h,t]

|ζ(m,xm)|

+c3 sup
m∈[t−T−h,t]

|∆(m)|

(41)

for all t ≥ T + h. Through calculations given in Appendix
A, one can prove that

|ζ(t, xt)| ≤ Kε sup
m∈[t−2h,t]

|x(m)| (42)

for all t ≥ 2h with K defined in (A.7) and s defined in (20).
We deduce that

|a(t)| ≤ c1e
−c2T sup

m∈[t−T−2h,t]
|a(m)|

+c3 sup
m∈[t−T−h,t]

(
Kε sup

`∈[m−2h,m]

|x(`)|

)
+c3 sup

m∈[t−T−h,t]
|∆(m)|

(43)

t ≥ T + 3h. It follows that

|a(t)| ≤ c1e
−c2T sup

m∈[t−T−2h,t]
|a(m)|

+c3Kε sup
`∈[t−T−3h,t]

|x(`)|

+c3 sup
m∈[t−T−h,t]

|∆(m)| .

(44)

On the other hand, the equality (33) and the inequality
(26) imply that

|x(t)| ≤ |a(t)|+
`−1∑
i=0

εr

2
|Ai||x(t)|

+

`−1∑
k=0

εr

2
|Bi||x(t− hk)|

≤ |a(t)|

+ εr
2

(
`−1∑
i=0

|Ai|+
`−1∑
k=0

|Bi|

)
sup

m∈[t−h,t]
|x(m)| .

(45)
By grouping the inequalities (44) and (45), we obtain the

vector inequality(
|x(t)|
|a(t)|

)
≤ M(T, ε)


sup

m∈[t−T−3h,t]
|x(m)|

sup
m∈[t−T−3h,t]

|a(m)|


+

 c3 sup
m∈[t−T−h,t]

|∆(m)|

0


(46)

with

M(T, ε) =

[
εg 1

εc3K c1e
−c2T

]
(47)

with g = r
2

`−1∑
i=0

(|Ai|+ |Bi|).

Let ε > 0 be such that

ε < ε] (48)

where ε] is the constant defined in (19). Then

εg +
√
ε2g2 + 4εc3K < 2 . (49)

We can prove that this inequality imply that the matrix[
εg 1

εc3K 0

]
(50)

is Schur stable by studying its eigenvalues.

Then, the continuity of the eigenvalues of a matrix with
respect to the entries implies that there is a constant Tp > 0
such thatM(Tp, ε) is Schur stable. Finally, by noticing that
(26) implies that

|∆(t)| ≤ εr
2

`−1∑
i=0

|Ai||δ(t)|+
εr

2

`−1∑
i=0

|Bi||δ(t− hi)|+ |δ(t)|

(51)
and by applying the trajectory based approach [1], [13],
the vector inequality (46) allows us to conclude.

3 Illustrations

In this section, we illustrate Theorem 1 through two exam-
ples which show that Theorem 1 applies easily.

3.1 First illustration

Consider the system (8) with n = 1, r = 2:

A0 = −2 , A1 = 0 , (52)

B0 = 0 , B1 =
3

2
, (53)

h0 > 0 , h1 > 0, (54)

s1 = 1 and s2 = 2.

In this particular case, the system (16) is represented by a
scalar delay-differential equation of the form:

ż(t) = −z(t) +
3

4
z(t− h1) + γ(t) (55)

5



Since 3
4 < 1, this system is ISS. Indeed, it is easy to ob-

serve that in the case γ = 0, (55) is exponentially stable
independently of the delay value h1. Many proofs of this
fact can be proposed. For instance, using a similar argu-
ment to the one proposed in [16], the system free of delay
is exponentially stable and the corresponding character-
istic function ∆(s) = s + 1 − 3/4e−sh1 has no roots on
the imaginary axis independently of the delay h1 since by
| 1 + (jω)2 |>| 3/4e−jωh1 |2, for all ω ∈ R and all h1 ∈ R+.
Next, by explicitly computing Hzγ , the transfer function
from γ to z, one can estimate an upper bound for c3 and it
corresponds to the H∞-norm of the transfer Hzγ . For in-
stance, in the case h1 = 0.1, one gets c3,m ≤ 4 (see, e.g.,
[14,2] for further details).

Next, by choosing c3 = 4, Theorem 1 allows concluding
that the studied system is ISS with respect to δ when

ε <
2

153
. (56)

3.2 Second illustration

Let us consider the system (8) with n = 2,

A0 =

[
0 1

−1 −κ

]
, (57)

A1 =

[
0 1

−1 0

]
, B0 = 0 , B1 =

[
0 0

0 −κ

]
,

(58)
with κ > 0, h0 > 0, h1 = 2π, s1 = 1 and s2 = r = 2.

Now, notice that, in this particular case, the system (16)
is given by the following delay-differential equation:

ż(t) =
1

2
(A0 +A1)z(t) +

1

2
B1z (t− 2π) + γ(t) . (59)

It can be rewritten as

ż(t) =

[
0 1

−1 −κ2

]
z(t) +

[
0 0

0 −κ2

]
z (t− 2π) + γ(t) (60)

with γ(t) = (γ1(t), γ2(t))>. This system is globally expo-
nentially stable when the constant κ is sufficiently small.
Indeed, consider γ = 0, and consider the system

ż(t) =
1

2
(A0 +A1)z(t) +

1

2
B1z (t− h1) , (61)

where h1 and κ are considered as free parameters. Under
these assumptions, the characteristic function ∆ : C 7→ C
of (61) is:

∆(s) = s2 +
κ

2
s+ 1 +

κ

2
se−sh1 . (62)

When h1 = 0, the system (61) is exponentially stable if
and only if κ > 0. By using the continuity property of the
characteristic roots with respect to the system’s parame-
ters (see, e.g. [14]), the exponential stability is preserved
for sufficiently small delays as long as there are no charac-
teristic roots crossing the imaginary axis. In other words,
to find critical parameters’ values (in our case, gain and

delay margins), one needs to explore the existence of char-
acteristic roots located on the imaginary axis. More pre-
cisely, in our case, simple computations show that, inde-
pendently of the gain value κ > 0, ∆ has a pair of roots on
the imaginary axis s = ±j and this happens if and only if
h1 = π, 3π, . . . , (2m+ 1)π, with m a non-negative integer.

At this stage, as suggested in [14] for the analysis of the
spectrum location with respect to the delay parameter, one
needs to explicitly compute the crossing direction at the
“critical” delay values h1 given above with the observation
that if the crossing is towards instability (resp. stability)

then Re
{
ds
dh1

}∣∣∣
s=jω

> 0 (resp. < 0). Using the procedure

proposed in [6] (see also [5]), we observe that:

Re
{
ds
dh1

}∣∣∣
s=jω,h1=π

= Re

{
−

∂∆
∂h1
∂∆
∂s

}∣∣∣∣
s=jω,h1=π

= κs2

−skh1+(κ+4s)esh1+κ

= Re
{
− jk
πκ+4

}
= 0 .

(63)

Since sgn(Re
{
ds
dh1

}∣∣∣
s=jω

) = 0, we cannot conclude about

the crossing direction and, thus, a second-order derivative
should be explicitly computed. Simple computations lead
to:

d2s
dh2

1
=

− ks3(κ2(2sτ−3)−2k(κ+2s)esh1+(κ+4s)2e2sh1)
(−skh1+(κ+4s)esh1+κ)

3 .

(64)
The evaluation of this quantity at the “point” of interest
(“s = j”) gives us the following relation

Re
{
d2s
dh2

1

}∣∣∣
s=j,h1=π

= Re
{

2sκ(k(πκ+6)+8j)
(πκ+4)3

}∣∣∣
s=j,h1=π

= −16κ .

(65)
Since κ > 0, it follows that the crossing direction is to-
wards stability. To summarize the above analysis, the cor-
responding system is exponentially stable for all positive
delays h1 ∈ R+ \ {(2m + 1)π,m ∈ Z+}, and marginally
stable (one simple pair of characteristic roots located on
the imaginary axis, all the other roots located in C−, i.e.
with negative real part) for all h1 ∈ {(2m+ 1)π,m ∈ Z+}.
In fact, the (rightmost) characteristic root, seen as a func-
tion depending on the delay parameter, arrives (from the
left-half complex plane) by “touching” (“tangentially”) the
imaginary axis and “turns” back to the left. Such a behav-
ior is depicted in Fig 1. For a different example depicting
a similar property, we refer to [6]. Thus, in conclusion, if
h1 = 2π, the dynamical system (60) is exponentially stable
and, furthermore, this property holds for all positive gains
κ > 0.

Finally, by using the toolbox proposed in [2], for κ = 1
2 in

(60), we obtain an estimation for c3: c3 = 6.3 (correspond-
ing frequency: ω = 0.78). If κ = 1, one gets c3 = 6.65 (for
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Fig. 1. Evolution of the (rightmost characteristic) roots of ∆
in (62) as the delay parameter h1 increases inside the open
interval (0, 2π) (under the assumption that κ > 0).

0.4 0.5 0.6 0.7 0.8 0.9 1 1.1
6.2
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6.7
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Fig. 2. Evaluation of c3 as a function of κ ∈ [0.4, 1.1] for the
system (60).

a corresponding frequency ω = 0.69). For other values, we
refer to Fig. 2 with the observation that for smaller/larger
gains the value of c3 is increasing. Now, one can prove that

|A0| = 2+κ2+κ
√
κ2+4

2 , |A1| = 1 ,

|B0| = 0 , |B1| = 1
2 .

(66)

Let us consider the case where κ = 1
2 . Then Theorem 1

ensures that the system we study is ISS when

ε <
1

103
. (67)

Remark. Let us observe that in this example the average
value of the delay h is π and therefore the average system
similar to (2) is

ẋav(t) =
1

2
[A0 +A1]xav(t) +

1

2
B1xav (t− π) . (68)

We have already explained why this system is not expo-
nentially stable. This fact shows that the average value of
the delay does not give any (explicit) information on the
stability of the studied system.

4 Conclusion

We proposed a new technique of stability analysis of linear
continuous-time systems with a periodic switched delay
and additive disturbances.

The result we obtain can be easily extended to many fam-
ilies of systems. In particular, we expect to extend it to
dynamical systems with time-varying delays by approxi-
mating these systems by switched systems.

Also, we conjecture that our result can be adapted to sys-
tems with time-varying distributed delays. Our technique
can also be applied to control problems for systems with
a rapidly time-varying delay in the input and thereby an
extension of the main result of the paper [12] could be ob-
tained.
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A The constant K

Let us introduce the simplifying notation

S(xt) = sup
l∈[t−2h,t]

|x(l)|. (A.1)

Let us observe first that (26) gives

|ξi,2(t, xt)| ≤ εr
2

`−1∑
k=0

(|Ak|+ |Bk|)S(xt) (A.2)

and

|ξi,3(t, xt)| ≤
(
|A
σ
(
t−hi
ε

)|+ |B
σ
(
t−hi
ε

)|)S(xt) , (A.3)

where ξi,2 and ξi,3 are the functionals defined respectively
in (35) and (38). Now, consider the functional ζ defined in
(37). Using again (26), one can prove that the inequality

|ζ(t, xt)| ≤
`−1∑
i=0

si+1 − si
r

|Ai|

× εr
2

`−1∑
k=0

(|Ak|+ |Bk|)S(xt)

+

`−1∑
i=0

si+1 − si
r

|Bi|

× εr2
`−1∑
k=0

(|Ak|+ |Bk|)S(xt)

+ εr
2

`−1∑
i=0

|Ai|
[
|Aσ( tε )

|+ |Bσ( tε )
|
]
S(xt)

+ εr
2

`−1∑
i=0

|Bi|

×
(
|A
σ
(
t−hi
ε

)|+ |B
σ
(
t−hi
ε

)|)S(xt)

(A.4)

is satisfied. Consequently, the inequality

|ζ(t, xt)| ≤ ε
2

`−1∑
i=0

(si+1 − si)s
`−1∑
k=0

sS(xt)

+ εr
2

`−1∑
i=0

s2S(xt)

(A.5)

where s is the constant defined in (20), is satisfied. We
deduce that

|ζ(t, xt)| ≤ εrs2` sup
l∈[t−2h,t]

|x(l)| . (A.6)

We deduce that we can choose

K = rs2` . (A.7)
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