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Abstract—Using a Physically Unclonable Function (PUF) for
extracting a secret key from the unique submicron structure
of an integrated circuit, rather than storing it in non-volatile
memory, provides notable advantages such as physical unclon-
ability and tamper resistance. SRAM PUFs offer the advantage
of reusing memories that already exist in many resource-
constrained embedded devices, by leveraging the unique start-
up values of memory cells. However, certain SRAM cells
may exhibit bit-flipping due to noise, temperature and voltage
fluctuations. In this paper, we propose a straightforward yet
effective method to mitigate PUF error rates. This method uses
a majority voting decoder to rectify errors only in selected
SRAM patterns, determined by a predefined threshold. Our
scheme is simpler than other error correction codes (ECCs)
based solutions. Even for the simplest ECCs, our method can
provide better leftover entropy, e.g., more than 3x improvement,
at the cost of worse error correction capability and memory
overhead. TMVS can reach much smaller bit-error rate values
compared to existing solutions based on majority voting, e.g.,
360x improvement. TMVS has also minimal pre-processing run-
time and cost with respect to existing pre-processing techniques
like preselection and hardening.

Index Terms—SRAM PUF, bit flipping, secret key, reliability.

I. INTRODUCTION

All keyed cryptographic primitives rely on the secrecy of
the key used to encrypt or sign a given message. Conven-
tional secure key storage schemes use non-volatile memory
(NVM) technologies to store cryptographic secrets. This
method introduces additional manufacturing process steps,
costs, footprint while decreasing security because of possible
readout and cloning attacks. Physical Unclonable Functions
(PUFs) have appeared as a promising solution for secret
key storage, boosting superior performance, lower cost, and
tamper resistance.

Due to submicron process variations inherent in manu-
facturing, every transistor within an integrated circuit has
slightly distinct physical properties. These properties can be
measured, and since the process variations are uncontrollable,
they result in features that cannot be replicated, even by
the manufacturer. Therefore, a PUF serves as a silicon
biometric for an electronic device, which can generate a
unique, repeatable and unpredictable response to an applied

stimulus or challenge. These properties have made PUFs very
useful in secure key generation and storage. The Arbiter
PUF [1] and Ring Oscillator PUF [2] were proposed based
on delay measurements. The Butterfly PUF [3], D Flip-Flop
PUF [4], Buskeeper PUF [5] and SRAM PUF [6] were
proposed relying on start-up values of memory cells.

SRAM PUF is the only type of PUFs that can be com-
pletely implemented in software without requiring a dedi-
cated circuit. This PUF leverages the unpredictable power-
up value of SRAM cells to provide the PUF response, with
the corresponding address serving as the challenge. This un-
predictability arises from inherent random process variations
in the relative strengths of the two cross-coupled inverters
within each cell, caused by random-dopant fluctuations, line-
edge roughness and other factors [7]. Consequently, upon
power-up, some SRAM cells initialize to logical ‘0’ while
others to logical ‘1’. This unique pattern of ‘0’s and ‘1’s
across each SRAM can then be used for secure key genera-
tion.

The reliability of the SRAM cells is one of the challenges
of SRAM PUF. The response of SRAM PUF is noisy because
some SRAM cells are unstable, which means that their values
are not always the same during multiple power-up cycles. The
power-up state in these cells is highly sensitive to random
noise, temperature and voltage variations. To generate secret
keys, the response for each SRAM cell should be highly
reliable under different operating conditions, with a bit-error
rate (BER) close to zero.

We classify the existing methods used to solve the problem
of robustness on SRAM PUFs into software-based and non
software-based approaches. Non software-based approaches
either select stable SRAM cells during testing, e.g. multiple
measurements and power resets of the SRAM at different
voltage/temperature conditions [8], or strengthen the response
of SRAM cells by applying reverse burn-in aging [8]. How-
ever, software-based approaches are mainly based on error
correction codes (ECCs), e.g. BCH code, whether as a base
solution [9], or as a complementary technique [10]. ECCs
correct the erroneous bits and reduce the bit-error rate to a
specific level. Based on these two main classes, combinations



of different approaches have been also exploited [11].
Motivation. We aim at developing an efficient solution

to extract a reliable secret key from an SRAM PUF. By
“efficient”, we refer to hardware resources, cost and run-
time of the implementation, in large networks of resource-
constrained devices. We need our solution implementation
to be as compact as possible, without the need to perform
pre-processing steps as in non software-based approaches.
All of these steps can add cost and time overhead that is
unacceptable for many applications, including large networks
of wireless sensor nodes. Additionally, we want the new
approach to be as low-complexity as possible compared to
ECC-based solutions. This is a key requirement that makes
our work fundamentally different from other SRAM PUF
implementations.

Contribution. A naive majority voting decoder produces bit
1 if the sequence of bits has more ‘1’ bits, and bit 0 if it has
more ‘0’ bits. Although this decoder has low-complexity, it
fails to decrease the PUF error rate, since a single noisy cell
can change the majority decision when a pattern has close
number of zeros and ones. In our approach, we exclude these
SRAM patterns causing error decoding from PUF, and choose
only the patterns with small or large number of ones accord-
ing to a threshold. The selected patterns, even when noisy,
undergo the majority voting decoder and produce highly
reliable bits. This new method neither requires knowing the
positions of the most stable SRAM cells, nor using complex
ECC techniques. The contribution of this paper is three-fold:

1) We develop a new comprehensive methodology, called
TMVS, to increase the SRAM PUF reliability by
selecting certain SRAM patterns to be used as PUF.

2) We theoretically analyze the approach by deriving the
probability of decoding error and the probability of
finding a pattern that respects the determined threshold.

3) We discuss the proposed approach with respect to
existing solutions in the literature.

Paper Organization. The remainder of this paper is orga-
nized as follows. Section II surveys related work. Section III
provides a background on SRAM PUF and fuzzy extrac-
tors. Section IV describes the TMVS approach, showing
its parameters, requirements and phases. Section V analyzes
the approach theoretically. Section VI discusses TMVS with
respect to existing techniques. Section VII concludes this
paper and presents avenues for future work.

II. RELATED WORK

Several mechanisms have been proposed in the literature
to reduce cell instability and increase reliability of SRAM
PUFs.

Error Correction Codes (ECC). ECCs such as the rep-
etition code, BCH, Reed-Muller, or Golay codes [9] are
used to construct fuzzy extractors and reduce the BER to
a specific level, so that the SRAM array can be directly used
as a PUF. A powerful ECC provides strong error correcting
capability but also leads to an excessively large hardware

overhead, which is inadequate in some hardware resource-
limited applications.

Preselection. Highly stable cells are selected during testing
and used as PUF cells, to ensure high reliability. A stable cell
has high probability of having the same power-up value. The
overall hardware overhead is negligible since only the address
of the selected cell requires to be stored in NVM. However,
testing cells requires multiple measurements and power resets
at different voltage/temperature conditions [8], [12], during
the enrollment of a key, which is an unacceptable overhead
for many applications. Even when some methods operate
under a single voltage/temperature condition, these methods
require either precise control of the power-off duration of
the power supply [13], posing implementation challenge for
advanced CMOS technology; or regulation of the voltage
ramp rate [14], [15], an option dependent on chip design.
Moreover, some complex circuits such as adjustable regula-
tors could be needed.

Soft Decision Maximum-Likelihood (SDML). Similarly to
preselection methods, multiple reliability measures are re-
quired in SDML to calculate individual bits error probabil-
ities. SDML decoder uses these values to select the code
word that was most likely transmitted [16]. It achieves the
best possible error-correcting performance, but generally at a
decoding complexity exponential in the number of key bits
per block, and a large quantity of helper data stored in NVM.
Even when SDML uses a single measure [10], ECCs will be
still required.

Spatial Majority Voting (SMV). The idea of the SMV
scheme [17] is about performing majority voting only on
the subgroup of bits that constitutes the majority of total
bits; e.g. for the group of bits ‘11100’, the majority voting is
applied only on the first three bits. However, this method
is not sufficient by itself, and other techniques such as
preselction or ECC are still needed to reach nearly 100%
reliability.

Hardening. Reverse burn-in aging is applied to the SRAM
cells to strengthen their response and harden their direc-
tion [8]. The cells aged with 0 (storing 0) will have a
bias of 1, and the cells aged with 1 will lean towards 0
bias. This method somewhat improves the PUF stability,
but is not sufficient on its own, and ECC is still required
afterwards. Additionally, it is an expensive procedure in terms
of tester runtime and cost. Recently, a new burn-in technique
that can reach nearly 100% reliable SRAM PUF cells was
explored [18]. However, it requires modifying the design of
the SRAM cells, and this increases the design cost and time,
and also limits occasional reuse of functional SRAMs as
PUFs.

III. PRELIMINARIES

In this section, we review SRAM PUF and introduce
some metrics and statistical functions that will serve as base
for our approach construction. Later, we review the fuzzy



extractor, a technique based on error correction codes (ECCs)
for improving SRAM PUF reliability using software only.

A. SRAM PUF

When an SRAM is initially powered up, each cell acquires
a ‘0’ or a ‘1’ logic value. A well-known circuit design for
an SRAM cell is the 6-transistor SRAM cell. In an ideal
SRAM cell, if all transistors are identical, the cell is perfectly
balanced. In the absence of an asymmetric electrical noise,
such a cell has a random 50% probability of acquiring either
a ‘0’ or a ‘1’ state at power-up. However, in nanometer-
scale technologies, because of uncontrollable small random
manufacturing variations, no two transistors in an SRAM cell
are truly identical in practice. Therefore, when the SRAM
memory has been powered up, the process variation along
with the noise and environment variation will classify the
cells into unstable and stable cells. Stable cells will have
their preferred and consistent state, either a ‘0’ or a ‘1’.
Conversely, the final state of unstable cells is determined
by the noise present in the circuit and by temperature and
voltage variation.

Due to the noisy nature of SRAM PUF responses, two
readings of the SRAM cells at start-ups will produce two
different but closely related responses R and R′. The measure
of closeness can be defined via the Hamming distance
dH(R,R′); the number of bits that differ between two bit
strings. The raw PUF bits have a bit-error rate pe, and many
techniques in the literature focused on increasing SRAM PUF
reliability and decreasing pe. The target bit-error rate is 10−6,
to make PUF responses adequate for key generation.

bino(k, n, p) =
(
n

k

)
pk(1− p)n−k (1)

The bits in an SRAM PUF are derived from physically
distinct circuit components, thus, assuming that the PUF bits
are independent and identically distributed (i.i.d) is reason-
able [19]. However, some SRAM PUFs present dependency
between physically neighboring memory cells [20]. Hence,
bias and correlation between SRAM cells should be tested in
advance for specific circuit and technology [21]. We denote
by p the probability for a cell to have a ‘1’ value, hence,
perfectly unbiased SRAM memory cells will have p = 1

2 .
Assuming PUF bits are i.i.d, the Hamming weight of a
bit string, defined as the number of non-zero bits, follows
a binomial distribution, with the probability mass function
given in (1), where n is the number of bits in the bit
string, and k the number of occurring ‘1’. Furthermore, the
Hamming distances between different raw bit strings result
in also a binomial distribution [22]. The binomial distribution
has a mean µ = np and standard deviation σ =

√
np(1− p).

B. Fuzzy Extractor

PUF responses can not be used directly as a key in a
cryptographic primitive for two reasons: they are noisy and
not uniformly distributed. To deal with the first issue, at least

Fig. 1: ECC-based key generator of SRAM PUF.

one of the techniques presented in Sec. II has to be used to
generate reliable keys. Mitigating the second issue requires
applying a privacy amplification or randomness extraction
primitive, e.g. hash functions, and this is out of scope of our
study.

Fuzzy extractor is a conventional approach based on ECCs
and used to enhance the reliability of SRAM PUF and reach
a target bit-error rate less than 10−6. Each SRAM PUF
response R is a sequence of n bits. An ECC code C with
parameters [n, k, t] is used to correct the noisy response R′,
where n is also the length of the code, k is the dimension
of the input data, i.e. key bits, and t is the number of errors
it can correct. The error correcting capability t is derived
from the smallest Hamming distance dmin between any two
different code words in C as t = ⌊dmin−1

2 ⌋.
There are two phases in a fuzzy extractor, as shown in

Fig. 1: enrollment and regeneration. During the enrollment,
the ECC code performs the encoding by using a large amount
of raw data from the SRAM array. The output of encoding
is the secret key K and helper data W , where a code word
CS is chosen at random from C and W = CS ⊕ R. This
approach is known as “code-offset construction”. The helper
data is public and can be stored in any NVM. During the
regeneration phase, the user will exploit the helper data and
the new regenerated (noisy) PUF data R′ to recover the secret
key.

Perror =

n∑
i=t+1

(
n

i

)
pie(1− pe)

n−i (2)

The probability that a string of n bits has more than t
bit errors is given in (2), where pe is the raw bit-error rate,
and once the number of errors exceeds t, the ECC can not
correct them, thus, the SRAM PUF fails to extract the correct
key. Notice that the desired value of Perror determines the
required error correcting capability t, and thus, the size of
the code.

Different ECCs have been used to build robust SRAM
PUFs. Using repetition code alone requires large PUF re-
sponses, using Golay code suffers high error probability, and
BCH code has high decoding complexity. To mitigate these
issues, Böschet al. [9] proposed to use a concatenated code to
reduce the size of the PUF response and the complexity for
hardware implementation. These concatenated codes have as
inner code a conventional error correcting code such as BCH,
Reed-Muller, or Golay code, and as outer code a repetition
code. Besides the hardware overhead, fuzzy extractors have



another drawback: the helper data bits can leak information
about the extracted secret key [23]. Thus, helper data should
be carefully generated.

IV. THRESHOLD-BASED MAJORITY VOTING SCHEME

In this section, we show the core idea behind our approach
based on the majority voting. We explain how to choose
the threshold, which is crucial in our method. We present
our approach using a simple use-case, then we describe the
approach in a more general way. The goal of this approach,
called TMVS, is to extract from an SRAM PUF a reliable key
with error probability 10−6, a value assumed to be adequate
for any realistic application [9].

A. Majority Voting

The naive method to perform majority voting on a se-
quence of bits, is to extract bit 1 if the sequence has more
‘1’ bits, and bit 0 if it has more ‘0’ bits. Only sequences with
odd number of bits are used in such approach to prevent ties.
Unfortunately, this approach increases the PUF error rate as
shown in [17] instead of reducing the error rate. This refers
to the fact that a single noisy cell can change the majority
decision for a full pattern. When the number of ‘0’ and
‘1’ bits in an SRAM pattern is very close, this approach
fails immediately. Take for example the pattern “01100”, the
majority of bits is 0, however, if the first bit flips, the majority
will become 1, thus, a decoding error occurs. In fact, when
an SRAM memory is unbiased p = 1

2 , the Hamming weight
of an SRAM pattern follows a binomial distribution with a
mean equal to half of its length n as explained in Sec. III-A.
Therefore, many SRAM patterns have close number of zeros
and ones, leading to a bad performance for the naive method.

When we exclude these SRAM patterns with Hamming
weight close to n

2 from the PUF, the performance of the ma-
jority voting decoder increases significantly. Consequently, to
decrease the error decoding probability, we should set a safety
threshold on the Hamming weight of SRAM patterns selected
to be used as PUF. SRAM patterns with close number of
zeros and ones will be excluded from PUF according to a
certain interval bounded by a lower and higher thresholds.
The way we choose these thresholds is detailed next.

B. Threshold Choice

The number of errors ne occurring in a pattern of n
i.i.d PUF bits with probability pe, follows a binomial dis-
tribution bino(ne, n, pe) defined in (1). The binomial can be
approximated by the normal distribution if both npe > 5
and n(1 − pe) > 5. Assuming pe = 0.15, n should be
larger than 33 to satisfy these conditions. This approximation
allows us to apply the empirical rule, stating that around
68% of the error values are within one standard deviation
(σe) of the mean (µe), 95% of the values are within two
standard deviations (2σe) and 99.7% are within three standard
deviations (3σe).

In the context of our study, this statistical rule aims at
predicting the number of possible erroneous bits occurring

Fig. 2: Illustration for the selection region determined by
thresholds on the Hamming distance dH(R,S) distribution.

within any PUF response for n cells with respect to a
previous response. More precisely, we can deduce that the
number of flipping bits between any two different SRAM
PUF responses of the same cells, falls within the interval
[µe − 3σe, µe + 3σe] with a probability of 0.997. Thus, the
maximum number of possible flipping bits is ⌈µe+3σe⌉ bits
with a probability of 0.997, for a response of length n. This
maximum bound will be denoted as Ne,max(3σe). Therefore,
by taking a higher coefficient of σe, we can find the interval
within which around 100% of the error values fall, thus,
Ne,max will be an accurate estimate for the maximum number
of possible bit flips.

In our approach, we select SRAM patterns in a way that
even if the maximum number of bit flips Ne,max occurs, we
remain able to extract exactly the same bits using majority
voting. Hence, an SRAM pattern with Hamming weight far
from np by a margin of Ne,max, can be decoded successfully.
Consequently, only sequences with Hamming weight smaller
than np−Ne,max or larger than np+Ne,max should be se-
lected, these are respectively the lower and higher thresholds
used in our approach.

Requirements. The diversity in chip designs leads to having
different SRAM characteristics. Thus, in practical implemen-
tation of TMVS, an estimation of the worst-case BER pe and
the average mean of bits p of the used SRAMs is required.

C. Basic Approach

Codebook. We start with a simple use-case of our approach
where we choose a single code word S0 equal to a sequence
of n zeros. Thus, the codebook C contains a single element.
The Hamming distance between any SRAM pattern and S0

is equivalent, in this case, to the Hamming weight of that
pattern.

Enrollment. An SRAM response R with n raw bits is se-
lected to be used as PUF if the Hamming distance dH(R,S0)
satisfies one of the following conditions:

dH(R,S0) ≤ ⌊np⌋ −Ne,max (3)
dH(R,S0) ≥ ⌈np⌉+Ne,max (4)

We define the lower threshold in (3) as TH low, and the higher
threshold in (4) as THhigh, and we write (3) and 4 as follows:

dH(R,S0) ≤ TH low (5)
dH(R,S0) ≥ THhigh (6)



Satisfying the first condition (5) implies that the response R
has a majority of ‘0’ bits, and a ‘0’ key bit can be extracted
based on majority voting. For the second condition (6), a
‘1’ key bit is extracted. These conditions are illustrated in
Fig. 2 with respect to dH(R,S0) that follows a binomial
distribution as mentioned in IV-A, for p = 1

2 . To extract a
full key of length NK , we should be able to find NK SRAM
patterns of length n each, satisfying (5) or (6). If the SRAM
PUF memory starts at address x, then the first tested pattern
will be the pattern starting at x and ending at x+ n− 1. If
the pattern was selected, then the next tested pattern starts
at x+n, otherwise, if the pattern was discarded, we test the
next pattern starting at x+1. Afterwards, the starting address
of each eligible (selected) SRAM pattern is stored as helper
data in any NVM.

Regeneration. To reconstruct the full key of length NK ,
the helper data is used to identify the addresses of the
selected patterns. A new SRAM PUF response R′ of a
selected pattern is noisy with respect to its value obtained
during enrollment. For each selected pattern, we calculate the
Hamming distance dH(R′, S0), then we apply the majority
voting decoder according to the following rule:

dH(R′, S0) ≤ ⌊np⌋ → bit key = ‘0’ (7)
dH(R′, S0) ≥ ⌈np⌉ → bit key = ‘1’ (8)

The first case (7) implies that the majority of bits in a pattern
remains ‘0’, so a ‘0’ key bit is extracted. Otherwise, a key bit
of ‘1’ is generated. We can notice that even if the maximum
number of bit flips Ne,max occurs, the worst case dH(R′, S0)
will be equal to n−1

2 or n+1
2 , with p = 1

2 . These values can
be correctly decoded as well.

D. General Approach

The previously described use-case uses a single code word
S0. This implies that during enrollment, a large number of
SRAM patterns will be discarded before finding a pattern
satisfying (5) or (6). Thus, the probability of selection for a
pattern is very small, and a large SRAM size is required. A
numerical example will be provided in Sec. V.

To increase the probability of selection for a pattern,
more code words should be considered, so that the patterns
excluded for a certain code word, could be selected with
respect to another code word. Therefore, when a codebook
C has multiple code words, the same approach described
previously applies with a small difference during enrollment:
for each SRAM pattern, the Hamming distance is calculated
with respect to different code words, and the first code word
satisfying (5) or (6) is assigned to it, as shown in Fig. 3.
Consequently, the helper data includes both the address of
the selected pattern and the index of its corresponding code
word.

In fact, the larger the codebook, the larger the helper data
size, because each code word index requires at least log2(nb.
of code words) bits to be stored. Thus, a trade-off exists
between the size of required SRAM PUF - quantified using

Fig. 3: Flowchart of general TMVS.

the probability of selection - and the size of generated helper
data. Since we need to generate reliable key bits with error
probability of 10−6, depending on the raw PUF error rate
pe, it becomes an optimization problem to choose the best
codebook and thresholds in terms of hardware resources,
number of SRAM bits required, performance, etc.

V. THEORETICAL ANALYSIS

In this section, we derive the theoretical formula for
the probability of selecting a pattern according to fixed
thresholds. Also, we derive the probability of decoding error,
leading to regenerate a wrong key bit, assuming PUF cells
are i.i.d; an assumption considered reasonable as discussed
in Sec. III-A.

A. Selection Probability

We define Pselect as the probability for any SRAM pattern
R to be selected with respect to any code word S. It is in fact
the probability for dH(R,S) to satisfy (5) or (6), meaning



Fig. 4: The maximum number of discarded SRAM patterns
before finding a single pattern satisfying (5) or (6) for differ-
ent code size n, with pe = 0.08, p = 0.5 and Ne,max(3σe).

that a pattern has at most THlow or at least THhigh matching
bits with S. This probability is given by:

Pselect =

THlow∑
i=0

(
n

i

)
pi(1− p)n−i

+

n∑
i=THhigh

(
n

i

)
pi(1− p)n−i (9)

This probability refers to a single code word S, hence,
deriving the total probability of selection with respect to
the full codebook C with Card(C) code words requires
knowing its construction. The total probability will be equal
to Pselect · Card(C) only if the code words do not overlap,
meaning that no SRAM pattern can be assigned to more
than one code word. Thus, the Hamming distance between
every two different code words should be at least dmin =
2 · THlow + 1 = n− 2Ne,max.

Numerical Example. For n = 35, pe = 0.08 and p = 0.5,
we have Ne,max(3σe) = 8, thus only SRAM patterns with
dH(R,S0) ≤ 9 or dH(R,S0) ≥ 26 are selected, and
Pselect = 0.006. This implies that to deterministically find
a single good pattern and select it, at most 1

Pselect
≈ 167

different patterns might be discarded before. Pselect is very
small, thus, a very large number of SRAM patterns will
be discarded before finding an eligible pattern as shown in
Fig. 4. However, considering more code words, can increase
significantly the selection probability for any pattern.

B. Error Decoding Probability

We define Perror as the probability for a selected pattern
to be wrongly decoded using the majority voting decoder. In
the following, we denote by capital letters such as Ne and
Denr the random variables, and by small letters their values.
The probability of ne errors to occur in a response of n bits
is:

PNe
(ne) =

(
n

ne

)
pne
e (1− pe)

n−ne (10)

When a pattern R is selected, the probability for it to have
dH(R,S) = denr during enrollment, is derived as follows:

PDenr(denr) =
1

Pselect
·
(

n

denr

)
pdenr(1− p)n−denr (11)

Fig. 5: Error decoding probability for different code size n,
with pe = 0.08, p = 0.5 and Ne,max(5σe).

Given its Hamming distance denr during enrollment, a noisy
pattern R′ will be wrongly decoded if the number of bit flips
occurring is strictly larger than t = ⌊|np − denr|⌋, the error
correcting capability of TMVS. Therefore the probability for
a wrong decoding to occur knowing denr is:

PNe, Denr(Ne ≥ t+ 1|denr) =

n∑
ne=t+1

PNe(ne) (12)

Finally, the total probability of error decoding for any ob-
tained Hamming distance denr at enrollment is calculated as
follows:

Perror =

THlow∑
denr=0

PDenr(denr)PNe, Denr(Ne ≥ t+ 1|denr) (13)

+

n∑
denr=THhigh

PDenr(denr)PNe, Denr(Ne ≥ t+ 1|denr)

Numerical Example. For n = 35, pe = 0.15 and p = 0.5,
we will have Ne,max(5σe) = 16, thus only SRAM patterns
with dH(R,S0) ≤ 1 or dH(R,S0) ≥ 34 are selected, and
Perror = 2.83 · 10−6. For a smaller pe value, we show the
plot of Perror as a function of code size n in Fig. 5.

VI. DISCUSSION

Based on the approach description in Section IV, and
the formulas in Section V, we compare the performance of
TMVS to existing techniques presented in Sec. II. We discuss
few criteria including the decoding complexity, memory
overhead, entropy loss, bit-error rate (BER), enrollment time
and cost.

Non Software-Based Approaches. Approaches such as
preselection and hardening would either require multiple
measures under all possible conditions, or controlling the
power supply, or applying reverse burn-in techniques. These
requirements lead to a longer time and higher cost required
for enrolling each PUF. Therefore, this could be very chal-
lenging when enrolling millions of devices in production
lines. Our approach requires an estimation of the worst-case
BER and the average mean of bits (bias). These required
parameters are not specific for every single cell as required
for other approaches. In our case, an estimation over several
chips is sufficient, thus no expensive characterization effort



is required. The estimation can be done using stochastic con-
centration theory [24]. The goal of having these parameters
is to avoid pessimistic threshold values, leading to decrease
the performance of TMVS.

ECCs. Error correction codes are software-based ap-
proaches that do not require expensive and time consuming
pre-processing steps. However, an ECC implementation usu-
ally requires significant memory overhead. For example, to
generate a 128-bit key with a targeted key error rate ≤ 10−6,
the BCH coding in [9] requires 26.9 raw response bits to
generate 1 reliable bit if the raw response bits exhibit errors
with pe = 0.15, and it requires 3.68 raw PUF bits to generate
1 stable PUF bit if pe = 0.06 [25]. Additionally, powerful
codes such as BCH and Reed-Muller have very complex
decoders, thus, high power consumption and number of
cycles result in when the decoder is implemented on general-
purpose processors. Therefore, hardware implementations are
designed to reach as inexpensive, fast, power-efficient as
possible error correction techniques [9]. This solution is
expensive in terms of area, a cost that can be unacceptable
for resource-constrained devices. TMVS have a very sim-
ple decoder compared to the aforementioned ECCs, where
mostly XORing operations are used, thus, it cancels the need
for expensive hardware implementations. Other codes such
as the repetition codes are not complex as well, but they
suffer from large size of PUF response and helper data. To
mitigate various ECCs limitations, concatenated codes were
later developed and used [9], [23], with the repetition code
as the outer code.

Repetition Code. To implement a repetition code of length
n, a random bit b is repeated n times into an n-bit string
and then XORed with an n-bit PUF response to produce
the helper data. During the regeneration phase, the random
bit b is recovered by XORing the helper data and the PUF
response and then running a majority voting on the XORed
result [22]. Similarly to TMVS, the repetition code has very
low complexity compared to other ECCs, and only simple
operations like XORing are used. Moreover, repetition codes
are indeed more efficient than our method in terms of PUF
error rate reduction. They can correct up to n−1

2 errors, which
is possible in our method only if the enrolled pattern is
identical to the chosen code word S, hence dH(R,S) = 0,
but this is not always the case. Our error correction capability
depends on the Hamming distance between the selected
SRAM pattern and the chosen code word during enrollment,
it ranges between Ne,max (maximum number of possible
errors) and n−1

2 . Overall, repetition code has low complexity
and excellent error correction capability. However, repetition
codes suffer a high entropy loss [23]. For an n-bit PUF
response, the entropy loss is n−1 and there is at most one bit
of leftover entropy. TMVS can achieve much smaller entropy
loss, we show this through a toy example, and we omit the
theoretical proof due to lack of space. Given an unbiased
memory (p = 1

2 ), we fix a single code word S0 = 00000
and thresholds THlow = 1 and THhigh = 4, assumed to be

public data. According to (5)and (6), only a PUF response
that differs from S0 with 0, 1, 4 or 5 bits is selected and used
to derive a key bit. The total number of such response values
is equal to

(
5
0

)
+
(
5
1

)
+
(
5
4

)
+
(
5
5

)
= 12. Considering these 12

possible patterns, an attacker needs to have log2(12) = 3.58
bits information about the raw SRAM data to guess the
extracted key bit. Thus, the leftover entropy in our approach
is equal to 3.58 for a single extracted key bit, which is about
3x improvement compared to repetition code. Furthermore, a
tighter selection interval [THlow, THhigh] and longer code
word provide higher entropy. In fact, concatenated codes
described previously are not without high entropy loss risk
since the repetition code constitutes their outer code [23].

The helper data generated in our method reveals less infor-
mation about raw SRAM data, thus, higher leftover entropy
values can be achieved. A helper data leaking information
about raw SRAM data is undesirable in terms of key secrecy,
however it is useful for better error correction because it
provides more information to the decoder to recover the
occurred errors. This trade-off justifies how TMVS improves
the leftover entropy at the cost of worst error correction ca-
pability and more memory overhead. Our approach sacrifices
a larger size of PUF response2, since we only select SRAM
patterns that satisfy (5) or (6). Hence, when a large number of
code words is used, less SRAM patterns are discarded, and
vice versa. Thus, the size of helper data required to store
code words is inversely proportional to the size of required
raw SRAM bits. Besides code words, the memory addresses
of selected patterns needs to be stored also as helper data,
and this requires (key length x address length) bits.

Spatial Majority Voting (SMV). Koeberlet al. [17] devel-
oped a method to reduce PUF error rate based on majority
voting, where only major bits (zeros or ones with the highest
number) are used as PUF bits and undergo the majority
voting decoder. The error correction capability t of their
scheme is t = n−1

4 , and other techniques such as preselection
are required as complement to extract a highly reliable key
with error rate 10−6. As explained in the previous paragraph,
our t value ranges between Ne,max (maximum number of
possible errors) and n−1

2 . Thus, for Ne,max values larger than
n−1
4 , our approach achieves better error rates. For example,

with k = 17, if the raw PUF has pe = 0.15, the error rate
after SMV becomes 5.6 ·10−3 [17]. However, in our method,
pe can be reduced to 1.53·10−5 according to (13) with k = 17
and Ne,max(3.5σe), which is a 360x improvement. TMVS
can even achieve smaller error-rate values with an order
of 10−6, as shows the numerical example following (13).
Therefore, no additional techniques would be required to
extract a secret key.

VII. CONCLUSION

In this paper, we propose a new PUF processing technique
called Threshold-based Majority Voting Scheme (TMVS).
In this approach, we determine two thresholds that allow
for a simple majority voting decoder to regenerate the cor-



rect key bits by sacrificing more raw PUF bits. We prove
theoretically that our method can reduce the raw BER of
SRAM PUF responses to 10−6, even for high raw BER
of 15%, alone without relying on complementary solutions.
We analytically compare TMVS to other well-known tech-
niques used to enhance SRAM PUF reliability. We found
that our approach has smaller error correction capability
and larger memory overhead compared to powerful ECCs,
however, it leaks less information about the generated key,
and it decreases significantly ECC complexity, resulting in
a reduced system cost for applications where minimizing
logic-cost is the primary design constraint. Additionally, our
proposed method requires minimal effort for estimating some
SRAM PUF characteristics including the worst-case BER,
an acceptable requirement compared to other pre-processing
methods with bit-specific expensive characterization efforts.
In future versions of this approach, we intend on finding
the optimal codebook construction, then evaluate TMVS
experimentally on low-power and crystal-free single chip
µicro motes (SCµM) [26]. We also aim at proving that TMVS
is information theoretically secure, taking into consideration
biased SRAMs scenario.
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