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Abstract

We address the problem of Bayesian calibration of an expensive computer code assumed without

model discrepancy. In a calibration process with costly measurement acquisition and high computing

time of the computer code, the estimation accuracy and cost mitigation must guide the selection of

the design of physical experiments and of numerical experiments. To this end, we propose a hybrid

approach to select both designs of physical and numerical experiments with the aim to approximate

the posterior density of calibration parameters. We first build an initial Gaussian process emulator

which we use to calculate an optimal physical experimental design criterion. Then, after selecting

the physical experimental design, we combine physical observations with available computer code

evaluations to sequentially add new points to the design of numerical experiments in order to improve

the Gaussian process emulator for the calibration purpose. We introduce three new criteria for selecting

the design of physical experiments based on posterior density or computer code variation and two

new criteria for selecting the design of numerical experiments inspired by the Sequential Uncertainty

Reduction (SUR) paradigm. A performance analysis and comparison with state-of-the-art methods is

proposed for two test cases and a more realistic one involving the calibration of a harmonic oscillator.

Keywords: Bayesian calibration, design of physical experiments, design of numerical experiments,

Gaussian process emulator, information matrix, Kullback-Leibler divergence, history matching,

stepwise uncertainty Reduction, simulated annealing.

1. INTRODUCTION

In industry, the development of computer codes is often implemented to study and analyze

complex physical phenomena or systems. These computer codes may depend on two types of

variables: control/experimental variables and intrinsic parameters. The last ones are often physical
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quantities. The complex nature of these computer codes requires an efficient calibration process, in

which adjustment of unknown parameters takes place to improve alignment between computer code

outputs and observations of physical phenomena. This calibration process is essential to ensure the

accuracy and reliability of the expensive computer code, enabling a more informed understanding of

the phenomenon or system of interest. Most of the existing work on Bayesian calibration focuses on

building the computer code emulator by selecting the computer simulations to be carried out without

worrying about the quality of the physical measurements. Since these measurements are limited

by their cost or the difficulty of acquiring them, it would be wise to select them for more effective

calibration.Therefore the selection of optimal designs of physical and numerical experiments in the

calibration procedure plays a crucial role in achieving robust calibration using Bayesian methods.

This paper addresses the problem of calibration through the selection of both the design of physical

experiments and of numerical experiments.

Bayesian calibration of computer codes has been the subject of a great deal of research, pioneered

by [17], in which the authors introduced the first Bayesian framework for expensive computer code

calibration using Gaussian processes. We will refer to this framework as KOH. Their work has paved

the way for a deeper understanding of complex computer code calibration. However their approach

is known to have certain identifiability issues. [14] developped the KOH framework by exploring

the combination of field data and computer simulations for calibration and prediction, highlighting

the importance of this fusion for improving model accuracy and better representing the complexity

of real phenomena. They also provide a way to circumvent identifiability issues by considering a

model discrepancy only when predictions and physical experiments are inconsistent. Subsequently

[39] developed an asymptotic theory on the prediction performance of the KOH predictor. Then,

from an efficiency point of view, [40] explored computer model fitting via projected kernel calibration,

proposing solutions to improve the speed and accuracy of the calibration procedure. Furthermore

[10] used the KOH framework to propose an alternative approach that approximates the calibration

parameters distribution with knowledge of the physical observations and of the computer code

using Kullback-Leibler divergence. The authors have introduced an adaptive two-stage Bayesian

optimization algorithm for the sum of squared deviations using a Gaussian process emulator for the

computer code, the expected improvement criterion and the information available on the computer

code at each iteration. [26] have also proposed a similar approach but approximate the posterior

distribution by building a Gaussian process emulator for the likelihood.

The first work on the selection of design of physical experiments dates back to [18], when the

authors proposed optimality criteria for estimating the parameters of a linear regression model. These

early criteria used a transformation of the Fisher information matrix. The approach was developed

and extended by [41, 19, 11]. Subsequently, criteria such as EID-optimality and EIT-optimality were
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proposed by [28]. In other papers, authors proposed even more robust criteria ([32]), asymptotic

optimality for ED-optimality criterion ([29]) and asymptotic properties for the linear response case

([31]). [1] have proposed a new criterion using the Kullback-Leibler divergence between posterior

and prior density to quantify the information contained in a design of physical experiments and

proposed a version of stochastic gradient descent algorithm for criterion optimization. More recently,

[34] proposed a similar criterion that measures the amount of information using Shanonn’s entropy

reduction from the prior to the posterior within a sequential approach.

Our contributions can be summarized in three key points. First, we introduce a hybrid method

for selecting designs of experiments, incorporating both physical and numerical point acquisition,

with the goal of calibration. To the best of our knowledge, there has been no work that addresses

both the problem of selecting physical and numerical experiments for the calibration of expensive

computer codes. Second we propose three criteria to select the design of physical experiments. The

first is based on the posterior covariance of calibration parameters, while the second utilizes a posterior

error function on calibration parameters estimation. The last criterion is simple and quick to optimize

(sequential greedy approach) and uses the variation of the computer code in relation to calibration

parameters combined with a space-filling criterion for physical experiments. Regarding the selection

of numerical experiments, we adapt a calibration cost function from the literature ([9]), establishing

a connection with an approach based on the Kullback-Leibler divergence criterion also drawn from

the literature ([10]). Additionally, two new selection criteria for the design of numerical experiments

are proposed, inspired by the paradigm of Step-wise Uncertainty Reduction (SUR). These criteria are

based on uncertainty measures using the global prediction error of the physical phenomenon or the

posterior variance of calibration parameters.

The following workflow provides a scheme for our hybrid methodology.

This paper is organized as follows. Section 2 introduces notations, Gaussian process emulation

and model parameter estimation methods. Section 3 deals with adaptive criteria for the selection of

numerical experiments. Section 4 focuses on optimality criteria for the selection of physical experiments.

Section 5 presents two analytical test cases in 2D and 4D to compare and assess the performance of the

physical and numerical design of experiments selection methods, and a real example involving the

calibration of a harmonic oscillator to evaluate the performance of the hybrid method. Finally, Section

6 is devoted to the discussion and conclusions of the paper.
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Figure 1: Schematic representation of the proposed hybrid approach for calibration. The process begins by building an initial

emulator from a first batch of numerical experiments. After the physical experiments have been selected, they are used in

combination with the current emulator to enrich, one point at the time, the design of numerical experiments. At each enrichment

the emulator is updated. The final updated version of the emulator is then used to approximate the posterior distribution and

estimate calibration parameters. This sequence of steps could be repeated.

2. BACKGROUND

2.1. From prior to posterior : notations and implementation

We consider a computer code that is a parametric function depending on two types of inputs:

the control input variables denoted by x ∈ X ⊂ Rd and a vector of parameters θ ∈ Θ ⊂ Rp called

calibration parameters. Based on the classical KOH framework, the relation between computer code

and physical system is given by the statistical model

Yobs(x) = fcode(x, θ0) + εx, (1)

where θ0 ∈ Θ is the unknown true vector of calibration parameters and εx ∼ N (0, σ2
ε ) is the measure-

ment error. We assume that the variance σ2
ε is known. If it is not the case, it could be considered as an

additional parameter handled by our Bayesian framework below. Note that the statistical model (1)

is a special case of the KOH model, with model discrepancy δ(x) = 0. In fact, the computer code is

supposed to be able to correctly model the physical phenomenon if it is supplied with the true value

of the calibration parameter θ0. This model is also recommended if experimental error can not be

distinguised from model discrepancy.

Let Xobs =
(

x(1), . . . , x(n)
)T

be the design of physical experiments and Yobs =
(

y(1)obs, . . . , y(n)obs

)T
the

corresponding physical measurements taken in the field, with y(i)obs = Yobs(x(i)), i = 1, . . . , n.
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Our beliefs or a priori knowledge about the parameters θ0 can be translated into a probability density

called the prior density, which we denote by π : θ ∈ Θ 7−→ π(θ) ∈ R+. Using Bayes’ theorem, the

prior density is updated using physical observations to give the posterior density defined as

π(θ | Yobs) =
L(Yobs | θ)π(θ)

Z
∝

1
(2πσ2

ε )
n/2 exp

(
− 1

2σ2
ε

SS(θ)
)

π(θ), (2)

where L(Yobs | θ) is the conditional density or the likelihood, Z =
∫

Θ
L(Yobs | θ)π(θ)dθ is the

normalizing constant and SS(θ) = ∑n
i=1
(
y(i)obs − fcode(x(i), θ)

)2 the sum of squares of deviations.

The posterior density represents updated knowledge about the calibration parameters given the

physical observations. To estimate the calibration parameters posterior density or a summary, we need

to sample this distribution by a Markov chain Monte Carlo (MCMC) methods. This requires a large

number of calls to the computer code. As the latter is expensive, this approach is not feasible. To reduce

the cost, one solution involves the introduction of an emulator. Several emulators have been proposed

in the literature, the most common being the Gaussian process (GP) model. GPs are very useful in this

context thanks to their multiple advantages: flexibility (covariance kernel choice), fast to run, provide

the best unbiased linear predictor and an uncertainty quantifier for each prediction. They are therefore

highly suitable for expensive computer code calibration. In [10] and [6], the authors propose using a

Gaussian process model to approximate the computer code and thus obtain an approximation of the

exact posterior density. Other alternatives are also possible. For example in [26], the authors build a

Gaussian process emulator to model the conditional density L(Yobs | θ) and in [25] a Gaussian process

model for the Box-Cox transform of the sum of squares of deviations is adopted.

The accuracy of the posterior density depends on the quality and quantity of physical observations,

which are limited by the cost of acquisition. The quality of a design of physical experiments or physical

observations is defined as the quantity of information it contains, or the amount of uncertainty it

generates. Therefore physical experiments should be selected carefully.

2.2. Gaussian process emulator

In this subsection, we describe Gaussian process emulation of an expensive computer code. A

GP is defined as a collection of random variables, any finite number of which have a joint Gaussian

distribution ([35]). Formally, a GP is an extension of the familiar Gaussian distribution. We assume that

the computer code is a realization of a Gaussian process indexed by the joint space of inputs X ×Θ

denoted Ycode ∼ GP(mβ, kψ), where

• mβ : (x, θ) 7−→ mβ(x, θ) = h(x, θ)T β is the mean function, β ∈ Rs is the vector of regression

parameters and h(x, θ) =
(
h1(x, θ), . . . , hs(x, θ)

)T the vector of known regression functions.
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• kψ :
(
(x, θ), (x

′
, θ
′
)
)
7−→ kψ

(
(x, θ), (x

′
, θ
′
)
)

is the covariance function that encodes our prior

about the computer code behavior and ψ represents its hyperparameters. In this paper, we will

use the Matérn covariance function with smoothness parameter ν = 5/2

k5/2,σ2,ϕ(u, u
′
) = σ2

(
1 +

√
5 || u− u

′ ||
ϕ

+

√
5 || u− u

′ ||2
3ϕ2

)
exp

(
−
√

5 || u− u
′ ||

ϕ

)
,

with σ2 the process variance parameter, ϕ the correlation length and u = (x, θ), u
′
= (x

′
, θ
′
) two

vectors belonging to X ×Θ and || . || the Euclidean norm.

Let us consider the design of numerical experiments and the corresponding numerical observations:

DM =
(
(x1, θ1), . . . , (xM, θM)

)T
, fcode(DM) =

(
fcode(x1, θ1), . . . , fcode(xM, θM)

)T
.

We will look at how to select the design of physical experiments Xobs and the design of design of

numerical experiments in sections 3 and 4. The Gaussian process conditioned by these numerical

observations remains Gaussian :

YM
code :=

[
Ycode | Ycode(DM) = fcode(DM)

]
∼ GP

(
µM, kM

)
,

where µM and kM represent the posterior mean function and the posterior covariance function. Fol-

lowing the properties of Gaussian processes, we have for any v, v′ ∈ X ×Θ:

µM(υ) = E
[
YM

code(υ)
]
= mβ(υ) + k(υ, DM)

[
k(DM)

]−1[ fcode(DM)−mβ(DM)
]
,

kM(υ, υ
′
) = Cov

[
YM

code(υ), YM
code(υ

′
)
]
= k(υ, υ

′
)− k(υ, DM)

[
k(DM)

]−1k(DM, υ
′
),

σ2
M(υ) = Var

[
YM

code(υ)
]
= k(υ, υ)− k(DM, υ)T[k(DM)

]−1k(DM, υ),

where:

mβ(DM) =
(

mβ(xi, θi)
)

i=1,...,M
, k(υ, DM) =

(
k
(
υ, (xi, θi)

))
i=1,...,M

,

k(DM, υ
′
) =

(
k
(
(xi, θi), υ

′))
i=1,...,M

, k(DM) =
(

k
(
(xi, θi), (xj, θj)

))
i,j=1,...,M

.

Note that the covariance function k depends on parameters ψ = (σ2, ϕ), which we have omitted from

the notation for the sake of simplicity. We will use the posterior mean function µM as a predictor and

the posterior variance function σ2
M to quantify the prediction uncertainty. This predictor is the best

linear unbiased predictor in the sense of the mean squared error ([38]).

2.3. Estimation of parameters and posterior density approximation

Let us denote by:

• mβ(Xobs, θ) =
(

mβ(x(1), θ), . . . , mβ(x(n), θ)
)T

the prior mean prediction on (Xobs, θ),
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• k(Xobs, θ) =
(

k((x(i), θ), (x(j), θ)
)

i,j=1,...,n
the covariance matrix of (Xobs, θ),

• k
(

DM, (Xobs, θ)
)
=
(

k((xj, θj), (x(i), θ)
)

j=1,...,M;i=1,...,n.
the covariance matrix between DM and

(Xobs, θ),

• D = ( fcode(DM)T , YT
obs)

T the numerical and physical observations.

Following [10], the joint density of the set of observations conditional on model parameters is given

by:

L
(
D | θ, β, σ2, ϕ

)
=

1
(2π)(n+M)/2 | C |1/2

× exp
{
− 1

2
[
D −

(
mβ(DM), mβ(Xobs, θ)

)]TC−1[D − (mβ(DM), mβ(Xobs, θ)
)]}

,

where

C =

 k(DM) k
(

DM, (Xobs, θ)
)

k
(

DM, (Xobs, θ)
)T k

(
Xobs, θ

)
+ σ2

ε In

 .

To estimate the parameters of our emulator, we can maximize the joint density. However, in [10] the

authors adopted an alternative, more efficient approach called the modularization technique based on the

work of [21]. This technique involves estimating the model parameters in two stages. In the first stage,

parameters (β, σ2, ϕ) are estimated by maximizing the marginal density of numerical observations,

and then, in the second stage, these estimates are plugged in the conditional density of physical

observations to estimate the vector of calibration parameters θ. It is shown in [21] that proceeding

this way results in good MCMC sample mixing and it is also shown in [17] that the modularization

technique does not damage significantly the estimation of model parameters.

The marginal density of the Gaussian process emulator with parameters (β, σ2, ϕ) is given by:

Lm( fcode(DM) | β, σ2, ϕ
)
=

1
(2π)M/2 | k(DM) |1/2

× exp
[
− 1

2
(

fcode(DM)−mβ(DM)
)Tk(DM)−1( fcode(DM)−mβ(DM)

)]
.

Marginal density maximization provides the estimates (β̂, σ̂2, ϕ̂) that are fed back into the conditional

density knowing the calibration parameters and numerical observations expressed as follows:

Lc(Yobs | θ, fcode(DM)
)
=

1
(2π)n/2 | kM

(
Xobs, θ

)
+ σ2

ε In |1/2

× exp
[
− 1

2
(
Yobs − µM(Xobs, θ)

)T(kM
(
Xobs, θ

)
+ σ2

ε In
)−1(Yobs − µM(Xobs, θ)

)]
. (3)

where µM(Xobs, θ) and kM
(
Xobs, θ

)
are respectively the GP posterior mean and posterior covariance

matrix, evaluated at (Xobs, θ), similarly defined as their prior counterpart at the beginning of section

2.3. We assume that, in the prior, the vector θ and the random vector Ycode(DM) are independent, i.e.
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the a priori assumptions about the calibration parameters and the computer code are independent.

This allows us to derive an approximation of the posterior density as follows:

π(θ | Yobs, fcode(DM)) =
L(Yobs, fcode(DM), θ)

L(Yobs, fcode(DM))

=
Lc(Yobs | fcode(DM), θ)L( fcode(DM))π(θ)∫

Θ Lc(Yobs | fcode(DM), θ
′)L( fcode(DM))π(θ′)dθ

′

=
Lc(Yobs | fcode(DM), θ)π(θ)∫

Θ Lc(Yobs | fcode(DM), θ
′)π(θ′)dθ

′

∝ Lc(Yobs | fcode(DM), θ)π(θ).

(4)

The accuracy of this approximation is highly dependent on the quality of the emulator, and therefore

on numerical observations. Hence in the next section, we propose to generate the design of numerical

experiments in a goal-oriented and sequential way in order to build efficiently an accurate emulator.

3. OPTIMAL DESIGN OF NUMERICAL EXPERIMENTS

This section describes the selection of the optimal design of numerical experiments. As the

computer code is time-consuming, the number of evaluations is limited. Moreover, the quality of the

emulator and the accuracy of the calibration depend to a large extent on the quality of the design of

numerical experiments. It is therefore essential to choose the numerical experiments carefully. The

idea is to adopt a sequential selection approach based on the information available at each iteration.

The general principle of sequential selection of numerical experiments is described below:

1. Put a GP prior on the computer code.

2. Update the GP emulator with the available numerical observations.

3. Use a criterion to select the next numerical experiment and evaluate the computer code at this

new design point.

4. Given the new evaluation, update the GP emulator.

5. Repeat steps 3-4 until the calibration budget (noted M) is reached.

Next, we present in Sections 3.1 and 3.2 Bayesian approaches from the literature for calibration of

computer codes, namely in [10] based on Kullback-Leibler divergence and Bayesian History-Matching.

Then in Section 3.3 we leverage two approaches to propose a new criterion. Finally, a new criteria

based on the Stepwise Uncertainty Reduction (SUR) paradigm is proposed in Section 3.4.
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3.1. Optimal design based on Kullback-Leibler divergence

The Kullback-Leibler divergence is a measure of dissimilarity between two probability distributions.

It is denoted as KL(p || q) where q is the reference probability distribution and p is generally the

approximate probability distribution, both defined over a set Ω and defined as

KL(p || q) =
∫

Ω
log
[ p(x)

q(x)

]
p(x)dx.

In [10], the authors propose to approximate the posterior density based on the Kullback-Leibler

divergence criterion between the true posterior density and the approximated one based on a GP

emulator. Thus the design of physical experiments DM is such that:

DM ∈ arg max
D∈(X×Θ)M

KL
[
π(. | Yobs)∥π(. | Yobs, fcode(D))

]
. (5)

Note that this divergence cannot be calculated directly and has no analytical expression. In [10] the

following heuristic is used for its computation:

1. Consider a design of the form: D = DM0 ∪ DM−M0 , where DM0 ∈ (X ×Θ)M0 is the design for

building an initial emulator and DM−M0 ∈ (Xobs ×Θ)M−M0 is the design selected sequentially

to reduce the Kullback-Leibler divergence where the control variables are selected among the

currently available physical experiments and the computer code parameters are optimally

selected

2. Select iteratively {θm, m = M0 + 1, . . . , M} by solving:

min
Θ

SS(θ), we recall SS(θ) =
n

∑
i=1

(
y(i)obs − fcode(x(i), θ)

)2. (6)

Problem (6) results from a term-by-term analysis of the developed expression of the Kullback-Leibler

divergence between the posterior distribution and its approximation, and of the interpolation and

regularity properties of Gaussian processes considering an a priori uniform distribution. The emulator

is built iteratively by solving (6) using the Efficient Global Optimization (EGO) algorithm (see [16])

based on a criterion called Excepted Improvement (EI) combined with some criterion to select {xm ∈

Xobs, m = M0 + 1, . . . , M} introduced below. The expression of the EI associated to (6) is given at

iteration m as follows:

EIm(θ) = E
[
(mm − SSm(θ))

+
]
∈ [0, mm], (7)

where SSm(θ) = ∥Yobs − Ym
code(Xobs, θ) ||2, mm = min{SS(θ1), . . . , SS(θm)} denotes the current mini-

mum and we recall that Ym
code is the emulator built using m numerical observations. As we do not have

an analytical expression for (7) it is calculated using a Monte Carlo method. We adopt an alternative

approach for solving (6) to that adopted in [10]. It consists of varying the Monte Carlo sample size for
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calculating the EIm to carry out the optimization. The method is described in Appendix Appendix

C. Finally, at step m the heuristic based on the Kullback-Leibler divergence can be summarized as

follows:

θm+1 ∈ arg max
Θ

EIm(θ),

xm+1 = arg max
x∈Xobs

Cj
m(x, θm+1), j = 1, 2.

The two proposed options for the control variables selection criteria are

C1
m(x, θm+1) = Var

[
Ym

code(x, θm+1)
]
,

C2
m(x, θm+1) =

Var
[
Ym

code(x, θm+1)
]

max
i=1,...,n

Var
[
Ym

code(x(i), θm+1)
] × Var

[
µm(x, θ)

]
max

i=1,...,n
Var

[
µm(x(i), θ)

] , where θ ∼ π(θ).

The first criterion aims to select the point with the highest prediction variance in order to improve

the emulator’s prediction capability. The second uses the prediction variance combined with the

variation of the a posteriori mean with respect to the calibration parameters, with the aim of selecting

the point with the least knowledge of the emulator and which provides the most information on

θ. Since we select one numerical experiments by iteration, it is necessary to calculate the current

minimum differently because the computer code is not evaluated at all the x(i), i = 1, . . . , n points to

calculate SS(θ). To do this, we consider the posterior exceptation of the sum of the deviations using

the emulator as follows:

mm = min
{

E
[
SSm(θ1)

]
, . . . , E

[
SSm(θm)

]}
where E

[
SSm(θ)

]
= E

[ n

∑
i=1

(
y(i)obs−Ym

code(x(i), θ)
)2
]

is estimated from several thousand of GP realizations

generated with a Monte Carlo strategy coupled to the Cholesky decomposition of the covariance

matrix.

3.2. Optimal design based on Bayesian History Matching

Introduced by [8] for the analysis of expensive computers, History Matching (HM) is a technique

developed in the Bayesian computer model literature for finding acceptable inputs to expensive

complex models ([8]). The idea is to use a measure of dissimilarity between physical observations

and computer code outputs to progressively reduce the parameters domain with respect to prediction

accuracy. The main advantage of HM is that it takes into account both model uncertainty and prediction

error.

As in [12], there are two approaches to calculate the implausibility of multiple outputs.
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- The first is to consider the implausibility per output and retain the maximum which is the worst

case. For each output, we have:

I(i)m (θ) =
| y(i)obs − µm(x(i), θ) |√

σ2
ε + σ2

m(x(i), θ)
.

The implausibility metric for the parameter θ is therefore: Im(θ) = maxi=1,...,n I(i)m (θ).

- The second approach is to calculate a multivariate implausibility metric for all outputs. This is

defined by the following Mahalanobis distance:

Im(θ) =
(

Yobs − µm(Xobs, θ)
)T[

km
(
Xobs, θ

)
+ σ2

ε In

]−1(
Yobs − µm(Xobs, θ)

)
Large implausibilities indicate a parameter set was very unlikely to have produced an output that

matched the observational data, given the included uncertainties ([12]). Typically, a threshold T is

defined to separate the parameter space into a plausible set and an implausible set. In dimension 1, a

threshold T = 3 is considered a good choice according to [33]. For multiple outputs, the threshold T

can be defined as a quantile of level 95% of a chi-square distribution ([3]). Instead of working only with

the implausibility metric, [15] proposed defining a probability of non-implausibility and using entropy

of classification based on this probability. The plausible set of parameters P is formally defined as:{
θ ∈ Θ :

1
σ2

ε
∥Yobs − fcode(Xobs, θ) ||2≤ T

}
, with threshold T = χ2

95%(n) is the quantile of level 95%

of a chi-square distribution with n degrees of freedom. We then define at step m the probability of

non-implausibility as the probability of belonging to the implausible set conditional on Dm (the design

of numerical experiments of size m):

pm(θ) = P
(
θ ∈ P | fcode(Dm)

)
= P

[(
Yobs − Ym

code(Xobs, θ)
)T[km

(
Xobs, θ

)
+ σ2

ε In
]−1(Yobs − Ym

code(Xobs, θ)
)
≤ T

]
The probability of non-implausibility will be approximated by Monte Carlo using the conditioned

Gaussian process. The entropy of classification, which represents how close we are to certain knowl-

edge and whose expression is given by the following formula:

ECm(θ) = −pm(θ) log
(

pm(θ)
)
−
(
1− pm(θ)

)
log
(
1− pm(θ)

)
.

We can then select the design sequentially so that at iteration m we have

Dm+1 = Dm ∪
{
(x(i), θm+1), 1 ≤ i ≤ n

}
where θm+1 ∈ arg max

θ∈Θ
ECm(θ).

In the same way, as in Section 3.1, we use the criteria Cj
m, j = 1, 2 to select xm+1 in order to choose one

numerical experiment per iteration.
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3.3. Optimal design based on Weighted Sum of Squared Deviations

In this section, we propose to permute the two distributions in the Kullback-Leibler divergence

formulation (5) of Section 3.1. This makes more sense since the reference distribution becomes the one

we want to approximate. We then define DM as:

DM ∈ arg max
D∈(X×Θ)M

KL
[
π(θ | Yobs, fcode(D))∥π(θ | Yobs)

]
.

By adopting a similar reasoning as in [10] (see Appendix Appendix D), we arrive at a modification of

the heuristic described in Section 3.1 where in the second step the following calibration cost criterion is

used, similar to that proposed in [9]. The second step becomes:

2. Select {θm+1, m = M0, . . . , M− 1} of the numerical design of experiments by solving the follow-

ing optimization problem:

min
θ∈Θ

(
Yobs − µm(Xobs, θ)

)T
[
km
(
Xobs, θ

)
+ σ2

ε In

]−1(
Yobs − µm(Xobs, θ)

)
.

Thus at each step m of the algorithm, we have:

θm+1 ∈ arg max
θ∈Θ

WSSm(θ),

xm+1 = arg max
x∈Xobs

Cj
m(x, θm+1), j = 1, 2,

where WSSm(θ) = ∥Yobs − µm(Xobs, θ)∥Wm(θ), with Wm(θ) = km
(
Xobs, θ

)
+ σ2

ε In and Cj
m, j = 1, 2

are the criteria defined in Section 3.1. Note that the same criterion (WSSm) is used to calculate the

implausibility metric in the Bayesian History Matching. This establishes the connection between

the Kullback-Leibler divergence between the posterior distribution and its approximation ([10]), the

Weighted Sum of Squared Deviations criterion ([9]) and the Bayesian History Matching ([12]).

3.4. Optimal design based Stepwise Uncertainty Reduction paradigm

The principle of the Stepwise Uncertainty Reduction (SUR) approach is based on anticipating the

impact of the choice of a point to be add to numerical experiments on the uncertainty of the quantity of

interest. This anticipated uncertainty is estimated by the expected value of the future uncertainty and

computed using Gaussian process regression. Depending on the definition given to the measure of

uncertainty, many sequential SUR strategies can be designed to infer different quantity of interest ([7]).

As a measure of uncertainty for calibration at step m, we propose the quantities defined as follows:

Um = Tr
[
Cov

(
θ | Yobs, fcode(Dm)

)]
or Um = ∥Yobs − µm

(
Xobs, θ̂m

)
∥Wm(θ̂m),

where θ̂m = E
[
θ | Yobs, fcode(Dm)

]
is the posterior mean of calibration parameters, ∥u∥V = uTV−1u is

the Mahalanobis distance and we recall Wm(θ) = km
(
Xobs, θ

)
+ σ2

ε In. The choice of the trace of the

12



posterior covariance matrix is one option. E.g., one could choose the determinant to take correlations

into account.

The SUR criteria for calibration can therefore be defined as:

Jm(x, θ) = Em
[
Um+1 | xm+1 = x, θm+1 = θ], where Em(.) = E

[
. | fcode(Dm)

]
.

The calibration algorithm based on the Jm criterion consists in enriching the design at step m by

(xm+1, θm+1) such that:

(xm+1, θm+1) ∈ arg min
(x,θ)∈X×Θ

Jm(x, θ). (8)

In practice we reduce (8) to the discrete optimization problem defined as:

(xm+1, θm+1) ∈ arg min
(x,θ)∈Xobs×Θ

Jm(x, θ). (9)

We can justify the optimization on the Xobs ×Θ domain rather than on X ×Θ by the motivation to

learn the relationship between the computer code and the calibration parameters only for the physical

experiments, since the posterior distribution uses points (x, θ) ∈ Xobs ×Θ.

It is well known that computing a SUR criterion can be very time-consuming. We use the technique of

importance sampling (see [36]) to approximate it and also propose a metamodeling approach for the

optimization of the integral of an expensive function such as problem (9) (see Appendix Appendix

C for more details). It should be noted that, given the potential irregular form of the SUR criteria, a

good specification of the Gaussian process model (choice of the a priori mean function and the a priori

covariance function) and a sufficient number of observations of the criterion will be necessary for the

effectiveness. In this context, we opt for an evolutionary optimization algorithm despite the higher

time cost involved which has to be mitigated with the effectiveness of the sequential approach.

4. OPTIMAL DESIGN OF PHYSICAL EXPERIMENTS

This section is dedicated to the one-off selection of the design of physical experiments. One-off

selection is justified by feasibility in the field. Indeed, it is more practical to make all the physical

measurements at the same time and then move on to the computer code calibration procedure. The aim

is to select the design of physical experiments that optimizes a certain quality criterion, generally based

on the amount of information or the uncertainty on calibration parameters that its choice induces.

In the current statistical literature, numerous criteria are used to measure the quality of a design

of physical experiments, which can be grouped into two categories: the first based on the Fisher

information matrix and the second based on the posterior distribution. In Section 4.1 we recall the

definition of criteria based on the information matrix which will be part of the compared strategies in

the numerical section. Then in Section 4.2 we recall the definition of a criterion based on the posterior
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distribution and propose two new criteria in this family. Finally, in Section 4.3 we introduce a new

simple criterion based on computer code variation and fast to evaluate.

4.1. Criteria based on information matrix

Let us recall the non-linear model of physical observation in vector form:

Yobs(X) = fcode(X, θ) + εX , with εX ∼ N (0, σ2
ε In).

We assume differentiability with respect to parameter θ. The information matrix is a common measure

of the information contained in a design of physical experiments. The Fisher information matrix for

the design X at θ is the p× p matrix defined as follows:

[
M(X, θ)

]
l,k

=
1
σ2

ε

n

∑
i=1

∂ fcode(x(i), θ)

∂θl

∂ fcode(x(i), θ)

∂θk
, for l, k = 1, . . . , p.

We then define the general form of the criteria based on the Fisher information matrix as

CMin f
ψ (X) =

∫
Θ

ψ(M(X, θ))dθ,

where ψ : M ∈ S+p (R) 7→ R is a function that transforms a matrix into a scalar, with S+p the set of

positive definite symmetric matrices. A classic example of this function is the determinant.

We can also consider the Bayesian information matrix, taking into account a prior information. It can

be written as:

Mb(X, θ) = M(X, θ) + M0(θ),

where M0(θ) =
(

∂2

∂θl ∂θk
log π(θ)

)
l,k=1,...,p.

is called the precision matrix.

The Bayesian version of the criterion is then formulated as follows:

CbMin f
ψ (X) =

∫
Θ

ψ(Mb(X, θ))π(θ)dθ.

Criteria based on the Fisher information matrix are abundant in the literature. The most common is

the ED-optimality criterion proposed by [41] and extended by [32]. The use of the Fisher information

matrix in linear models is justified by its relationship with the asymptotic covariance matrix of the

parameter estimators. However, it has a number of inconvenient, the first of which is its locality. In

fact, the information matrix does not take into account the non-linearity of the model and uses a local

linear approximation. The second is that the transformation of the information matrix does not fully

represent the information contained in the physical design of experiments, but rather a summary of it.

4.2. Criteria based on the posterior distribution criteria

The most widely used criterion, based on the posterior distribution, is the Kullback-Leibler diver-

gence criterion proposed by [1]. The higher the Kullback-Leibler divergence between the prior density
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and the posterior density, the more informative the design of physical experiments is considered to be.

In our context, it is defined as follows:

CKL(X) =

∫
Θ

[∫
Rn

∫
Θ

log
π(θ | Ysim)

π(θ)
π(θ | Ysim)dθπ(Ysim | θ0)dYsim

]
π(θ0)dθ0, (10)

where Ysim is a realization of the random vector Yobs(X, θ0) = fcode(X, θ0) + εX, knowing θ0 and

εX ∼ N (0, σ2
ε In).

We propose two new criteria based on the posterior distribution:

• The first focuses on the posterior covariance of calibration parameters as a quantifier of the

quality and quantity of information provided by a design of physical experiments.

Ccov
ψ (X) =

∫
Θ

[∫
Rn

ψ
(

Cov
(
θ | Ysim

))
π(Ysim | θ0)dYsim

]
π(θ0)dθ0, (11)

where ψ : M ∈ S+p (R)→ R.

• The second considers a measure of the average overall error involved in choosing a design of

physical experiments.

Closs
ϕ (X) =

∫
Θ

[∫
Rn

∫
Θ

ϕ(θ, θ0)π(θ | Ysim)dθπ(Ysim | θ0)dYsim

]
π(θ0)dθ0, (12)

where ϕ : Θ2 → R+ is a loss function. An example of a loss function is the Euclidean distance

such that ϕ(θ, θ0) = ∥θ − θ0∥2.

4.3. Computer code variation and space-filling criterion

We also introduce here a sequential criterion for selecting physical experiments. This is motivated

by the need for a criterion that is practical and quick to optimise, unlike the previous criteria. The

idea behind this is to consider only the behavior of the computer code as a function of the calibration

parameter. In addition, we would like the experiments chosen not to be concentrated in a single area

but to be fairly well distributed in the experimental space. Hence the idea of considering an additional

repartition criterion. For iteration k = 1, . . . , n, we select

x(k+1) ∈ arg max
x∈X\Xk

CCVMm
k (x) :=

[∫
Θ

[
fcode(x, θ)− Ex

]2dθ
]
× min

x(i)∈Xk

∥x− x(i)∥,

where Ex =
∫

Θ
fcode(x, θ)dθ and Xk = {x(1), . . . , x(k)}. The first term of the criterion is used to evaluate

the variation of the computer code as a function of θ and the second term is used to measure the

proximity of the design at iteration k after the addition of the candidate point. This allows us to choose

a space filling design that maximizes the variation of the computer code.
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4.4. Practical consideration on the criterion robustness and optimization

To increase the robustness of the previous one-shot criteria, we can apply the max-min principle

introduced by [32] for the ED-optimality criterion. This consists of considering the worst case according

to the nature of the criterion. Indeed, considering the average over all the possible values of the

parameters is not robust to the a priori uncertainty of the parameters. Consequently, if the criterion

is to be maximized, the worst case corresponds to the minimum over all the possible values of the

calibration parameters, and vice versa. Formally, if we have:

C(X) =

∫
Θ
C(X, θ)dθ.

A robust version for this criterion is

C(X) = max
Θ
C(X, θ) or min

Θ
C(X, θ),

according to the nature of the criterion C(X, θ). We specify that the robust versions will not be used in

our numerical experiments.

The computation of the optimality criteria, except for the CVMm criterion, is done by importance

sampling (details can be found in the Appendix Appendix A). Since their optimization is very

time-consuming, we use a combination of the simulated annealing algorithm and a forward greedy

optimization algorithm. The forward greedy algorithm provides a better initial solution for simulated

annealing, enabling it to find a near-optimal design in relatively few iterations. Our implemented

version of the simulated annealing algorithm generates neighbours through line perturbation. Both

algorithms can be found in the Appendix Appendix B. Next, we present a numerical study on

analytical and real cases to compare and assess the performance of all these methods.

5. NUMERICAL STUDY

5.1. DOPE strategies evaluation

5.1.1. 4D test case

In this section, an analytical example is considered to illustrate the performance of the criteria

to select the design of physical experiments. The test function playing the role of computer code is

defined as follows:

fcode : [−1, 1]2 × [0, 1]2 → R

(x1, x2, θ1, θ2) 7−→ 2x1 exp
(
− 8θ1x2

1 − 12θ2x2
2
)
,

This function is cobbled together to create an informative area and a non-informative area of the

experimental domain X = [−1, 1]2. An area is considered non-informative when the computer code as
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Figure 2: Real physical phenomenon. Figure 3: Computer code for x = (0.5, 0.5).

Figure 4: Computer code for x = (0, 1). Figure 5: Computer code for x = (1, 0).

a function of θ is almost constant. The true value of the calibration parameters is set to θ0 = (1/2, 1/3).

Figure 2 shows the behavior in the x-space of the physical phenomenon. Figures 3, 4, and 5 show the

computer code as a function of θ for the points x ∈ {(0.5, 0.5), (0, 1), (0, 1)}. Here we can see that the

points x = (1, 0) and x = (0.5, 0.5) are informative while the point x = (0, 1) is non-informative.
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5.1.2. Building the GP emulator

In an industrial application, with a costly to evaluate computer code, an emulator is required

in order to reduce, in particular, the computational burden of the criterion optimization. To mimic

this real context, we will build an initial GP emulator of the 4D toy example using the R package

DiceKriging ([37]). The GP mean is chosen to be constant and the covariance function is of type Matérn

5/2. The size of the design of numerical experiments is fixed at M = 60. We begin with a Gaussian

Process (GP) emulator constructed using observations from an initial set of numerical experiments of

size M0 = 20, selected via LHS-maximin. This emulator is improved using observations from M−M0

numerical experiments chosen sequentially using the GP prediction variance. GP hyper-parameters

are estimated by maximum likelihood using the BFGS algorithm. The quality of the GP emulator is

measured using the predictivity coefficient metric defined as

R2 = 1−
∑N

j=1
(

fcode(xj, θj)− µM(xj, θj)
)2

∑M
j=1
(

fcode(xj, θj)− f̄code
)2 , where f̄code =

1
N

N

∑
j=1

fcode(xj, θj).

After training the model, we find a predictivity coefficient R2 = 76%. The role of the initial GP

emulator is to enable the optimality criteria to be computed. To do this, it is important that the initial

GP emulator has an acceptable coefficient of predictivity (R2 ∼ 60% for example). That is why we

used half of the budget to sequentially select and add points where the predictive variance is high.

Another way would be to use the Integrated Mean Squared Error (IMSE) acquisition function (see

[38]). Then, taking into account modeling uncertainty in the optimality criteria allows us to have a

more relevant design of physical experiments.

5.1.3. Illustration of DOPE strategies

Using the GP emulator, we use the following strategies to select the design of n = 20 physical

experiments.

• LHS-maximin: is the reference strategy for choosing the design of physical experiments by

Latin Hybercube Sampling Maximin method in experimental space X ; a space-filling method

maximizing the minimum distance between pairs of design points.

• DET: this strategy consists in selecting the design of physical experiments by optimizing the

criterion based on the information matrix defined in Section 4.1 with the function ψ(M) =

det(M).

• TR: strategy based on the information matrix defined in Section 4.1 with the function ψ(M) =

tr(M).

• KL: strategy based on the Kullback-Leibler divergence criterion defined in (10).
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• SOV: strategy using the criterion based on the posterior covariance of the calibration parameters

defined in (11), taking the function ψ(M) = tr(M) (i.e. sum of a variances).

• MSE: strategy using the criterion based on the posterior covariance of the calibration parameters

defined in (11), taking the loss function ϕ(θ, θ0) = ∥θ − θ0∥2
2 corresponding to the squared error

loss.

• CVMm: the lowest-cost strategy using the criterion of computer code variation combined with

the repartition of the design introduced in Section 4.3.

The graphics in Figure 6 show the repartition of physical experimental designs in the experimental

domain for each selection criterion, and in the background we have the variation of the computer code

with respect to parameters Vcode : x ∈ X 7−→ Vcode(x) =
∫

Θ

[
fcode(x, θ)−

( ∫
Θ fcode(x, θ)dθ

)]2
dθ, to

reveal its information area. From Figure 6, we note that the strategies based on the information matrix

(DET and TR) place certain experimental points outside the informative zone, contrarily to the other

strategies (MSE, SOV, KL and CVMm). However, concerning MSE, SOV and KL strategies, we note

a proximity between some of the selected points. Finally, the CVMm strategy offers on that example

the best repartition with all the points selected in the informative zone which make sense since by

definition this criteria is tailored to add points were Vcode is maximum coupled with an inter-point

distance criterion.

5.1.4. Performances of DOPE strategies

To compare and assess the performance of the selection criteria, with each criterion and for two

noise levels, we run L = 30 times the associated DOPE optimization. The noise levels options are

σε = 5%
√

Vf or σε = 10%
√

Vf , with Vf =
∫
X

[
fcode(x, θ0)−

∫
X

fcode(x, θ0)dx
]2

dx. We vary the noise

level in order to see its impact on the performance of the criteria. For the performance assessment, we

use the following metrics.

• The Mean Squared Error: MSE = 1
L ∑L

l=1 ∥θ0− θ̂(l)∥2, where θ0 is the true value of the calibration

parameter vector, ∥.∥ is the Euclidean distance and θ̂(l) = E
[
θ | Y(l)

obs
]

is the parameters posterior

mean given the simulated physical observations Y(l)
obs = fcode(X∗, θ0) + ε(l), l = 1, . . . , L with X∗

the optimal design of physical experiments obtained using one of the strategies.

• The Average Length of Credible Interval: ALCI = 1
pL ∑L

1=1 ∥θ̂
(l)
sup − θ̂

(l)
in f ∥1, where ∥u∥1 = ∑

p
i=1 |

ui | for u = (u1, . . . , up)T ∈ Rp and θ̂
(l)
sup and θ̂

(l)
in f are respectively the upper bounds and the

lower bounds of IC90% the credible interval of level 90%, where IC90% is such that
∫

IC90%

π
(
θ |

Y(l)
obs
)
dθ = 0.9.

• The Coverage Rate: CR = %θ0 ∈ IC90%, where IC90% is the credible interval of level 90%.
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σ2
ε = 0.015 σ2

ε = 0.030

MSE ALCI CR MSE ALCI CR

LHS-maximin 0.2647563 0.5842220 100 0.2850127 0.5885662 96.67

CVMm 0.2167279 0.4696518 100 0.2417130 0.5176395 100

DET 0.2211990 0.5379337 83.33 0.2728839 0.6230096 80

TR 0.2202395 0.4859374 96 0.2722238 0.5762567 80

KL 0.2203272 0.4928854 96.67 0.2701196 0.5863462 93

MSE 0.1951027 0.4408275 100 0.2374873 0.5135838 100

SOV 0.2149957 0.4685487 100 0.2534645 0.5360873 100

Table 1: Performance metrics values for DOPE strategies.

Table 1 shows the metrics values for the two noise levels considered. It can be noted that according

to the Mean Squared Error (MSE) metric, the MSE optimality criterion is the one that performs best

for both noise levels. This is not surprising since the criterion is ultimately aimed at minimizing this

metric. In second place comes the SOV optimality criterion. According to the average length of the

credible interval (ALCI) metric and the average coverage rate (CR) metric, the optimality criterion

based on the Mean Squared Error (MSE) and that of the variation of the code and the design repartition

(CVMm) performs the best. We note the poor performance in terms of coverage rate (CR) of the two

optimality criteria based on the Fisher information matrix, i.e. the DET and TR optimality criteria.

Finally, the cheapest optimality criterion (CVMm) performs well overall.

5.2. DONE strategies evaluation

We will illustrate and compare the following strategies to select the design of numerical experi-

ments.

• LHSCal: designates the strategy based on a space-filling design generated by the Maximin Latin

Hypercube sampling method on X ×Θ.

• KLCal: is a sequential selection strategy using the Kullback-Leibler divergence approach de-

scribed in Section 3.1.

• EntropyCal: this sequential strategy use the entropy of classification based on the probability of

implausibility described in Section 3.2.

• WSSCal: sequential selection using the weighted sum of square criterion defined in Section 3.3.
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• SURCal1: sequential selection strategy using the step wise uncertainty reduction criterion based

on the trace of posterior covariance of calibration parameters introduced in Section 3.4.

• SURCal2: sequential selection strategy using the step wise uncertainty reduction criterion based

on the uncertainty of prediction of physical phenomenon by the GP emulator introduced in

Section 3.4.

5.2.1. 2D test case: illustration of DONE strategies

The considered test function is defined as follows: fcode : (x, θ) ∈ [0, 1]× [0, 1] 7→ x cos(5πθx) ∈ R.

We use it to illustrate and graphically analyze the distribution of the design of numerical experiments

in the experimental domain for each approach. The true value of the calibration parameter is set equal

to θ0 = 0.8. The uniform prior distribution is chosen for the calibration parameter on the interval

[0, 1]. The physical experimental design Xobs =
(
0, 0.125, 0.25, 0.375, 0.5, 0.625, 0.75, 0.875, 1

)T and the

physical observations are generated according to (2) with a noise variance σ2
ε = 0.042. The size of the

initial design of numerical experiments chosen by LHS-maximin is set to M0 = 20 and that of the

second design of size M1 = M−M0 = 20 is selected sequentially using one of the strategies described

above. A prior Gaussian process with constant mean and Matérn 5/2 covariance function is chosen for

the computer code emulation and its hyperparameters are estimated by maximum likelihood. Figure 7

shows the real physical phenomenon corresponding to the computer code with the true value of the

parameter, θ0 = 0.8, and the noisy physical observations. Figure 8 shows the different trajectories of

the computer code for values of parameter θ chosen in a regular grid on [0, 1].

Figure 9 shows the repartition of numerical experiments in the joint space X ×Θ. We observe that

KLCal strategy selects {θm}m=21,...,40 around the true value θ0. Strategies KLCal, WSSCal and ENTCal

select mainly points (red points in Figure 9) with first component at the boundary, that is with

x(i) = 1 or x(i) = 0, whereas the SUR strategies (SURCal1 and SURCal2) give less importance to the

boundaries. In terms of coverage of the joint space X ×Θ the SUR strategies do best after LHSCal.

Figure 10 shows a comparison of the posterior distributions of the calibration parameters and their

approximation for each strategy. It appears that the five proposed strategies give better approximations

of the posterior distribution than LHSCal.

5.2.2. Performance of DONE strategies

We use the following metrics to appreciate and compare the calibration strategies on the 2D example

above.

• The Kullback-Leibler divergence: KL =
∫

Θ
log
[π(θ | Yobs, fcode(DM))

π(θ | Yobs)

]
π(θ | Yobs)dθ.
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• The Predictive Mean Square Error: PMSE =
∫
X

(
Y(x) − fcode(x, θ̂M)

)2dx, where θ̂M = E
[
θ |

Yobs, fcode(DM)
]
.

We repeat the calibration experiment for each strategy L = 30 times and calculate the two previous

performance metrics. The box-plots in Figure 11 show the distribution of values for the two metrics.

According to the KL and PMSE metrics, the SUR and KLCal strategies outperform the LHSCal,

WSSCal and ENTCal strategies. Among the sequential strategies, WSSCal performed poorly and we

note in particular the non-robustness of the KLCal strategy with the presence of several outliers.

5.3. Hybrid strategy: harmonic oscillator example

We are interested in the study of a harmonic oscillator (Figure (12)). The number of physical

experiments consisting of measuring the position at a time t of the harmonic oscillator to which an

object of mass m is attached is limited to n = 15. The physical system described by its position satisfies

the following second-order differential equation:

mY
′′
(m, t) + θ2Y

′
(m, t) + θ1Y(m, t) = η(t), (13)

where:

• Y(m, t) represents the position of the object of mass m at time t.

• η(t) = cos(2t) is the external force at time t,

• (m, t) are the control variables, where m takes its values inM = {5, 10, 20, 50, 100, 150}, i.e. only

objects of mass m ∈ M are available and t ∈ [0, 100] is the observation time,

• θ0 = (θ1, θ2) = (7, 5) are physical constants. θ1 denotes the stiffness of the spring and θ2 is the

damping coefficient.

We also have a computer code that describes the movement as a function of time of a harmonic

oscillator for any value of mass m ∈ [1, 150], spring stiffness θ1 ∈ [0, 10] and damping coefficient

θ2 ∈ [0, 10]. This computer code is represented by

fcode : (m, t, θ0, θ1) ∈ [1, 150]× [0, 100]× [0, 10]2 7→ fcode(m, t, θ0, θ1) ∈ R.

Its provides the general solution to the differential equation (13) for any given inputs (m, t, θ0, θ1).

Figure 12 shows the trajectories of the harmonic oscillator as a function of time for the objects of

the physical experiment. We can note the low variability for large mass values. For the experiment,

we set the variance of the measurement noise at σ2
ε = 0.025 and the size of the design of numerical

experiments to M = 200 and that of the initial design to M0 = 100. A constant mean and a Matérn
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5/2 covariance function are chosen for the GP emulator building. Half of the initial budget M0/2 is

used to build a GP emulator using an LHS-maximin design, and then the prediction variance criterion

is used to sequentially enrich the initial design of numerical experiments with the remaining M0/2

points, updating the emulator each time. This GP emulator is used to compute the optimality criteria.

5.3.1. Performance of two hybrid strategies

Three strategies are considered to tackle the calibration problem.

• LHS-LHSCal: We select the design of physical experiments by LHS-maximin on the restricted

domain [0, 100]×M whereM = {5, 10, 20, 50, 100, 150} is the discrete set and then we select the

design of numerical experiments by LHS-maximin on [1, 150]× [0, 100]× [0, 10]2.

• HybridCal1: We use a combination of the SOV optimality criterion, for selecting the design of

physical experiments, and SURCal1 strategy for selecting the design of numerical experiments.

The SOV optimality criterion has been optimized using the simulated annealing algorithm for

discrete variables presented in the Appendix Appendix B.

• HybridCal2: The second hybrid strategy combines the CVMm criterion and the SURCal1

criterion. The advantage of this strategy is its execution time, due to the speed of the CVMm

criterion.

We use both strategies to solve the calibration problem L = 35 times and calculate each time the

following metrics:

• The Mean Squared Error: MSE = ∥θ0 − θ̂M∥2, where θ̂M = E
[
θ | Yobs, fcode(DM)

]
.

• The Predictive Mean Squared Error: PMSE =
∫
X

(
Y(x)− fcode(x, θ̂M)

)2dx.

The first metric evaluates calibration accuracy, while the second one evaluates prediction accuracy.

Results are presented in Figure 13.

The HybridCal1 strategy appears as the best strategy from a calibration but also a prediction point

of view. However its executation time is quite important. It seems that the HybridCal2 strategy is a

good compromise between accuracy and execution time. We particularly recommend it in a context

where the size of the design of physical experiments to be selected is large and the dimension of the

experimental domain large, making optimization by simulated annealing difficult.

6. CONCLUSIONS, DISCUSSIONS AND OUTLOOK

In this paper we have introduced a hybrid methodology for selecting the design of physical and

numerical experiments for the calibration of expensive computer codes without discrepancy. The
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proposed methodology is divided into three phases. The first one consists in building an initial GP

emulator for computing the optimality criteria. The second one is to select the optimal physical design

of experiments. The optimization algorithm used for this purpose combines simulated annealing and

a forward greedy algorithm. This phase results in the most representative posterior distribution of the

uncertainty of the calibration parameters for a fixed physical measurement budget. The final phase

involves improving the initial GP emulator by sequentially selecting numerical experiments using a

suitable criterion, and finally approximating the posterior distribution of the calibration parameters.

This sequential selection improves the accuracy of the posterior distribution approximation.

The potential of the criteria to select the optimal design of physical experiments and those for

sequential selection of the design of numerical experiments is demonstrated on analytical and a

harmonic oscillator test case. The first numerical application on a 4D test case involves analyzing

the performance of the proposed optimality criteria and those in the literature based on the Fisher

information matrix. The results show that criteria based on the posterior distribution (MSE and

SOV) and those based on computer code variation (CVMm) outperform those based on the Fisher

information matrix (DET and TR) and the Maximin Latin Hypercube. Most interesting is the good

performance of the CVMm criterion, which yields informative experimental designs well distributed

in the experimental space, in addition to its optimization speed. The second numerical application on

a 2D test case compares the performance of sequential criteria for selecting numerical experiments.

Our empirical results demonstrate the good performance of the Kullback-Leibler divergence criterion

proposed in [10] and the sequential uncertainty reduction criteria. A final numerical experiment is

carried out on a real harmonic oscillator case. Comparative analyses of two hybrid strategies, one

combining the SOV criterion and SUR1, and the other combining the CVMm criterion and SUR1,

reveals significant advantages of the hybrid approach over the reference case, which consists in

selecting the physical and numerical experimental designs by Maximin Latin Hypercube. These results

encourage the adoption of hybrid strategies for computer code calibration, particularly in contexts

where the number of physical measurements and computer code evaluations is limited.

The optimal physical design of experiments construction cost remains high despite the combination

of two optimization algorithms (forward optimization algorithm and simulated annealing) to reduce

the computation time. For this reason, it would be interesting to explore other iterative approaches

to solve the optimization problem. The second optimization challenge that could improved is that

of the SUR criteria. Indeed, the GP based strategy introduced in the second paragraph of appendix

Appendix C is moderately suitable due to the non-stationary behavior of the criteria. Therefore,

other metamodels may be more appropriate. Another possibility would be to test the Monte Carlo

optimization algorithm described in the first paragraph of appendix Appendix C.
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Appendix A. Computing the DOPE criteria using the initial emulator

Since the evaluation of the simulation code is very time-consuming, we decided to build a Gaussian

process emulator to compute the optimality criteria. Let us denote by YM0
code the Gaussian process

emulator with mean function µM0 and covariance function kM0 built using the evaluations of the

computer code on DM0 an initial design of numerical experiments.
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Approximating criteria based on information matrix.. These criteria are approximated by the Fisher

information matrix as follows:[
M(X, θ)

]
l,k
≈ 1

σ2
ε

n

∑
i=1

∂µM0(x(i), θ)

∂θl

∂µM0(x(i), θ)

∂θk
for l, k = 1, . . . , p.

Note that we can have the explicit formula for the derivation of the posterior mean function of the

Gaussian process emulator, thanks to the derivation of covariance function (see [22]).

Approximating criteria based on the posterior distribution.. Two steps are used to approximate the criteria

based on the posterior distribution:

1. First, we use the emulator to simulate physical observations for a possible value θ0 ∈ Θ and for a

design of physical experiments X:

Y(X, θ0) = µM0(X, θ0) + [kM0

(
X, θ0

)
+ σ2

ε In

]1/2
ε,

where ε ∼ N (0, In).

2. Secondly, we use importance sampling (see [36]) to approximate the integrals (10), (11), and

(12), exploiting independence between the prior and the emulator distribution. We draw

{(ε(l), θ
(l)
0 ), l = 1, . . . , L} samples with independent components and respective marginals

N (0, In) and π(θ). The {θk, k = 1, . . . , K} are sampled from a uniform distribution on Θ.

Samples of physical observations are then defined as Y(l) = µM0(X, θ
(l)
0 ) +

[
kM0

(
X, θ

(l)
0 )
)
+

σ2
ε In

]1/2
ε(l), l = 1, . . . , L. For each (Y(l), θk), weights are defined as

w(l)
k =

π
(
θk | Y(l), fcode(DM0)

)
∑K

j=1 π
(
θj | Y(l), fcode(DM0)

) ,

where π(. | Y(l), fcode(DM0)) is the posterior distribution approximated with (4). We define

π̃(θk) = π(θk)/ ∑K
j=1 π(θj), with π the prior distribution. Criteria are then approximated as

follows:

• Kullback-Leibler criterion:

Ckl(X) =

∫
Θ

[∫
Rn

∫
Θ

log
π(θ | Y)

π(θ)
π(θ | Y)dθπ(Y)dY

]
π(θ0)dθ0 ≈

1
L

L

∑
l=1

K

∑
k=1

w(l)
k log

w(l)
k

π̃(θk)
.

• Posterior covariance criteria:

Ccov
ψ (X) =

∫
Θ

[∫
Rn

ψ
(

Cov
(
θ | Y

)
π(Y)dY

]
π(θ0)dθ0 ≈

1
L

L

∑
l=1

ψ
( K

∑
k=1

w(l)
k (θk − θ̄l

post)(θk − θ̄l
post)

T),
where θ̄l

post =
K

∑
k=1

w(l)
k θk is the posterior mean.
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• Posterior error criterion:

Closs
ϕ (X) =

∫
Θ

[∫
Rn

∫
Θ

ϕ(θ, θ0)π(θ | Y)dθπ(Y)dY
]
π(θ0)dθ0 ≈

1
L

L

∑
l=1

K

∑
k=1

w(l)
k ϕ(θk, θ

(l)
0 ).

Approximating criteria based on computer code. We replace the computer code with the emulator, taking

into account modeling errors. More precisely the criteria:

CcvMm
k (x) =

∫
R

∫
Θ

[
µM0(x, θ) + σM0(x, θ)εx − Ex

]2dθdε× min
x(i)∈Xk

|| x− x(i) ||,

with Ex =
∫

Θ µM0(x, θ)dθ and Xk = {x(1), . . . , x(k)} the design at step k, has the following Monte Carlo

based aproximation:

CcvMm
k (x) ≈ 1

L

L

∑
l=1

[
µM0(x, θl) + σM0(x, θl)ε l − Ẽx

]2 × min
x(i)∈Xk

|| x− x(i) ||,

with θ1, . . . , θL i.i.d. N (0, 1) samples and ε1, . . . , εL i.i.d. samples from the uniform on Θ, independent

from each other, and with Ẽx = 1
L

L

∑
l=1

µM0(x, θl).

Appendix B. Optimization algorithm for the DOPE

Forward Optimization Algorithm. Introduced in [2], the forward optimization algorithm is a global opti-

mization algorithm under certain conditions called submodularity conditions. However, it provides a

local optimum when the submodularity property is not verified. For iteration k ∈ {1, . . . , n}, with n

the size of the DOPE, we determine

x∗k+1 ∈ arg max
x∈X\Xk

C(Xk ∪ {x}), (B.1)

and we update the design matrix Xk+1 = Xk ∪ {x∗k+1}. The final solution corresponds to Xn.

The advantage of this algorithm is that the criterion can be evaluated in parallel on a grid by writing

the problem (B.1) in discrete form:

x∗k+1 ∈ arg max
x∈Gk\Xk

C(Xk ∪ {x}) where Gk ⊂ X is a grid.

Solving optimization problem with a variant of Simulated Annealing. We use a variant of simulated

annealing to solve optimization problems of the form:

X∗ ∈ arg max
X∈X n

C(X), with C an optimality criterion.

We propose to solve this very time consuming optimization problem by a combination of Forward Opti-

mization Algorithm and Simulated Annealing. The two main ingredients are: first, to use the Forward
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Optimization Algorithm to find a local optimum that will serve as the initial design for simulated an-

nealing; second, to draw a neighborhood by perturbing a line at each iteration of Simulated Annealing.

The idea of line perturbation, inspired from [2], is based on the fact that it is very difficult to reach the

optimal solution by perturbing the entire n× d matrix. The advantage of simulated annealing is that

it requires neither gradient nor Hessian calculations. Algorithm 1 below summarizes the procedure.

Algorithm 1: Simulated Annealing Optimization Algorithm

Input: X the experimental domain, C the optimality criterion, n the number of physical

experiments, T0 the initial temperature, kmax the maximum number of iterations (we

have set kmax = 1000× n). and X0 the initial matrix (provided by the Forward

Optimization Algorithm).

1. While 0 ≤ k ≤ kmax do:

• Generate by line perturbation Xprop a neighbour of Xk such that:

∀i = 1, . . . , n Xprop(i, ) =

Xk(i, ) if i ̸= i∗

xv ∈ V(Xk(i, )) otherwise,

where i∗ is the remainder of the Euclidean division of k by n (take i∗ = n when the

remainder is zero), and V(x) represents a neighbor of x belonging to X . We use

neighborhood generation by Gaussian perturbation V(x) =
{

xυ ∈ X , xυ ∼ N (x, σ2
SA Id)

}
,

where σ2
SA is the variance hyper-parameter, whose square root is set equal to twenty percent

of the minimum length of the intervals constituting the block containing the Θ domain.

• Evaluate degradation ∆Ck = C(Xk)−C(Xprop).

• Calculate the acceptance probability using the Metropolis scheme p = min(e−∆Ck/Tk , 1).

• Generate u ∼ U[0,1].

• Accept-reject step:

Xk+1 ←−

 Xprop if p ≥ u.

Xk else.

• Update the temperature Tk+1 = cTk−1 with 0 < c < 1.

• Update k←− k + 1.

End While.

Output: Xkmax

For a fixed initial acceptance probability P0, the initial temperature T0 is defined as: T0 =

−∆C/ log P0, with ∆C chosen as the 90% quantile of a set of function degradations computed from a
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set of perturbations of the initial solution (X0).

Simulated Annealing in presence of one or more discrete variables. To solve the optimization problem

when one of the experimental variables is discrete, the mass in our example of Section 5.3, we need to

adapt the simulated annealing algorithm by defining a proposal probability distribution for discrete

variables.

Proposal probability distribution for discrete variables Let S = {x1, . . . , xN} be the set of

possible values for the discrete variables. We define pi,j the probability of proposing xj as a neighbor

of state xi as follows:

• for i = 3, . . . , N − 2: pi,j =


1/7 if j ∈ {i− 2, i, i + 2},

2/7 if j ∈ {i− 1, i + 1},

0 else;

• for i ∈ {1, 2, N, N − 1}:

p1,j =


1/4 if j ∈ {1, 3}

1/2 if j = 2

0 else

p2,j =


1/3 if j ∈ {1, 3},

1/6 if j ∈ {2, 4},

0 else

pN−1,j =


1/3 if j ∈ {N − 2, N},

1/6 if j ∈ {N − 3, N − 1},

0 else

pN,j =


1/4 if j ∈ {N, N − 2},

1/2 if j = N − 1,

0 else.

More details for the harmonic oscillator test case For that example, the experimental mass can

take values inM =
{

m1 := 5, m2 := 10, m3 := 20, m4 := 50, m5 := 100, m6 := 150
}

, while time is

continuously valued in T = [0, 150]. The neighborhood diagram for the discrete mass variable is

drawn in Figure B.14.
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Figure B.14: Neighborhood diagram for the mass.
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The corresponding probability matrix and design matrix are:

Pm =



1/4 1/2 1/4 0 0 0

1/3 1/6 1/3 1/6 0 0

1/7 2/7 1/7 2/7 1/7 0

0 1/7 2/7 1/7 2/7 1/7

0 0 1/6 1/3 1/6 1/3

0 0 0 1/4 1/2 1/4


, X =


t(1) m(1)

t(2) m(2)

...
...

t(n) m(n)

 ∈ (T ×M)n.

For a mass value mi ∈ M and an observation time t ∈ T , the set of neighbours is:

V((t, mi)) = {(tv, mv) ∈ T ×M : tv ∼ N (t, σ2
SA) and mv = mj ∈ M with probability pi,j = [Pm]i,j}.

Appendix C. Optimization algorithm for the DONE

Gradual Monte-Carlo Optimization on Grid. We propose an algorithm inspired by the one introduced in

[4], particularly useful when the objective function is defined from a Monte Carlo approximation. We

formalize the optimization problem as follows:

θ∗ ∈ arg max
θ∈Θ

fobj(θ, L), with L is the Monte-Carlo sample size, (C.1)

We now describe the two step algorithms we propose to solve (C.1). Let G1 = [θ1, . . . , θN1 ] ⊂ Θ be a

grid of size N1.

1. Evaluate the objective function on G1 with a Monte-Carlo size L = L1 and determine the sub-grid

G2 = [θ(1), . . . , θ(N2)
] ⊂ G1 such that:

fobj(θ, L1) ≤ fobj(θ(i), L1) ∀i = 1, . . . , N2 and ∀θ ∈ G1 \ G2.

2. Evaluate the objective function on G2 with a Monte-Carlo size L = L2 > L1 and determine the

solution θ̃∗ ∈ arg maxθ∈G2
fobj(θ, L2).

The advantage of this optimization algorithm is its simplicity of implementation and its speed of

execution due to the possibility of evaluating the objective function in parallel. For our implementation

we have set N1 = 10p+1, N2 = max{100, 10p−1} where p = dim(Θ), L1 = 103 and L2 = 104.

Bayesian Optimisation of the integral of an expensive function. For the sake of generality, we consider

I : x ∈ X 7→
∫
X g(x, y)dy ∈ R, where g : (x, y) ∈ X ×X 7−→ g(x, y) ∈ R is an expensive to evaluate

function. The goal is to solve the following optimization problem:

arg min
x∈X

I(x) =
∫
X

g(x, y)dy. (C.2)
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The idea is to build a GP emulator for g from which we deduce a GP emulator of I. To model

the function I, we place a prior on the expensive function g as a realization of a Gaussian process

Z ∼ GP(µg, kg). The observation vector is denoted by g(Dn) =
[

g((x1, y1)), . . . , g((xn, yn))
]
, where

Dn =
(
(x1, y1), . . . , (xn, yn)

)
is the design of experiments. The approximation of I(x) is given by

the Gaussian process conditioned on g(Dn): În ∼ GP
(
µ̃n, k̃n

)
. Thanks to the properties of Gaussian

distributions, the posterior mean function and the posterior covariance function µ̃n, k̃n are given by:

µ̃n(x) = E
[
I(x) | g(Dn)

]
=
∫
X

E
[
Z(x, u) | g(Dn)

]
du =

∫
X

µ
g
n(x, u)du,

k̃n(x, x
′
) = Cov

[
I(x), I(x

′
) | g(Dn)

]
=
∫
X

∫
X

Cov
(
Z(x, u), Z(x

′
, v) | g(Dn)

)
dudv

=
∫
X

∫
X

kg
n
(
(x, u), (x

′
, v)
)
dudv.

If µ̃n(x) and k̃n(x, x
′
) cannot be computed analytically, it is possible to use Monte Carlo approximation.

Now at iteration n:

• Select (xn+1, yn+1) as follows:

– xn+1 ∈ arg maxX σ̃2
n(x) or xn+1 ∈ arg maxX EIn(x), with EIn(x) = E

[
(m̃n − În(x))+

]
, with

m̃n = mini=1,...,n µ̃n(xi) the current minimum;

– yn+1 ∈ arg maxX σ2
n(y, xn+1).

• Update the design of experiments Dn+1 = Dn ∪ {(xn+1, yn+1)};

• Update the evaluations g(Dn+1) = g(Dn) ∪ {g(xn+1, yn+1)} and the GP emulator on g(Dn+1).

Since În(x) ∼ N (µ̃n(x), σ̃2
n(x)), we have the following analytical expression (see [16]):

EIn(x) = (m̃n − µ̃n(x))Φ
( m̃n − µ̃n(x)

σ̃n(x)

)
+ σ̃n(x)ϕ

( m̃n − µ̃n(x)
σ̃n(x)

)
,

where Φ, ϕ are respectively the cumulative distribution function and the probability distribution

function of the standardized Gaussian distribution.

Appendix D. Weighted Sum of Square criterion

Recall that our objective is to select the design of experiments DM = {(xi, θi)}M
i=1. To do this, we

consider the Kullback-Leibler divergence between the two densities, this time with the one we’re

trying to approximate as the reference density. Note that this amounts to permuting the two densities

in the [10] criterion defined in equation (5). Consider

KL
[
π
(
. | Yobs, fcode(DM)

)
|| π(. | Yobs)

]
=
∫

Θ
log
[π(θ | Yobs, fcode(DM))

π(θ | Yobs)

]
π(θ | Yobs, fcode(DM))dθ.

(D.1)
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Our aim is to minimize criterion defined in (D.1). We now provide heuristic arguments to explain how

this criterion is related to the cost function defined in [9, Section 4] written as a Mahalanobis norm of

predicted deviations:

∥Yobs − µM(Xobs, θ)∥2
WM(θ), where WM(θ) = kM

(
Xobs, θ

)
+ σ2

ε In. (D.2)

The decomposition of equation (D.1) leads to:

KL
[
π
(
. | Yobs, fcode(DM)

)
| π(. | Yobs)

]
= Cz +

∫
Θ

(
C1 − CM

3 (θ) + C2(θ)− CM
4 (θ)

)
π(θ | Yobs, fcode(DM))dθ,

(D.3)

with C1 =n log(σε), C2(θ) =
1

2σ2
ε

(
Yobs − fcode(Xobs, θ)

)T(Yobs − fcode(Xobs, θ)
)
,

CM
3 (θ) =

1
2

log
[
| kM

(
Xobs, θ

)
+ σ2

ε In |
]
,

CM
4 (θ) =

1
2
(
Yobs − µM(Xobs, θ)

)T(kM
(
Xobs, θ

)
+ σ2

ε In
)−1(Yobs − µM(Xobs, θ)

)
,

and Cz = log( Z
ZM ), where Z, ZM are respectively the normalization constants of posterior density

and its approximation. We adopt the same reasoning as in [10]. The constants Cz do not offer any

options for selecting numerical experiments. First, to reduce the Kullback-Leibler divergence we

focus on the integral in equation (D.3). We have an integration of terms weighted by the posterior

density approximation π(θ | Yobs, fcode(DM)). The C1 and C2(θ) terms do not depend on the design

of numerical experiments DM. Small values of CM
3 (θ) and CM

4 (θ) correspond to large values of the

posterior density approximation (see Eq. (4) and (3) in Section 2.3), and therefore to a reduction of the

integral. Second, the idea of heuristics is to consider the designs of numerical experiments of the form

DM ⊂ Xobs ×Θ which contain the numerical experimental points of type (x(i), θ), i = 1, . . . , n, where

θ is selected in the area where the posterior density approximation takes large values. The choice of

points {xm ∈ Xobs, m = 1, . . . , M} results in a reduction of the Kullback-Leibler divergence, as we will

see. Indeed, the predictor given by the Gaussian process emulator being an exact interpolator then

kM(Xobs, θ) = 0 and µM(Xobs, θ) = fcode(Xobs, θ), for values of θ in DM and this remains almost true

(kM(Xobs, θ
′
) ≈ 0) for all θ

′
in the neighborhood of θ thanks to the regularity properties of Gaussian

processes. Therefore for elements of DM the differences C1 − CM
3 (θ) and C2(θ)− CM

4 (θ) cancel out

and the Kullback-Leibler divergence is reduced. This finally leads to sequentially select the θ with

the purpose of maximizing the approximation of the posterior density. This gives the following

optimization problem:

max
θ∈Θ

π
(
θ | Yobs, fcode(DM)

)
.
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By applying the logarithm, we obtain the optimization problem:

min
θ∈Θ

(
Yobs − µM(Xobs, θ)

)T
[
kM
(
Xobs, θ

)
+ σ2

ε In

]−1(
Yobs − µM(Xobs, θ)

)
− log(π(θ)).

Using a uniform prior π(θ) = UΘ, the problem becomes:

min
θ∈Θ

(
Yobs − µM(Xobs, θ)

)T
[
kM
(
Xobs, θ

)
+ σ2

ε In

]−1(
Yobs − µM(Xobs, θ)

)
.

We thus retrieve the cost function defined in [9, Section 4] recalled in (D.2). The way this cost function

is introduced in [9] is different. They prove that their problem of prediction oriented calibration is

equivalent to finding the minimizer of the model discrepancy under a reproducing kernel Hilbert

space (RKHS) norm.
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Figure 6: Designs of physical experiments selected using the DET, TR, RMSE, SOV, KL and CVMm criterion. In the background

is the computer code variation graphic showing the zones where the points are placed by each strategy.
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Figure 7: Physical phenomena and observations.
Figure 8: Computer code for

θ ∈ {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1}.
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Figure 9: Design of numerical experiments for each strategy. Initial LHS-maximin design (blue dots) and sequential design (red

dots). Note that for the LHSCal strategy, the design of numerical experiments is selected in one-shot and not sequentially.
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Figure 10: Comparison of the posterior distribution and its approximation for each strategy.
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Figure 11: KL and PMSE values for DONE strategies.

Figure 12: Oscillator trajectories for m ∈ M.
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Figure 13: Performance of the hybrid strategies.
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