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Figure 1: Symbolic computation pipeline to compile an elementary real function in a finite set of formal chemical reactions.

ABSTRACT
Chemical Reaction Networks (CRNs) are a standard formalism used

in chemistry and biology to model complex molecular interaction

systems. In the perspective of systems biology, they are a central

tool to analyze the high-level functions of the cell in terms of their

low-level molecular interactions. In the perspective of synthetic bi-

ology, they constitute a target programming language to implement

in chemistry new functions either in vitro, in artificial vesicles, or in

living cells. In this paper, we describe the CRN synthesis tool part

of our CRN modeling and analysis software BIOCHAM (Biochemi-

cal Abstract Machine). This compiler transforms any elementary

(resp. algebraic) real function into a formal finite CRN to compute

it (resp. with absolute functional robustness), through a pipeline

of symbolic computation steps, among which quadratization opti-

mization plays a key role to restrict to elementary reactions with at

most two reactants and a minimum number of molecular species.
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1 INTRODUCTION
Chemical Reaction Networks (CRNs) are a standard formalism used

in chemistry and biology to model complex molecular interaction

systems at various levels of abstraction.

Definition 1.1. A CRN over a finite set of species 𝑆 is a finite set

of reactions, noted 𝑅
𝑓
−→ 𝑃 , where 𝑅 (resp. 𝑃 ) is a multiset of reactant

(resp. product) species, and 𝑓 is a rate function over reactants, e.g.

the product of the reactant concentrations by some rate constant

𝑘 ∈ R+ in the case of mass action law kinetics.
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In the perspective of systems biology, they are a central tool

to analyze the high-level functions of the cell in terms of their

low-level molecular interactions. In that perspective, the Systems

Biology Markup Language (SBML) [22] is a common format to

exchange CRN models and build CRN model repositories, such as

Biomodels.net [6] which contains thousands of CRN models of a

large variety of cell biochemical processes. In the perspective of

synthetic biology, they constitute a target programming language

to implement in chemistry new functions either in vitro, e.g. using
DNA polymers [24], or in living cells using plasmids [11] or in

artificial vesicles using proteins [9].

The mathematical theory of CRNs was introduced in the late 70’s,

on the one hand, by Feinberg in [15], by focusing on robust perfect

adaptation (RPA) properties, Absolute Concentration Robustness

(ACR) [25] and multi-stability analyses [10]; and on the other hand,

by Érdi and Tóth by characterizing the set of Polynomial Ordinary

Differential Equation systems (PODEs) that can be defined by CRNs

with mass action law kinetics, using dual-rail encoding for negative

variables [12, 13, 16, 23].

More recently, a computational theory of CRNs was investigated

by formally relating their Boolean, discrete, stochastic and differ-

ential semantics in the framework of abstract interpretation [14],

and by studying the computational power of CRNs under those

different interpretations [7, 8, 13].

Under the continuous semantics of CRNs interpreted by ODEs,

the Turing-completeness result established in [13] states that any

computable real function in the sense of computable analysis, i.e. com-

putable by a Turing machine with an arbitrary precision given in

input, can be computed by a continuous CRN on a finite set of

abstract molecular species, using elementary reactions with at most

two reactants and mass action law kinetics. This result uses the

following notion of analog computation of a non-negative real

function computed by a CRN, where the result is given by the con-

centration of one species, 𝑦1, and the error is controlled by the

concentration of one second species, 𝑦2:

Definition 1.2. [13] A function 𝑓 : R+ → R+ is CRN-computable

if there exist a CRN over some molecular species {𝑦1, . . . , 𝑦𝑛} with
differential semantics PODE

𝑑𝑦

𝑑𝑡
= 𝑝 (𝑦 (𝑡)), and a polynomial 𝑞 :

R+ → R𝑛+ defining initial concentration values, such that for all

𝑥 ∈ R+ there exists some (necessarily unique) function 𝑦 : R+ →
R𝑛+ such that 𝑦 (0) = 𝑞(𝑥), 𝑦′ (𝑡) = 𝑝 (𝑦 (𝑡)) and for all 𝑡 > 1:

|𝑦1 (𝑡) − 𝑓 (𝑥) | ≤ 𝑦2 (𝑡),

𝑦2 (𝑡) ≥ 0, 𝑦2 (𝑡) is decreasing and lim𝑡→∞ 𝑦2 (𝑡) = 0.

Theorem 1.3. (Turing completeness [13]) A real function is com-
putable (resp. in polynomial time) if and only if it is CRN-computable
(resp. with trajectories of polynomial length) by a CRN over molecular
species for positive and negative values, using mass action law kinetics
only, synthesis reactions with at most two catalysts of the form:

∅ → 𝑧 or 𝑥 → 𝑥 + 𝑧 or 𝑥 + 𝑦 → 𝑥 + 𝑦 + 𝑧

and degradation reactions by annihilation, of the form:

𝑥 + 𝑦 → ∅.

This result was immediately implemented in our CRN modeling,

analysis and synthesis software BIOCHAM
1
, the Biochemical Ab-

stract Machine [4], with a compiler of real functions, presented as

solutions of polynomial ordinary differential equations (PODE) in

explicit form, into an elementary CRN over a finite set of abstract

molecular species [13]. Fig. 1 summarizes the symbolic computation

steps achieved to compile either a function of time or a function

of some fixed input, and the two preprocessing steps of formal

differentiation and polynomialization for compiling elementary

real functions given in symbolic form [20]. Crucial to the size of

the generated CRN is the quadratization step. We showed the NP-

hardness of this optimization problem in the non-succinct matricial

representation [19]. It is solved in BIOCHAM by a MAXSAT solver

using a solution-preserving heuristics described here, which can

compute sub-optimal solutions [2, 3].

More recently, we introduced the notions of stabilization and

absolute functional robustness for the CRNs that compute a function

on-line, allowing for arbitrary perturbations on the variables within

the basin of attraction of the system.

Definition 1.4. [18]We say that an open CRN over a set of𝑚+1+𝑛
species {𝑋,𝑦, 𝑍 } with environment inputs 𝑋 of cardinality𝑚 and

distinguished output 𝑦, stabilizes the function 𝑓 : 𝐼 → R+, with
𝐼 ⊂ R𝑚+ , over the domain D ⊂ R𝑚+1+𝑛+ if:

(1) ∀𝑋 0 ∈ 𝐼 the restriction of the domain D to the slice 𝑋 = 𝑋 0

is of plain dimension 𝑛 + 1, and
(2) ∀(𝑋 0, 𝑦0, 𝑍 0) ∈ D the Polynomial Initial Value Problem

(PIVP) given by the differential semantic with constant input

species ∀𝑡, 𝑋 (𝑡) = 𝑋 0
and the initial conditions𝑦0, 𝑍 0

is such

that: lim𝑡→∞ 𝑦 (𝑡) = 𝑓 (𝑋 0).
This definition is extended to functions fromR𝑚 toR by dual-rail

encoding [12, 13, 16, 23]: for a CRN over species {𝑋+, 𝑋 −, 𝑦+, 𝑦−, 𝑍 }
we ask that lim𝑡→∞ (𝑦+ − 𝑦−) (𝑡) = 𝑓 (𝑋+ − 𝑋 −), for all initial
conditions and constant inputs in the validity domain D.

Let F𝑆 be the set of functions stabilized by a CRN.

Definition 1.5. [18] The basin of attraction of a CRN stabilizing

a function 𝑓 : 𝐼 → R+, with 𝐼 ⊂ R𝑚+ , is the maximum domain

(i.e. union of the domains) over which the CRN stabilizes 𝑓 .

Theorem 1.6. [18] The set of functions stabilized by a CRN with
mass action law kinetics is the set of algebraic real functions.

The rest of the paper presents some examples
2
and compares

the main symbolic computation steps of our compiler, to generate a

CRN to implement any elementary real function presented in sym-

bolic form, or any computable real function presented as solution

of a polynomial ODE system, or any algebraic function with an

online stabilizing CRN.

2 EXAMPLES
Fig. 2 shows the CRN of 3 variables and 5 reactions generated by

our BIOCHAM compiler for stabilizing the algebraic real function

defined by the positive curve of the circle centered in (0, 0).
Table 1 gives some performance figures about the complete com-

pilation pipeline in terms of total computation time and size of

1
Biochemical Abstract Machine software http://lifeware.inria.fr/biocham

2
See companion notebook https://lifeware.inria.fr/wiki/Main/Software#CMSB22

http://lifeware.inria.fr/biocham
https://lifeware.inria.fr/wiki/Main/Software#CMSB22
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Figure 2: CRN stabilizing the circle function: 𝑥2 + 𝑦2 − 1 = 0

the synthesized CRNs on a benchmark of functions considered

in [19] for the quadratization problem which is the most expen-

sive step. It is worth noting that neither the polynomialization nor

the quadratization are unique, even when imposing optimality in

the number of introduced variables. The two CRNs generated for

the Hill function of order 4, i.e. Hill4=𝑥4/(1 + 𝑥4), with the two

options quadratization (i.e. heuristics Alg. 3 or MAXSAT Alg. 2) are

different but both have the same number of species and reactions.

The Hill5 CRN is one synthetic analog of the natural MAPK signal

processing network since it computes a similar input/output stiff

sigmoid [21], yet using 22 species and 33 reactions. The input of the

MAPK CRN is however a catalyst not consumed by the downward

reactions, whereas in our CRN synthesis scheme, the input is gener-

ally consumed. This interesting case of online analog computation

is precisely what prompted us to develop the notion of stabilization

and absolute functional robustness.

Heuristics Alg. 3 MAX-SAT Alg. 2

Function time |𝑆 | |𝐶𝑅𝑁 | time |𝑆 | |𝐶𝑅𝑁 |
(ms) (ms)

Hill1 80 4 5 85 3 3

Hill2 90 6 10 82 5 8

Hill3 100 6 10 115 6 12

Hill4 100 7 13 162 7 13

Hill5 110 8 16 550 7 11

Hill10 160 13 31 timeout

Hill20 380 23 61 timeout

Logistic 80 3 5 85 3 5

Double exp. 80 3 4 85 3 4

Gaussian 85 3 4 85 3 4

Logit 95 4 7 100 4 6

Table 1: Performance results obtained on a laptop on the
benchmark of CRN design problems of [19].

3 POLYNOMIALIZATION STEP
The first step for polynomializing an ODE system consists in de-

tecting the elements of the derivatives that are not polynomial, and

their introduction as new variables. Then symbolic derivation and

syntactic substitution allow us to compute the derivatives of the

new variables and to modify the system of equations accordingly.

In [17], we give an algorithm that terminates for any finite set 𝐹 of

formally differentiable functions over the reals, if ∀𝑓 ∈ 𝐹, 𝑓 ′ ∈ 𝐹
where 𝐹 is the algebra of 𝐹 over R. We show that it terminates

on elementary functions over the reals, with quadratic time com-

plexity and at most a linear number of new variables. It is worth

noting that the list of substitutions has to be memorized along

the way, therefore handling an algebro-differential system during

the execution of the algorithm, as they may reappear during the

derivation step. This typically occurs when the derivation graph

harbors a cycle like: cos→ sin→ cos. Nevertheless, a particular

treatment has to be applied to the case of non-integer or negative

power as they form an infinite set and may thus produce infinite

chains of derivations. When adding the new variable 𝑁 = 𝑋𝑝
to

the system, we explicitly replace the expression 𝑋𝑝−1
by 𝑁 /𝑋 in

the derivatives, hence the algorithm introduces the new variable

1/𝑋 . This makes the final PODE non analytic in 𝑋 = 0 which is

linked to the fact that exponentiation apart from the polynomial

case is actually not analytic in 0.

4 QUADRATIZATION STEP
The quadratization algorithm described in [5], recalled in Alg. 1,

computes a quadratic form using a bounded, yet sufficient, set

of monomials. We have shown that the optimal quadratization

problem using that set of monomials is NP-hard.

Algorithm 1 Quadratization algorithm of Carothers et al. [5].

Input: PIVP with 𝑛 variables {𝑥1, . . . , 𝑥𝑛}, and maximum power 𝑑 𝑗
per variable.

Output: quadratic PIVP on variables 𝑣 such that 𝑣1,0,...,0 (𝑡) = 𝑥1 (𝑡).
(1) Let 𝐴 be the set of variables 𝑣𝑖1,...,𝑖𝑛 = 𝑥

𝑖1
1
𝑥
𝑖2
2
, . . . , 𝑥

𝑖𝑛
𝑛 for all

𝑖 𝑗 , 0 ≤ 𝑖 𝑗 ≤ 𝑑 𝑗 , 1 ≤ 𝑗 ≤ 𝑛 satisfying 𝑖𝑘 > 0 for some index 𝑘 ;

(2) If the output variable 𝑥1 has a maximum power 0, add the

variable 𝑣1,0,... = 𝑥1.

(3) Compute the derivatives of the 𝑣 variables as functions of

the 𝑥 variables;

(4) Replace the monomials in the derivatives of the 𝑣 variables

by monomials of the 𝑣 variables with degree at most 2.

Theorem 4.1. [19] Determining the existence of a quadratization
with 𝑣 monomials among those considered in Alg. 1, is NP-complete
in the non-succinct matricial representation of the monomials.

Alg. 1 can be reformulated as aMAX-SAT problem, by expressing

the quadratization constraints by Boolean clauses. The maximum

satisfiability problem (MAX-SAT) is a generalization of the Boolean

satisfiability problem SAT, where some soft clauses, that can be

either true or false in a solution, are added to a traditional (hard)
SAT problem, and where the optimization problem of maximizing

the number of soft clauses satisfied is considered. This leads to Alg. 2,

where the number of MAX-SAT variables is |𝑀 |, and the number of

clauses, bounded by DNF-to-CNF conversion, is𝑂 ( |𝑀 | +2𝑑 ), where
𝑑 is the highest product of the degrees of any monomial of𝑚′ [19].

Finally, to trade optimality for better practical performances, we

use a heuristics given in Alg. 3 to restrict the set of monomials to

consider and compute suboptimal solutions. We can either directly

use the result of Alg. 3 or perform a MAXSAT call on top of this

reduced set to try to improve it further. While not optimal this

combination of heuristic and SAT-solver (fastnSAT) provides good
results in practice.
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Algorithm 2MAX-SAT encoding of quadratization Alg. 1.

(1) For each monomial variable in 𝐴 in Alg. 1, introduce a

Boolean variable 𝑥𝑚 ;

(2) For each such monomial𝑚 compute its derivative𝑚′;
(3) For each monomial appearing in any 𝑚′, compute all the

ways to represent it as the product of 0, 1 or 2 monomials;

(4) Add one hard clause to impose the presence of the output;

(5) Add one soft clause with the negation of each other variable.

The maximization will therefore try to make as few variables

present as possible;

(6) Add one hard clause for each variable imposing that if it is

present, the variables corresponding to the monomials of its

derivative are present.

Algorithm 3 Heuristic subset of monomials.

(1) Start by determining all possible variables𝐴 and their deriva-

tives as in Alg. 1;

(2) Initialize 𝑆 to the set of output variables;

(3) Construct the set of 𝑃 problematic exponents: those that are
needed to compute the derivatives of 𝑆 but cannot be reached

with quadratic (or less) monomials of 𝑆 ;

(4) 𝑁 ← {𝑣 ∈ 𝐴\𝑆 |𝑣 ∈ 𝑃 ∨∃𝑏 ∈ 𝑆, 𝑣𝑏 ∈ 𝑃}, if 𝑁 = ∅, 𝑁 ← 𝐴\𝑆
(5) Determine 𝑣★ ∈ 𝑁 that introduces as few new problematic

exponents as possible.

(6) Add 𝑣★ to 𝑆 and update 𝑃

(7) If 𝑃 = ∅, return 𝑆 otherwise go back to step (3).

5 CONCLUSION
The quadratization of a polynomial ODE is a key step in our compi-

lation pipeline to generate an elementary CRN over a small number

of formal molecular species. It is worth noting however that better

solutions can be obtained by considering monomial quadratization

beyond the set of monomials considered here [3], and that even

better solutions exist by introducing variables for polynomials [1].

This makes of the optimal unrestricted quadratization problem an

interesting open problem.

Finally, the application of our compilation pipeline to the design

of concrete CRNs using real enzymes, as built for instance in artifi-

cial vesicles by a microfluidic device for diagnosis tasks [9], raises

the open question of restricting our compilation pipeline to a fixed

catalogue of concrete reactions at the end, involving a minimum

number of enzymes and chemicals.
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